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Abstract

With the advent of high-throughput biology, large amounts of molecu-

lar data are available for purposeful analysis and evaluation. Extract-

ing relevant knowledge from high-throughput biomedical datasets has

become a common goal of current approaches to personalised cancer

medicine and understanding cancer genotype and phenotype. How-

ever, the datasets are characterised by high dimensionality and rel-

atively small sample sizes with small signal-to-noise ratios. Extract-

ing and interpreting relevant knowledge from such complex datasets

therefore remains a significant challenge for the fields of machine learn-

ing and data mining. This is evidenced by the limited success these

methods have had in detecting robust and reliable biomarkers for can-

cers and other complicated diseases. This could also explain the lack

of finding generic biomarkers among the identified published genes for

identical diseases or clinical conditions.

This thesis proposes and evaluates the efficacy of two novel feature

mining models established on the basis of the evolutionary compu-

tation and deep learning paradigms to position and solve biomarker

discovery as an optimisation problem. Deep learning methods lack the

transparency and interpretability found in the evolutionary paradigm.

To overcome the inherent issue of poor explanatory power associated

with the deep learning, this research also introduces a novel deep min-

ing model that helps to deconstruct the internal state of such deep

learning models to reveal key determinants underlying its latent rep-

resentations to aid feature selection. As a result, salient biomarkers

for breast cancer and the positivity of the Estrogen and Progesterone

receptors are discovered robustly and validated reliably across a wide

range of independently generated breast cancer data samples.
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Chapter 1

Introduction

The term feature mining refers to emerging statistical data analysis and com-

putational intelligence techniques with the goal of knowledge discovery based on

a better understanding of the data. Feature mining can also refer to the pro-

cess of endowing explanatory capability within the statistical and computational

paradigms used. Accordingly, feature mining can be described as the discovery

of the underlying structure of the data. The knowledge domain addressed by

the research discussed in this thesis is that of clinically relevant ‘biomarkers’ for

cancers of interest. A biomarker is formally defined as “a biological characteris-

tic that is objectively measured and evaluated as an indicator of normal biologic

processes, pathogenic processes, or pharmacologic responses to a therapeutic inter-

vention” [116]. According to World Health Organisation (WHO), International

Programme on Chemical Safety1, a biomarker is defined as “Any substance, struc-

ture or process that can be measured in the body or its products and can influence

or predict the incidence of outcome or disease”. Based on both definitions, a

biomarker can be described as a quantifiable biological indicator for detecting

diseases, monitoring its progression, and estimating susceptibility to treatment

therapy. Clinical tests based on biomarkers have been applied in medical practice

for decades for diseases diagnosis and prognosis and drug discovery [14].

Advances in molecular science and the recent availability of microarray data

have led to an exponential growth in volume, variety, and complexity of biologi-

1http://www.inchem.org/documents/ehc/ehc/ehc222.htm
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cal information. The completion of the first sequenced human genome [200, 300]

is one of the main triggers of evolution in biology. Microarray technology al-

lows for thousands of genes from a given cell or tissue sample to be examined

simultaneously heralding a new era of research in relatively nascent fields such as

computational biology and bioinformatics. These changes and others constitute

what is called high throughput or high dimensional biology that produces omics

data, which is discussed in details in Chapter 2. The availability of omics data

repositories such as The Cancer Genome Atlas (TCGA) [314] brings tremendous

opportunities for clinicians, bioinformaticians, statisticians and data scientists to

benefit from this abundance of cancer data to build a wide range of more accurate

models of the mechanisms underlying cancer and related diseases. Furthermore,

analysing omics data over several research studies can allow for more innovative

discoveries and findings, and this is further illustrated in Chapter 3, along with

the impact of the wealth of such data on the research community.

Biomarker identification from omics data has become a key goal to approach

precision medicine. Precision medicine aims to exploit this explosion of molecular

data together with individual patient characteristics to personalise medical treat-

ment [56]. Therefore, the next frontier in the move towards personalised cancer

medicine is to develop sophisticated knowledge discovery models that can detect

biomarkers underlying the variations of control (i.e. individuals without disease)

and cancer (i.e. individuals with the disease) groups. The extraction of relevant

knowledge from omics data can contribute to answering serious etiologic questions

about cancer and developing effective procedures to prevent, detect, manage, and

treat this heterogeneous complicated disease. Omics data is characterised by high

dimensionality, complexity, relatively small sample sizes and the amount of noise.

Omics datasets typically contain tens of thousands of molecules (e.g. genes).

The problem with high dimensional data was coined firstly by Richard Bellman

as ‘the curse of dimensionality’ [19]. The curse of dimensionality term refers to

various phenomena that arise when dealing with data that comprise hundreds or

thousands of variables [92].

Having tens of thousands of variables means that the number of possible in-

put configurations is exponential. However, not all of this information is relevant

because the feature spaces of such data comprise large amounts of irrelevant and
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noisy features, including genes with unreliable measurements that can be con-

sidered indistinguishable from noise. Moreover, when the dimensionality of a

dataset increases, the number of possible variable value combinations exponen-

tially increases, and therefore the available samples become sparse. In addition

to such ‘curse of dimensionality’ issues, the number of genes of omics data vastly

exceeds the number of observations, thus, the available biological samples become

even more sparse, making the process of discovering a robust subset of relevant

molecular markers a very challenging task. As a result, the problem of omics data

analysis is more likely to be that the relevant variations underlying the data is

not adequately exploited due to an insufficient number of biological samples (i.e.

a couple of hundreds), which in turn have a low signal-to-noise ratio as well as

their response groups are more likely to have considerable disparate sizes.

High dimensional complex data generated by omics technology has signifi-

cantly challenged traditional statistical techniques and machine learning methods

due to a range of subsequent issues, such as the curse of dimensionality, overfit-

ting, bias-variance trade-off, model robustness, interpretability, and computa-

tional cost. Machine learning models applied to this data will have to mitigate

against the high risk of becoming too sensitive to the variations in the data used

for model fitting and less sensitive to variation in the unseen data during model

evaluation, so that the models will have to minimise ‘overfitting’ the data. Conse-

quently, achieving the trade-off between these bias-variance quantities is becoming

more challenging where situations of overfitting (low bias and high variance) or

underfitting (high bias and low variance) being easily achieved whilst good gener-

alisation (low bias and low variance) remaining notoriously elusive. Furthermore,

a knowledge discovery model that focuses on detecting an informative subset of

candidate biomarkers from such small datasets could be very sensitive to which

observations are included in the data modelling phase of data mining raising the

issue of model robustness, where different outcomes could be obtained due to the

little variations in the data. In order to mitigate against these limitations and

boost the level of accuracy, the complexity of models has been increased, where

increasing the complexity of a model is more likely decreasing its explainability;

due to the trade-off between model complexity and interpretability. Herein, it

is relevant to emphasise the importance of adding some explanatory capability
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to the model used by health practitioners and decision-making professionals for

prediction relevant to precision medicine. Moreover, handling high-throughput

omics data could be computationally intensive, and the potential for the process

to become intractable is increased dramatically if the utilised model is slow to fit.

Classical statistical techniques based on univariate and multivariate approaches

have been extensively exploited as analytical tools in biology and medicine to de-

tect statistically significant changes in the behaviour of gene/protein expressions

among different biological conditions. In other words, biomarker discovery at the

molecular level depends on the principle that the discrimination between healthy

(control) and diseased patient groups of samples can be determined by the differ-

ential expression levels, intensity values, or activity of genes, proteins, and other

molecules. For example, intensity values of highly predictive proteins for cancer

patients differ significantly from samples in the control group. Therefore, genes

or proteins that exhibit significantly the greatest variations across different condi-

tions can be considered as potential biomarkers for a disease or clinically relevant

outcome. Accordingly, the comparison between control and cancer groups was

the traditional approach to recognise any statistically significant variations, which

could lead to discovering any potential biomarkers. However, biological samples

of microarray or mass spectrometry data are usually defined with thousands or

tens of thousands of variables. From a statistical perspective, inferring useful

knowledge from such data using those traditional methods is difficult because

they cannot exploit enough of the relevant variations underlying the data. This

is particularly true when analysing biological datasets with statistical models that

make inherent specific assumptions about the data, such as linearity, normality,

and homogeneity of variances that do not necessarily resemble the true function,

leading to poor estimation. The detailed evaluation of utilising traditional sta-

tistical techniques for knowledge discovery from omics data is critically discussed

in Chapter 2.

The research interest has therefore transferred to machine learning algorithms

that allow the discovery of interesting complex patterns, which are often missed

by the traditional statistical techniques. Since the advent of the big data revo-

lution and the increasingly ubiquitous availability of terabyte data storage and

giga- and tera-flop compute power, machine learning methods have become an
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invaluable tool in computational biology and its cognate disciplines. Machine

learning methods have been incorporated in diverse problem domains in health-

care area, leading to many successful applications, ranging from cancer diagnosis

and prognosis, medical imaging, to predictive modelling and decision support.

Due to the fact that the performance of machine learning methods depends on

the data, high throughput complex data generated by omics technology has sig-

nificantly challenged these learning models. The curse of dimensionality issues

combined with the challenge of relatively small sample sizes made it no longer

applicable for machine learning algorithms to be employed alone for omics data

analysis because the number of representative samples required to exploit enough

of the relevant variations underlying the data and achieve an acceptable level of

accuracy is growing exponentially. The detailed and critical discussions of em-

ploying machine learning methods for knowledge extraction from omics data are

presented in Chapter 2.

This has motivated the development of more sophisticated feature mining

models to support knowledge discovery for prediction purposes, which has be-

come a core process in the construction of high dimensional classification models.

Feature mining aims to detect interesting complexity from the unknown structure

of omics data that could not be discovered by traditional statistical techniques or

machine learning methods alone. Consequently, a variety of different methodolo-

gies and techniques from the fields of statistical data analysis and computational

intelligence are integrated in the hope of achieving better performance than using

approaches from one field alone. Detailed discussions of various feature mining

paradigms are considered in Chapter 2, particularly for high dimensional prob-

lems. However, omics data has the additional challenge of small sample sizes

such that the number of features is much greater than the number of samples,

putting even more pressure on such feature mining models for extracting robust

and reliable molecular markers. This is evidenced by the limited success these

methods have had in detecting robust and reliable biomarkers for diseases, such

as cancers. It can also explain why the discovery of meaningful biomarkers from

such datasets remains a major challenge in personalised cancer medicine, and

also could illustrate the lack of finding generic biomarkers among the identified

published genes for identical clinical conditions.
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As a result, the problem of biomarker discovery from High Dimensional Small

Sample Size (HDSSS) omics data is complicated and requires more sophisticated

approaches that can address these challenges. The significance of choosing the

right methodology for each step of an effective feature mining model applied to

omics data is emphasised in the research presented in this thesis. The aim of the

knowledge discovery models can be achieved by understanding the key research

challenges, using the proper techniques, not the available and popular ones, and

careful attention to performance estimation in order to report significant and

reliable findings.

1.1 Aims and Objectives

The overarching aim of this research is to develop effective feature mining models

that robustly aid the extraction of knowledge from HDSSS omics data in a way

that is transparent and supports the endeavour of precision medicine.

In order to accomplish this aim, the following objectives will be met:

• Identify and characterise suitable and reliable high quality HDSSS omics

datasets for cancers of interest (e.g. TCGA datasets).

• Empirically establish effective data pre-processing methods that maximise

the ability of the feature mining models to identify salient biomarkers.

• Critically evaluate state-of-the-art evolutionary computation and deep neu-

ral network methods for biomarker discovery.

• Develop novel feature mining models and related innovations which mitigate

against the limitations reported in the research literature, whilst maximising

their strengths for biomarker discovery.

• Determine and mitigate against the sensitivity of the feature mining models

to imbalanced group datasets.
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• Investigate and establish most appropriate model selection methods (in-

cluding objective functions) to effect the simplest model with the highest

level of generalisation for each model class.

• Explore and implement a technique for interpreting salient features identi-

fied within the deep feature learning model.

• Investigate and implement appropriate validation and evaluation metrics

for estimating the generalisation and robustness performance of the feature

mining models.

• Identify appropriate validation criteria to verify the validity of the biomark-

ers discovered by the feature mining models with the specific criteria of

predictivity, stability, and generalisability.

1.2 Contribution of the Thesis

The first fundamental issue addressed by this research was the reliable extrac-

tion of important biomarker information from HDSSS omics data. The research

explored a number of disparate paths within the cognate disciplines of compu-

tational intelligence and computational biology. The first path was conducted

by investigating the direction of solving the biomarker discovery as an optimi-

sation problem. Biological data generated by omics technology has thousands

of variables and to identify relevant genes to the response groups or conditions,

an extremely large number of evaluations is required. Therefore, feature min-

ing approaches that can guarantee to find the optimal subset of features are

computationally expensive and infeasible in most practical cases. Optimisation

methods attempt to identify the best possible subset of features from the expo-

nential search space of omics data with the least amount of effort. Therefore,

the primary contribution of this thesis is to develop an ensemble evolutionary

mining model based on a hybrid selection approach to navigate through large

genomic and proteomic data and detect an ensemble subset of stable predictors.

Different paradigms of feature selection based on the optimisation method have

been investigated to find the most appropriate measurement for a HDSSS prob-
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lem. Consequently, the ensemble hybrid selection approach is integrated with

the parallel adaptive search of the evolutionary method so that the curse of di-

mensionality issues can be handled and the robustness of the selected subsets of

candidate predictors can be enhanced.

What has driven us to the second direction of this research is that a fea-

ture learning model that can discover relevant knowledge automatically from

large-scale data, without the need for hand designed features that require do-

main expertise or ad-hoc specific methodologies or techniques is highly desirable.

Therefore, the second path of our research is investigating the usefulness of state-

of-the-art Deep Learning to mitigate against the mentioned limitations on the

basis of automatically capturing enough of the meaningful abstractions latent

with the available biological samples. Deep learning methods provide superior

performance over traditional learning approaches by handling the curse of di-

mensionality, improving the generalisability, and making meaningful use of the

data in a wide range of problem domains such as computer vision, natural lan-

guage processing, and speech recognition. Recently, in the healthcare area, deep

learning methods have brought about breakthroughs in medical imaging such as

CheXpert [146], a large dataset that contains 224, 316 chest radiographs of 65, 240

patients for chest radiograph interpretation.

In many of these problem domains, a large number of samples are typically

available to train a deep learning model where the signal-to-noise ratio is quite

high. The key challenge is to capture the generic factors of variations that un-

derlie the unknown structure of the data in a way that can significantly enhance

the generalisation to unseen observations. This is, however, not the case in bioin-

formatics research where high throughput omics datasets are characterised by

a small number of biological samples (i.e. hundreds of patient samples), which

in turn have a low signal-to-noise ratio. Therefore, for omics data analysis, the

problem is more likely to be that the relevant variations underlying the data

can not be adequately captured due to an insufficient number of biological sam-

ples. As a result, it may seem somewhat counterintuitive to use deep learning

methods for HDSSS datasets due to the fact that these learning models typi-

cally require substantial data to constrain their parameters and learn a useful

hypothesis. Applications of deep neural network methods for knowledge discov-
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ery from HDSSS omics data remain scarce. This necessities introducing new deep

learning-inspired paradigms that can approximate enough of the relevant varia-

tions represented by those biological samples. Therefore, the second contribution

of this thesis is introducing a new deep feature learning model that can capture

enough of the complexity of interest represented by the available biological sam-

ples. More specifically, the proposed deep learning model is introduced based on

a set of non-linear sparse Auto-Encoders that are deliberately constructed in an

under-complete manner to force the network to discover enough of the interesting

complexity underlying the biological samples. The ability of using a stacked set

of neural auto-encoders alleviates the issue of vanishing gradients and therefore

provides a robust deep learning model to automatically identify the complex fea-

tural representations necessary to capture the important variations within the

original dataset. The proposed deep feature learning model is utilised to discover

and interpret important signals from omics data that aid prediction relevant to

precision medicine.

The proposed deep feature learning model applies multiple levels of projections

to the input features to abstract the problem and capture high-level dependen-

cies for achieving high-level of generalisability. This would be a powerful learning

model for high dimensional classification problems. However, for the problem

of biomarker identification, it is hard to interpret which subsets of genes were

dominant within the internal representations and responsible for deriving such

predictions. Therefore, a fundamental issue with the deep learning paradigm is

the lack of explanatory power, and their inability to unambiguously state which

input features are responsible for its behaviour. To overcome the inherent issue

of poor explanatory power associated with the deep learning paradigm, we en-

deavour in a new direction of research that focuses on deconstructing the internal

mechanism of such deep learning models based on a new weight interpretation

method. The learning process of the deep learning relies mainly on sensibly fit-

ting the weight configurations to define the model’s input-output function. This

reflects the fact that the weight is the main indicator of variable’s importance, in

which the weight of each variable reflects its contribution through the network,

so that the signal with a larger positive or negative weight has a greater impact.

Therefore,the third contribution of this thesis is proposing a new technique called

9
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deep mining to sculpt inside the deep feature learning model and open the so-

called black box of the network for biomarker identification. A model that is

able to state which phenotypes are key determinants is a crucial element of pre-

diction systems used by health practitioners and decision-making professionals.

It is therefore important we are able to provide some explanatory capability to

our deep learning model. Our novel deep mining model provides yet another

arrow within the quiver of bioinformaticians for discovering and evaluating new

biomarkers that may help further the endeavour of producing more effective and

personalised medicine.

The application of the proposed feature mining models to the utilised omics

datasets has led to the fourth contribution of this research, which is discovering rel-

evant, robust and reproducible biomarkers for breast cancer and the positivity of

Estrogen and Progesterone receptors. The detected biomarkers are validated re-

liably across a wide range of independently generated breast cancer data samples

that are collected from completely different studies. The fundamental concepts

of omics data, breast cancer, and understanding the role Estrogen Receptor and

Progesterone Receptor play in this heterogeneous complex disease are detailing

covered and discussed in Chapter 2.

In this thesis, the principle has been emphasised that the discovered molec-

ular markers should meet the following criteria to act as true biomarkers, which

are Predictivity, Stability, and Generalisability. Predictivity is introduced to ex-

amine the capability of the discovered biomarkers to separate patients in the

cancer group from those in the control group with a good level of certainty. The

lack of overlap among the published genes or proteins for identical diseases or

clinical outcomes is essentially caused by the lack of robustness or stability of

the selected genes across samples. Therefore, stability is utilised to investigate

how the variations in the training data can affect the feature preferences of the

proposed feature mining models, and to fight the sparsity of data points in a

high-dimensional space. “If the same features are selected in multiple indepen-

dent iterations, they more likely are reliable biomarkers” [100].

Generalisability is employed to test the potential of the proposed feature min-

ing models to detect generic biomarkers from multiple independent datasets that

are collected from completely different studies so that the highest evidence can be
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provided. The research study [287] has hypothesised that “External validation us-

ing data from a completely different study provides the highest irrefutable evidence

that a tool validates”. From a large body of research that focuses on biomarkers

discovery, few studies have adopted another independent dataset for validation

purposes despite the availability of the data generated by TCGA program with

high standard samples. That could explain why the number of clinically validated

biomarkers is very few, despite the numerous proposals in the literature.

1.3 Thesis Outline

This thesis is structured as follows:

Chapter 2: Literature Review

This chapter provides the groundwork for informing how best to achieve the

stated objectives by providing a summary of the key concepts and research direc-

tions in the area of cancer biomarker discovery from omics data. It starts with an

introduction to breast cancer and the fundamental types of data generated from

omics technologies. Subsequently, this chapter provides a critical discussion of

the current approaches to biomarker discovery found in the literature. Chapter

2 investigates the appropriateness of different experimental methodologies, vali-

dation and evaluation metrics for verifying the outcomes of the feature mining

models constructed using HDSSS data.

Chapter 3: Datasets and Experimental Methodology

This chapter explains the datasets used to perform omics data modelling and

analysis and the experimental methodologies and evaluation metrics applied to

estimate the robustness of the discovered biomarkers. The chapter starts by

explaining the data pre-processing methods that are utilised for filtering out ge-

nomic datasets from genes with unreliable measurements. Then, the sources of

high quality HDSSS omics datasets for cancers of interest are illustrated with

an emphasis on gaining the maximum benefit from these publically available

datasets. In this project, 18 datasets have been utilised to examine the potential

of the presented feature mining models to discover robust and generic knowledge.

11
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The cancer datasets, evaluation metrics, and validation approaches used to anal-

yse them are discussed in detail in this chapter.

Chapter 4: Evolutionary Mining Model

This chapter covers the design, implementation, and application of the ensem-

ble evolutionary mining model proposed for biomarker identification from omics

data. It starts with an introduction to why and how to solve the problem of

biomarker discovery using optimisation methods. Subsequently, an overview to

one of the most powerful optimisation methods, the Genetic Algorithm, is in-

troduced. Thereafter, Chapter 4 discusses the experimental design of the evolu-

tionary mining model, which integrates the Genetic Algorithm and the ensemble

hybrid selection approach. Feasible choices for each step of the experimental de-

sign are investigated and justified. The performance of the proposed evolutionary

mining model is evaluated using the datasets and the experimental methodology

mentioned in Chapter 3.

Chapter 5: Deep Mining Model

This chapter covers the design, implementation, and application of the deep min-

ing model proposed for biomarker discovery from omics data. It provides an

introduction to the fundamental components necessitated to develop an effective

deep feature learning model that can exploit the unknown structure of omics

data effectively. Consequently, the design steps of the deep mining model based

on an unsupervised data-orientated approach is introduced to discover and inter-

pret important signals from proteomic and genomic data. Furthermore, Chapter

5 discusses a new weight interpretation technique that is proposed to add ex-

planatory power to our deep learning model, helping to alleviate one of the most

challenging problems associated with the deep learning paradigm. The proposed

deep mining model is evaluated using the datasets and experimental methodology

introduced in Chapter 3.

Chapter 6: Biomarkers and Bioinformatics

The generic biomarkers for breast cancer discovered by our feature mining mod-

els have been validated in terms of predictivity, stability, and generalisability

12
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in Chapters 4 and 5. In this chapter, the clinical relevance of the discovered

biomarkers will be evaluated with respect to current bioinformatics research into

breast cancer. It is important to emphasise that, at the time of writing, there

is no research that has found or examined the combination of these biomark-

ers or some of them simultaneously. Furthermore, the association between each

biomarker and the hormone receptors recognised in this PhD work is discussed

to identify the type of existent relationship.

Chapter 7: Conclusion and Future Work

This thesis concludes with a discussion of the crucial challenges underlying the

problem of inferring knowledge from HDSSS omics data, a summary of the con-

tributions made to help alleviate these challenges and finally, potential future

directions for this research and cancer biomarker discovery.
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Chapter 2

Literature Review

2.1 Introduction

Current computational models and tools for detecting breast cancer and un-

derstanding the role Estrogen Receptor and Progesterone Receptor play in this

heterogeneous disease are detailing reviewed in this chapter. A short overview of

breast cancer, available omics data and the central dogma of molecular biology

are first considered together with the challenges these pose for any data mining or

computational model that may be used for biomarker discovery. Current state-

of-the-art approaches for knowledge extraction are then subsequently reviewed

along with strengths, limitations and challenges. An emphasis is made in this

chapter on critical underlying issues of validating and evaluating the empirical

results of biomarker discovery models proposed for HDSSS omics data. Increasing

the awareness of the key research challenges allows for more efficacious solutions

by understanding the required computational and statistical resources.

2.2 Breast Cancer

Breast cancer is the most common neoplasm in women and the second leading

cause of cancer-related mortality in females worldwide [18]. Mammography is

the standard tool that has been used for detecting breast cancer [114]. How-

ever, several issues have been raised about this procedure including the risk of
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false positives, over diagnosis of indolent disease, and lowering the sensitivity of

recognising tumours in women with dense breast tissue [40, 224, 316]. Magnetic

Resonance Imaging (MRI) offers a powerful alternative and provides excellent

imaging even around dense breast tissue [26]. However, a high risk of obtaining

false positives could lead to needless, stressful and expensive procedures [137].

Therefore, there is a critical necessity for measurement of molecular markers that

could estimate the potential occurrence of a disease, and providing the probabil-

ity of specific outcomes to the clinician for treatment stratification. Recognition

of breast cancer at early stages can bring better prognosis with a 5-year survival

rate of up to (90%), however, when breast cancer spreads to distant organs, this

survival rate declines drastically to (20%) [90]. Detection at the early stages

and monitoring breast cancer remain major challenges for healthcare profession-

als. Moreover, the aetiology of breast cancer is still ambiguous, where breast

cancer can differ significantly in regards to clinical, pathological, and biological

properties.

Breast cancer begins when healthy cells change and grow out of control, form-

ing a mass called a tumour. A tumour can be malignant or benign. A benign

tumour means a tumour can grow but will not spread. A malignant tumour can

grow and spread to other parts of the body. A malignant tumour has an abnor-

mally high level of Estrogen Receptor and Progesterone Receptor in the nucleus.

According to the website of National Cancer Institute (NCI)1, Estrogen Receptor

is “a protein found inside the cells of the female reproductive tissue, some other

types of tissue, and some cancer cells. The hormone estrogen will bind to the

receptors inside the cells and may cause the cells to grow. Also called ER”. The

NCI’s website2 defines Progesterone Receptor as follows: “A protein found inside

the cells of the female reproductive tissue, some other types of tissue, and some

cancer cells. The hormone progesterone will bind to the receptors inside the cells

and may cause the cells to grow. Also called PR”. Testing the tumour for Estrogen

Receptor and Progesterone Receptor is a standard part of the initial evaluation

of breast cancer diagnosis and treatment planning. The analysis of Estrogen and

1https://www.cancer.gov/publications/dictionaries/cancer-terms/def/estrogen-receptor
2https://www.cancer.gov/publications/dictionaries/cancer-terms/def/progesterone-

receptor
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Progesterone Receptors by Immunohistochemistry (IHC) is considered currently

the most commonly used method to test the tumour for both hormone receptors

in cancer cells from a sample of tissue, which may come from a biopsy [97].

If breast cancer cells have high ER, the cancer is described as ER-positive

(ER+), and if breast cancer cells have high PR, the disease is specified as PR-

positive (PR+) cancer. ER and PR expressions have been utilised as robust

indicators for the evaluation of breast cancer. All newly diagnosed invasive breast

cancer patients and breast cancer recurrences should be examined for both ER

and PR according to the recommendations of the American Society of Clinical

Oncology and the College of American Pathologists [123]. According to cancer

research UK, ∼ 37000 out of 50000 new cases are distinguished by the presence

of ER. However, it has been shown that the expression of ER and PR receptors

changes during the development of breast cancer and in response to systemic

therapies [199].

For patients with ER+, particular treatments that block the activity of ER

are recommended. ER activation plays a significant role in different biological

processes like cell development and cell death [160]. The mechanism of blocking

ER activity relies essentially on changing ER function in such a way that ER

is becoming unable to regulate gene expression [259]. According to Carroll [46]

“Oestrogen Receptor (ER) is a transcription factor that regulates gene expression

events that culminate in cell division”. Several expression profiling studies have

illustrated that the expression of hormone receptors is linked with diverse genetic

variations [231,267,268]. That means several mutated genes can affect the devel-

opment and progression of breast cancer and contribute to its heterogeneity [29].

As a result, investigating molecular characteristics of the tumours that could act

as risk factors of breast cancer is considered a serious aetiologic question [104].

This research project aims to identify mRNA markers from gene expression data

that underlie the biological processes of ER and PR receptors.

With the advent of omics technologies, various biological molecules like genes,

transcripts, proteins, metabolites, and other species have been provided. The next

section provides an introduction to the central dogma of molecular biology and

the fundamental types of data generated from omics technologies.
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2.3 Omics Data

In 1957, a symposium of the Society for Experimental Biology in London pre-

sented one of the fundamental ideas of molecular biology, which is called the

central dogma, and then it was published by Francis Crick in 1958 [61]. The

concept of the central dogma of molecular biology specifies the transfer of genetic

information within the biological system. This sequential process is shown in

Figure 2.1 and involves the following processes: Replication, Transcription, Re-

verse Transcription, and Translation. Replication (DNA to DNA): is the process

of copying all of a cell’s DNA. Transcription (DNA to RNA) is the process, in

which the DNA is transcribed to RNA, which carried the needed information

to protein. Reverse Transcription (RNA to DNA): in this process, the RNA

is reserved transcribed to DNA. Translation (RNA to protein): is the process in

which the RNA is decoded to make a protein. Crick states that “once (sequential)

information has passed into protein it cannot get out again” [121].

Different measurements provided by current technologies can be performed

on and beyond distinct layers of the dogma to produce the so-called omics data,

as shown in Figure 2.1. The fundamental aim of omics technologies is detecting

genomics, transcriptomics, proteomics and metabolomics in a specific biological

sample. Further to the role of omics technology in providing a great insight to

the physiological system, they play a significant role in developing diagnosis and

prognosis systems, investigating biomarkers at the molecular level, advance phar-

macogenomics studies and expand our knowledge about the aetiology of complex

diseases.

Omics fields can be grouped as follows [152]:

- Genomics is the systematic study of an organism’s genome. The genome

can be defined as the complete set of genetic information (DNA sequence)

of a cell or organism. Conventional methods have analysed genes inde-

pendently, whilst recent microarray technology measures genetic variants

between individuals and the expression of thousands of genes simultane-

ously in order to reveal if any abnormality is associated with a trait [138].

The most popular differences in genetic information between humans are

Single Nucleotide Polymorphisms (SNPs), where a SNP is a variation at a
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Figure 2.1: The central dogma of molecular biology [121] and the types of omics
data generated from each layer of dogma.

single DNA site [83]. Therefore, SNPs have been explored for detecting dis-

eases with a genetic determination and in pharmacogenomics for assessing

the efficacy of drug therapies.

- Transcriptomics is the study of the mRNA within a cell or organism. The

transcriptome is the total mRNA transcripts that reflect the gene activity

within the cell. Microarrays have been utilised in several areas of bioinfor-

matics, and it is used in transcriptome to measure mRNA and summarises

the actively expressed genes.

- Proteomics is the large-scale study of proteins, including their structure

and function, within a cell or organism [289]. The proteome is the set of all

expressed proteins in a cell or organism. Proteomics is another interesting

area of research after genomics because it can provide more comprehension

to the complex biological procedures due to its direct role in cell physiol-

ogy. The proteome is considered a reflection of genomic and environmental

factors. Therefore, it may hold a promising piece of knowledge, which can

address different biological questions of interest [276]. However, a large

number of proteins is produced.

- Metabolomics is the study of global metabolite profiles in a cell or organism

[113]. The metabolome is the outcome of integrating the transcriptome

and the proteome [296]. Thus, changes in the metabolome are related to

changes in this product. The metabolome involves the smallest domain size
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comparing with other omics data. Among different metabolite molecules,

which are illustrated in Figure 2.1, the research interest has been focused

recently on lipidomics due to their significant role in several diseases such

as obesity, atherosclerosis, stroke, hypertension and diabetes [124].

High-throughput technologies allow thousands of variables to be examined

simultaneously in a biological sample within a single experiment. Thus, it has

the potential to detect key molecules that can answer the biological questions

of interest so that new treatment strategies and drugs can be provided. The

potential research directions for biomarker discovery using the state-of-the-art

approaches proposed in the literature will be discussed in the next sections.

2.4 Statistical Techniques for Biomarker Discov-

ery

This section offers a brief introduction to traditional statistical methods applied

in disease biomarker discovery studies. Conventional statistical techniques used

to be the standard methods for the analysis of biomedical data such as hypothesis

testing, correlation, regression, and clustering analysis. Statistical methods based

on the univariate approach (e.g. [193]) assess the optimality of each variable in-

dependently from the others assuming there is no interaction between them. The

univariate analysis produces a list of features, sorted according to their discrim-

inative power in separating the samples of different response groups. However,

omics data analysis based on univariate tests can increase the risk of obtaining

‘spurious’ markers by misclassifying genes as differentially expressed when they

are not. When a large number of genes is available, the risk of obtaining false

positives is increased due to the challenge of multiple comparisons [228,270]. Al-

though several procedures have been introduced in the literature to tackle the

multiple comparisons problem such as the Benjamini-Hochberg [25,242], and the

Bonferroni correction [263] as well as procedures in pattern mining established

by [312, 313], some issues have been raised about them [14]. In this research,

finding robust biomarkers for cancers of interest is a discovery-based approach,

and more information about hypothesis-based style can be found in [197].

19



2. Literature Review

On the other hand, the conceptual simplicity and the lower demands of uni-

variate statistical techniques still attract researchers to utilise them as a pre-

processing step to reduce the dimensionality of the data in preparation for more

complex multivariate modelling or learning (e.g. [310]). Among a wide range

of univariate statistical methods, t−test is widely utilised as a pre-processing

step [183, 262]. In genomic data, it has been shown that there is a non-trivial

proportion of genes that have unequal group variances [72]. Thus, it is impor-

tant to consider that the unequal variance t−test is more appropriate to find

discriminative features than other hypothesis testing methods.

High-throughput omics data are multivariate, where the biological outcome

is distributed in several biomarkers that need to be assessed simultaneously

rather than independently. Statistical techniques based on multivariate approach

(e.g. [181]) consider the effect of variables jointly rather than individually. Many

successes in biology and medicine have been achieved using these conventional

statistical methods (e.g. [202,304]). However, extracting and interpreting relevant

knowledge from high dimensional and complex omics data remain significant chal-

lenges for these classical models. The main drawback of these models is that they

make specific assumptions about the data such as linearity, normality and homo-

geneity of variances that do not necessarily resemble the true function, leading

to poor estimation [204]. This is evidenced by the limited success these methods

have had in discovering robust and reliable molecular markers for diseases such

as cancers. Therefore, high dimensional data analysis has become an active area

of statistical research [75].

The trade-off between model complexity and the possibility of overfitting

has re-acknowledged conventional multivariate linear methods. Moreover, the

simplicity of the theoretical concepts of linear models like these suggested by

Hotelling [139] and Fisher [96] still attracts us nowadays, to be employed as a

powerful methodology that can understand the underlying structure of the data

and summarise it in simpler ways. “simple methods typically yield performances

almost as good as more sophisticated methods” [125]. However, it still seems hope-

less to adopt these simple models alone for handling high dimensional problems

rather they can be useful on top of other sophisticated methods.

Many of the early microarray analysis studies have utilised clustering tech-
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niques for the aim of biomarker identification. In the machine learning domain, a

clustering approach is referred to as Unsupervised Learning and with other tech-

niques like Discriminant Analysis, Statistical Learning is formed. It is significant

here to differentiate the mechanism of Principle Component Analysis (PCA) [246]

that looks to find a low-dimensional representation of the observations that ex-

plains a good fraction of the variance from the clustering analysis that looks to

find homogeneous subgroups among the observations. For PCA, in addition to its

linearity, it is impossible to estimate the amount of information that is preserved

in a space defined by the first few principle components as well as there is no uni-

versally agreed method for reliably recovering key determinants (i.e. genes) from

the principal components. For clustering analysis, diverse techniques have been

introduced in the literature, such as hierarchical clustering (e.g [299]), k-means

clustering [203], and Self-Organising Maps (SOMs) [168]. Research has shown

that none of these clustering analysis methods have consistently outperformed

the others, therefore, diverse clustering methods are typically applied to complex

molecular data for producing ensemble outcomes.

Clustering analysis partitions the data space into smaller distinct clusters or

regions so that the observations within each cluster are quite similar to each other

and dissimilar to observations in other clusters. For example, assigning samples

to similar cancer subtypes. As a result, the hypothesis of cluster analysis depends

on the similarity notion that measures a distance between patterns, which has

diverse forms (e.g. Euclidean, Manhattan). The new groups may not be related

to the status of these samples so that interactions can be uncovered in the data. In

the biomarker identification context from genomic or proteomics data, clustering

methods attempt to find genes or proteins that exhibit similar expression patterns

(e.g. [107]). However, the major drawback of using clustering analysis for high

dimensional data is that the number of distinct regions grows linearly with the

number of parameters. While with a deep neural network, it has been shown

that the number of distinct regions can grow exponentially with the number of

parameters using sparse representations. More information about the difference

between clustering and multiclustering can be found in the research paper [23].
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2.5 Machine Learning Methods for Biomarker

Discovery

The term of Machine Learning (ML) refers to the capability of an algorithm to

learn from data. Many different definitions have been introduced to specify a

machine learning. A brief definition has been provided by Mitchell in 1997 [211]:

“A computer program is said to learn from experience E with respect to some

class of tasks T and performance measure P, if its performance at tasks in T, as

measured by P, improves with experience E”. According to this formal definition,

learning refers to the ability to execute the task, while the task can be defined as

processing a set of examples, and an example is a collection of features and desired

responses or groupings. The training process relies on learning an underlying and

previously unknown structure of the data from the training examples so that the

learned model can assign an unobserved example to its target. Where learning

typically involves a search procedure over the parameter or rule space to identify

a range of values or settings that minimises the cost function. Let’s assume X is

a d-dimensional vector, where X ∈Rd, and Y is the response group, where Y ∈ R,

which takes two numerical values {0,1} or {-1,1}. The classification function f

represents the systematic information that X provides about Y , where f : Rd

→ {0, 1}.
Since the advent of high-throughput biomedical data, ML methods have be-

come an invaluable tool in computational biology and its cognate disciplines.

Although the characteristics of most ML methods are well understood, the perfor-

mance of these learning models depends on the data. High dimensional complex

data generated by omics technology has significantly challenged ML models due

to various phenomena ranging from the curse of dimensionality, overfitting, bias-

variance trade-off, model robustness, interpretability, and computational cost.

Simple classification models cannot be developed using all the available features.

Even if other learning models can be constructed, the large dimension spaces of

omics data contain many irrelevant and noisy variables that do not contribute

to reduce the misclassification rate, rather degrade the prediction performance

to the level of random guessing. As a result, the curse of dimensionality issues

of omics data made it no longer applicable to use ML methods alone because
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the number of examples needed to represent the number of the variations in the

data and achieve an acceptable level of classification accuracy is growing expo-

nentially. Therefore, feature mining has become a critical pre-processing step

before the data is applied to the ML model. Reducing the number of features

contribute to reducing the number of samples required to achieve a good-level of

generalisation. Therefore, for high dimensional problems, choosing the appropri-

ate methodology for the feature mining stage seems to be an essential precursor

to the machine learning stage, since ML models will be trained using reduced fea-

ture spaces. However, dealing with small sample sizes datasets is another critical

issue that needs to be properly handled for true estimation.

Complex classification models with highly fitted decision boundaries discrim-

inate the training observations optimally. That means, training error rate (the

percentage of training samples misclassified by the learned model) consistently

decreases with the increase of model complexity. However, they might not be able

to assign the testing samples to their response groups correctly due to the trade-

off between model complexity and the possibility of overfitting. That means, the

learner becomes infeasibly flexible such that it is becoming too sensitive to the

variance found in the training set and as a consequence becoming less sensitive to

any additional variation found in testing data. Therefore, classification models

with complex boundaries are likely to overfit to training data causing poor gen-

eralisation ability on testing data. For example, a quadratic curve might fit the

data points perfectly, however it might not generalise well. While linear classifiers

with simple hyperplane decision boundaries tend to suffer less from overfitting

and generalise well. That means, the underlying variations in the data can be

better allowed with a simple straight line contributing to reducing the risk of

overfitting.

Therefore, in this thesis, powerful but not too adaptable classification models

are utilised in this research to assess the predictive power of the selected biomark-

ers, which are Support Vector Machine and Bagging Decision Tree. These learning

techniques are selected due to their empirical power and success in the same or

similar domains. The aim of proposing the feature mining models is to derive can-

cer markers whose behaviour differs significantly across the biological conditions,

thus the utilised learning models can be employed to develop reliable prediction
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systems. Consequently, the accuracy of these classification model built on the

dataset containing only the informative genes is listed as one of the main criteria

to assess the quality of the discovered biomarkers.

2.5.1 Support Vector Machine

Support Vector Machine (SVM) [35] is one of the most robust classification models

that is well-proven across a wide range of settings, especially for high dimensional

biomedical data [20,217]. In a classification problem, SVM finds its boundaries in

the d−dimension space that can distinguish observations of differentiated groups.

In a d−dimension space, the boundary is called a hyperplane, where the hyper-

plane can be defined as a flat affine subspace of dimension d − 1. Having a set

of n examples (xi, yi), i = 1, 2, ..., n, where xi ∈Rd, and yi ∈ R, which takes two

numerical values {1,-1}. A hyperplane can be defined by the equation:

wTx + b = 0 (2.1)

where w is a d−dimensional coefficient vector and the bias term b is the offset of

the hyperplane from the origin. The decision rule to classify new observations is:yi = −1 if wTxi + b < 0

yi = +1 if wTxi + b > 0.
(2.2)

This could be valid for multiple hyperplanes, thus which of the possible sep-

arating hyperplanes should be chosen. SVM chooses the best separating hyper-

plane (i.e. the decision boundary), which maximises the margin of separation

(i.e. the maximum safety distance between the boundary and the training points

that are closest to the boundary) by solving the following optimisation task:

min
w

=
‖w‖2

2
(2.3)

Subject to : yi(w
T .xi) + b ≥ 1, i = 1, 2, ..., n (2.4)

the size of the margin is 1
‖w‖ , thus minimising ‖w‖ leads to maximise the margin,
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Figure 2.2: An example dataset described by two genes of a linear separator that
maximises the margin between positive samples and negative samples, the red
dots on the right side represent the positive group; and the blue dots on the left
side represent the negative group. There are three support vectors. One point of
the positive group on the right dashed line, and two negative samples on the left
dashed line.

where each data point lies in the correct side of the separating hyper-plane as

shown in Figure 2.2. The training data points that are closest to the decision

boundary are called the support vectors.

For a learning model with best separating hyperplane, the risk of overfitting

could be increased due to its high sensitivity to the change in training points.

Therefore, a hyperplane that allows some training observations to be misclassified

could achieve a better job in classifying testing observations. In the maximal

margin classifier, every point must be on the correct side of the hyperplane and

the margin. A compromise between maximising the margin and minimising the

cost of misclassification is required. Therefore, the support vector machine or

soft margin classifier allows some points to be on the incorrect side of the margin

or even the hyperplane. The soft-margin relaxes the constraints of Equation 2.3

by imposing a penalty on the length of the margin for every point that is on the

wrong side of the decision boundary and as follows:

min
w,ξ

=
‖w‖2

2
+ C

n∑
i=1

ξi (2.5)
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Figure 2.3: SVM soft-margin allows some data points to be misclassified or within
the margin through slack variables ξi.

Subject to : yi(w
T .xi) + b ≥ 1− ξi, ξi ≥ 0 (2.6)

The slack variables ξi are measures of the margin violations for the training data

points, such as ξi < 1 for the training points that are correctly classified, ξi = 1

for the training points on the separating hyperplane, and ξi > 1 for the training

points that are misclassified (Figure 2.3). That means that the data point that

locates strictly on the correct side of the margin does not impact the model, and

only the support vectors can affect SVM classifier. The fact that only the support

vector points can affect the decision rule of SVM classifier makes it more robust

classifier, due to its low sensitivity to the behaviour of training points that locate

far from the hyperplane. Parameter C determines a penalty for misclassification

- (the trade-off between maximising the margin and minimising the number of

misclassified training points). Therefore, it is important to reduce the risk of

overfitting and enhance generalisation performance.

2.5.2 Bagging Decision Tree

Decision trees are widely utilised classification techniques due to their simplicity

and comprehensibility. Decision trees represent the relationships between features

hierarchically such that the relationships and the values of each feature contribute
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Figure 2.4: An illustration of a decision tree constructed using a gene expression
dataset of four genes.

to constructing a classification model that can be used to assign new observations

to their response groups correctly. To illustrate the hierarchical structure of

decision trees, let’s discuss how to construct decision trees and how to use that

construction to estimate the response groups of a new observation. Figure 2.4

presents a decision tree model constructed from a gene expression dataset that

consists of four genes: x1, x2, x3, x4, and two response groups: grp1 and grp2.

The nodes that are represented by solid-line rectangles in Figure 2.4 represent

the selected genes and their expression values, which should be good cut-points to

best assign the samples into their response groups. The leaves that are represented

by dashed-line rectangles in Figure 2.4 involve the percentage of observations that

are classified to their response groups based on different gene expression values

that are obtained by navigating the tree from the top (i.e. the root node) to the

bottom (i.e. the leave).

The tree starts where all the training examples belong to a single region and
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a series of splitting rules are developed further down of the model. Therefore, a

new observation will eventually be dropped down the tree into a decision node

(i.e leave) where no further evaluations are required. The splitting criterion relies

on maximising the information about the response groups, so that how well the

new split can discriminate observations of grp1 from grp2. Diverse tree induction

techniques have been developed for performing the splitting rule and selecting

candidate predictors such as homogeneity or purity of the group distribution

associated with each node. The entropy [251] and the Gini impurity index [42] are

well-known measurements of node’s purity. Therefore, the Gini impurity index is

utilised in this research to measure the total variance over the K response groups,

and it can be defined by the equation:

G =
K∑
k=1

p̂mk(1− p̂mk), (2.7)

where p̂mk is the proportion of training examples in the mth region that belong

to kth response group. If all p̂mk are close to 0 or 1, the value of the Gini

impurity index will be small. Small Gini index means that a node predominantly

has training examples that belong to the same response group. If the node is

pure, the index will be equal to 0, and 0.5 when the response groups of the

training sample of a node are equally represented. However, the sensitivity of

the decision tree to the training examples leads to generate variant classification

models causing overfitting and leading to poor generalisation performance when

applied to new observations. Therefore, aggregating multiple trees like bagging

or boosting can considerably improve the predictive accuracy and robustness of

the learning model.

Bagging is widely utilised in the context of decision trees since they notoriously

suffer from high variance. Bagging is a portmanteau of “Bootstrap aggregating”.

As mentioned previously, bootstrapping is a resampling technique that generates

multiple training sets from the original dataset by repeatedly sampling with re-

placement, and it is used to measure the uncertainty of the statistical properties

of learning models. To account for variance in performance estimation of a learn-

ing model, training sets generated as bootstrap samples from the original dataset

are used to construct multiple classification models and then averaging the ob-
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tained results. Therefore, the bootstrapped training sets are used to construct

Bagging Decision Trees (BDT), then the obtained predictions of individual trees

are averaged. In the testing stage, the response group of a new observation that

is predicted by each tree model is recorded, and the most commonly predicted

response group among all the predictions of the tree models is assigned to the

new observation.

2.6 Feature Mining Approaches for Biomarker

Discovery

In 1986, George Box [39] stated that “a large proportion of process variation

is explained by a small proportion of the process variables”. In the context of

biomarker discovery, detecting a small group of robust molecular markers under-

lying the variations of different groups of samples would be the most cost-effective

procedure in developing reliable and explainable diagnosis and prognosis models.

Therefore, a large body of research in the literature has adopted feature mining

techniques, which can map a high number of features into smaller useful repre-

sentations, which can be utilised thereafter for the development of various ML

systems. In general, the feature mining approach can be classified into two major

techniques, which are feature extraction and feature selection. Feature extraction

involves a linear or nonlinear transformation of the original data from large fea-

ture space to a relatively lower dimensional space by minimising information loss

(e.g. Principle Component Analysis [246], Auto-Encoders [24]). The extracted

features are combinations of the original ones, different and more likely smaller,

thus a disadvantage of this technique is that it is difficult to determine which

subsets of the original features constituted the new transformed representation.

Feature selection, on the other hand, involves searching the search space of

a dataset to find the best possible subset of features with respect to evaluation

measures. The identified features are a compact and informative subset of the

original ones. Unlike feature extraction, no new latent representations are formed.

This property of not altering the original features has led to the widespread study

of the feature selection approach because it enhances the comprehensibility of the
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obtained results. The research of feature selection remains an active area in ML

domain (e.g. [94,142,266,272]). ML methods coupled with feature selection tech-

niques have been widely utilised in bioinformatics research [2, 82, 144, 201, 250].

The feature selection approach has contributed to improving the predictive per-

formance and robustness of classification models and decreasing its computational

cost. The importance of feature selection can also be found in adding an expla-

nation to the problem at the hand. In our research problem, the utilised genomic

and proteomic datasets contain thousands of genes or proteins whose relevance

to the response groups is not recognised by domain experts. Discovering a small

subset of robust biomarkers helps biologists and variants thereof to investigate the

relation of these molecular markers to the disease or clinically relevant outcomes.

The success of the feature selection approach mainly depends on consider-

ing two aspects: effective search methods to navigate the search space of the

data and find the best possible subset of candidate predictors; and evaluation

measurements to assess the quality of the features and guide the search process.

Therefore, the biomarker discovery problem is discussed in the next sections based

on two forms: how to search exponential dimension spaces of omics data and how

to assess the optimality of features.

2.6.1 Evaluation Measurements

An effective selection method needs an effective evaluation criterion to detect rele-

vant features. Different selection paradigms have been proposed, which are mainly

filter, wrapper, and embedded. These paradigms can be grouped into classifier-

independent approaches - (filter methods) and classifier-dependent approaches -

(wrapper and embedded methods). The embedded methods [175] incorporate

the feature selection process as part of the training process to reduce the compu-

tational time required for reclassifying different subsets, which is undertaken in

wrapper methods.

Filters assign importance scores to features based on statistics of the data,

without dependency on any particular classifier [120]. Univariate filters are the

most common filter methods such as Welchs t-test [315], mutual information [301].

Saeys et al. [250] have highlighted the practical features of those filter techniques
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by claiming that “even when the subset of features is not optimal, they may be

preferable due to their computational and statistical scalability”. Multivariate fil-

ter techniques such as minimal-Redundancy-Maximal-Relevance (mRMR) [229],

and Fast Correlation-Based Filter (FCBF) [332] take the interdependence be-

tween features into consideration, thus better outcomes could be obtained. How-

ever, they tend to be computationally more expensive and statistically less scal-

able than univariate filter methods.

Wrapper methods simultaneously analyse groups of features based on an ac-

curacy criterion involving a classifier and is therefore a classifier-dependent ap-

proach [167]. Wrappers consider the underlying dependencies among features

and may perform better than filters. However, for such high dimensional data,

the high risk of computational cost and overfitting restricts the use of wrapper

methods to estimate the goodness of combinations of predictors for a given clas-

sification task. In this project, the merits of filters and wrappers are integrated

into a hybrid evaluation measurement to estimate the optimality of the candidate

subsets of features and will be optimised to discover the best possible combination

in these large feature spaces - (as discussed in Chapter 4). The hybrid selection

approach is considered another class of feature selection proposed to handle the

curse of dimensionality (e.g. [28,119,192]).

A review study of the feature selection techniques applied to bioinformatics,

including microarray and mass spectrometry data, has highlighted the multivari-

ate selection algorithms as one of the most promising future lines of research

for the bioinformatics community [250]. However, multivariate selection methods

are more likely to identify several subsets of candidate predictors with similar

classification accuracies making it difficult to ascertain the optimum subset. The

feature preferences based on multivariate selection methods could be very sensi-

tive to data sampling, thus it can be considered less robust and more unstable

than filters. This is especially valid for multivariate selection methods, which

search through a dataset with high dimensional feature space and a small num-

ber of cases. Therefore, the development of bespoke ensemble feature selection

approaches is considered the second line of future research, particularly for knowl-

edge discovery from HDSSS datasets [126]. Ensemble feature selection is similar

to ensemble learning in that it relies mainly on performing multiple selectors, and
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the outcomes of these independent selectors are integrated into ensemble results

(e.g. [100,173]).

Abeel et al. [2] introduced an ensemble feature selection method based on

Support Vector Machine - Recursive Feature Elimination (SVM-REF) and boot-

strapping method to address the challenges of sampling variation for biomarker

identification from high-throughput microarray datasets. A number of different

selectors are used, and the outputs of these separate selectors are aggregated and

returned as the final (ensemble) result. Several ensemble feature selection meth-

ods introduced in the literature [329] adopted the bootstrap procedure to address

the challenges of sampling variation when using HDSSS data. The bootstrap

method is a resampling technique that generates data sets by repeatedly sam-

pling with replacement from the original data. However, each bootstrap set has

significant overlap with the original data, which could lead to an optimistically

biased estimation of the performance. Therefore, in this project, an ensemble

selection approach based on repeated cross-validation procedure is employed to

enhance the robustness of the finally selected subsets of predictors where no over-

lap can be found between the validation partition k and the k − 1 training sets,

which is crucial factor for estimating the feature preferences as well as prediction

performance reliably.

2.6.2 Search Methods

Biomarker discovery can be viewed as a feature selection problem. Suppose we

have a dataset D of n observations {xi, yi}, where xi is a d−dimensional feature

vector, and yi is the target class. A biomarker discovery problem is to find a

nFeat−dimensional vector of key genes, where nFeat < d, whose expressions

assign new observations into their response groups yi with a good level of cer-

tainty. However, due to the high dimensionality of omics data, the search space,

S, grows exponentially when the size of d increases due to the relationship S = 2d.

Therefore, finding the optimal subset of genes from these large-scale datasets can

be computationally expensive for traditional search algorithms and infeasible in

most situations because it requires an extremely large number of evaluations.

Therefore, solving high dimensional selection problems has shifted towards more
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suitable optimisation algorithms such as Evolutionary Computation (EC) algo-

rithms [69], and EC term refers to all biologically inspired techniques.

During 1950−1960, several computer scientists and engineers separately stud-

ied the notion that evolution can be utilised as an optimisation tool for engineering

problems [111]. The notion relies mainly on the iterative evolution of a popula-

tion of candidate solutions to a given problem towards the optimal solution using

genetic operators. It retraces the natures path to find the best possible solution

in as little search time as possible. Therefore, EC methods have been successfully

applied for solving a variety of optimisation and feature mining problems [101].

Genetic Algorithms (GA) [134, 135], Ant Colony Optimisation (ACO) [76, 77],

Particle Swarm Optimisation (PSO) [84,163] are all classic examples of EC algo-

rithms. The collection of algorithms that utilise procedures inspired by natural

systems like survival and reproduction of the fittest are known as Evolutionary

Algorithms (EA).

Several studies have worked on comparing various EC algorithms in different

aspects and for diverse kinds of problems including feature selection (e.g. [85,

324]). However, any effort to summarise or compare EC methods may depend

on choosing which areas to be covered. The parallel adaptive search of a GA has

been adopted in a wide range of potential areas in order to obtain solutions to

high dimensional, complex, and nonlinear problems. The GA method has been

employed to solve feature selection problems (e.g. [43,143,154,223]). A study by

Siedlecki and Sklansky [261] revealed that the GA had a solid capability to reduce

the time needed for finding the best possible set of features from large datasets

compared to other traditional algorithms. Subsequently, several researchers have

shown the advantages of using GA as a search algorithm for feature selection

[172,241,327].

In the literature, various evaluation measurements have been combined with

the GA to solve feature selection problems (e.g. [50, 63, 282, 319]). A review

of EC methods for feature selection in classification problems [70] has discussed

integrating the GA with diverse evaluation paradigms and emphasised the hybrid

selection approach as promising for large datasets. In this thesis, an ensemble

evolutionary mining model based on a hybrid selection approach, which combines

the merits of univariate and multivariate statistical techniques is introduced to
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navigate through the high dimensional spaces of omics data and identify a subset

of informative and robust predictors.

2.7 Deep Learning Methods for Biomarker Dis-

covery

As discussed in the previous section, feature mining has become a core process in

the construction of prediction systems for HDSSS omics data. The performance

of such prediction models relies heavily on the features on which they are given

to associate with particular outcomes. Therefore, it is highly desirable to develop

a feature learning model directly from the raw high dimensional data so that

high-level abstract features can be automatically captured and used for prediction

purposes. This automatic feature learning can advance the move toward Artificial

Intelligence (AI) where high-level abstractions can be automatically discovered

and used in a similar way to that of the human brain. “An AI must fundamentally

understand the world around us, and we argue that this can only be achieved if

it can learn to identify and disentangle the underlying explanatory factors hidden

in the observed milieu of low-level sensory data” - Bengio et al. [22].

In the neural network literature, the emphasis has been made on the composi-

tion of multiple levels of nonlinearity and the transformation of the input signals

from low-level representations into high-level abstractions [130, 248]. This type

of deep feature learning allows us to mitigate against the curse of dimension-

ality and enhance the generalisability for high dimensional complex recognition

problems. Deep learning (DL) can be defined as deep feature learning methods

that consist of multiple layers of non-linear functions that are connected in a

hierarchical fashion, where the output of units in one layer feed as input into the

next or preceding layers so that complex functions can be constructed using the

well-known stochastic gradient descent algorithm, back-propagation [177].

Deep feature learning models have been incorporated in diverse areas of Bioin-

formatics (e.g. [7,11,161,165,340]). Furthermore, such deep neural network mod-

els have been applied across different problem domains in healthcare area like clin-

ical imaging (e.g. [44, 51, 195, 331]), electronic health record (e.g. [209, 233, 291]),
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and wearable sensor (e.g. [122, 253, 341]). Moreover, DL models have produced

superior performance over traditional methods in a wide range of domains such

as computer vision (e.g. [170, 277]), natural language processing (e.g. [58, 275]),

speech recognition (e.g. [1, 73,129]), and remote sensing (e.g. [309,343]).

These deep feature learning models typically require substantial data to con-

strain their parameters and learn a useful hypothesis. Therefore, in many of these

problem domains, a large number of samples are typically available to train a deep

network model. Furthermore, the datasets are characterised by high signal-to-

noise ratios, thus the deep feature learning models attempt to discover high-level

abstract features that can recover the data and boost the generalisability. The

problem of deep feature learning from HDSSS omics data is a significant chal-

lenge as there are relatively few patients, compared to the huge number of features

stored about them. That means the number of variations underlying the high

dimensional genomic or proteomic data is not adequately exploited due to an

insufficient number of biological samples, which in turn have a low signal-to-noise

ratio. Therefore, new DL-inspired paradigms are required to sufficiently model

the meaningful complexity represented by those biological samples.

The most popular form of deep learning is the supervised approach. When

the desired outcomes are known, the learning process relies on fitting the model

to reduce the distance between the desired outcomes and the actual outputs

and thus to adjust the internal parameters to shorten that distance according to

some cost function (e.g. sum of the squared errors or log likelihood). Supervised

learning procedures do not typically allow for self-taught learning where the model

is free to identify and exploit more subtle patterns in high dimensional spaces

[303]. Therefore, an unsupervised pre-training approach is utilised in this work

to be an essential characteristic of the deep feature learning model proposed to

exploit the unknown structure of HDSSS omics data for the goal of discovering

useful knowledge. Moreover, research has shown that for a small dataset, the

unsupervised pre-training approach that will be discussed in the next section

produces better generalisation error [87].
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2.7.1 Unsupervised Pre-training Approach

A novel unsupervised pre-training approach was presented by a group of renowned

researchers in 2006 to advance the traditional method of training DL models:

Restricted Boltzmann Machines (RBMs) [131] by Geoffrey Hinton, Auto-encoder

variants [24] by Yoshua Bengio, Sparse coding variants [237] by Yann LeCun.

“A fast learning algorithm for deep belief nets” paper, which was published in

2006 by Geoffrey Hinton et al. [131], introduced RBMs based on very interesting

notions. Mainly, a deep neural network model can be learned based on the

unsupervised pre-training approach hidden layer by hidden layer ‘sequentially’,

where within each layer, the net attempts to discover a useful representation

of its input, which may be a previous hidden layer of activations. This greedy

recursive approach to transforming the data starting from the input layer, to form

a hidden layer, which is then provided as input to a process to form another hidden

layer provides a powerful means to create high-level abstract representations from

detailed low-level representations. Moreover, previously learned knowledge by

the greedy layer-wise approach can be passed as input to a supervised classifier

model, such as an SVM or perceptron. That means the learning task can be

conducted using a semi-supervised approach, with the goal of learning to discover

a good representation of X that shapes the input distribution P (X), which is

also relevant in part to discover the target P (Y |X). Therefore, the discovered

representations by the DL models can be shared between tasks. The identification

of salient invariant features that make sense for several tasks is a highly desirable

property.

The successful training approach presented by Hinton et al. [131], followed

by Yoshua Bengio et al. [24] introducing Auto-Encoder based approaches to pre-

training. The Auto-encoder approach to pre-training the weights to the hidden

layers of a deep net is predicated on using backpropagation to learn the iden-

tity function of each layer (except the output layer) of the network, one layer

at a time. For example, starting with the input layer, a feedforward network

with one hidden layer is used to reproduce the input layer values on the out-

put layer (a task known as the identity function). The resulting hidden layer

is then used as input to another feedforward network, which is trained to learn
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the identity function to form a new hidden layer and so on. These hidden layers

can then be stacked in-between the original input layer and the output layer to

form the deep net. The weights between the input and hidden layer of the re-

spective auto-encoders are the weights used within the deep network and are now

considered to be the pre-trained weights. The output layer can now be added

and a global-fine tuning stage applied, based on supervised criterion using stan-

dard backpropagation [132]. Several studies have demonstrated the potential of

the Auto-Encoder to discover intrinsic structure in high dimensional spaces and

obtain better classification performances [150, 220, 260, 302]. Ranzato et al. at

NIPS2006 (i.e. Neural Information Processing Systems) [237] presented a Sparse

Coding Variants by adding the sparsity penalty on the hidden layer in order to

boost the free energy of all units.

In this thesis, a new deep feature learning model is proposed, based on a set

of non-linear sparse Auto-Encoders constructed on the under-complete represen-

tations to discover and interpret important signals from omics data that can be

utilised to develop approaches to personalised and precision medicine. Learning

sparse compressed representations of increasing complexity from HDSSS omics

data forces the neural network to discover a small fraction of the possible factors

that can recover a large proportion of variations underlying the data. These types

of expressive representations capture high-level abstract features, which are char-

acterised of being invariant to most of the irrelevant projections while collectively

perceiving the information that approximates the input distribution.

2.7.2 Interpretation Methods for Deep Learning

Deep feature learning models perform multiple levels of transformations to the

input features in order to abstract the problem. That means, the discovered

representations are combinations of the original features, different and more likely

smaller. Thus, identifying which features constituted the latent representations

and were responsible for deriving such predictions is very challenging. However,

a model that is able to state which phenotypes are key determinants is a crucial

element of prediction systems used by health practitioners and decision-making

professionals. It is therefore important to provide some explanatory capability to
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such deep learning models.

In the literature, few attempts have investigated going beyond the prediction

to understand the machinery of the deep feature learning model and interpret its

outcomes. Tan et al. in [284] and later in [283] have examined the significance

of each neuron by computing its activity value in a single layer Auto-Encoder

and for each sample. Such models are considered shallow Auto-Encoder models

as they typically only contain one hidden layer in-between the input and output

layer. For example, the shallow network in [284] contains 100 hidden neurons

and [283] auto-encoder contains 50 hidden neurons in order to allow the manual

interpretation of these nodes, which cannot be generalised to the deep models

with higher capacities.

More complex hierarchical representations can be formed by recursively au-

toencoding the hidden layer of the original shallow autoencoder - this is known

as stacking the autoencoder. Danaee et al. [66] map back the lower dimensional

representations of the Stacked Denoising Auto-Encoder (SDAE) to the original

data to detect what they called the Deeply Connected Genes (DCGs). The inter-

pretation method of SDAE results in a 500 × G matrix, where G is the number

of genes in the gene expression data and 500 seems to be the code dimension.

The authors state that genes with the largest weights in the detected matrix are

the DCGs. However, it is not clear how they defined the DCGs especially when

each gene has 500 values and there is no evidence whether they have considered

the largest weights in the positive or the negative direction. On the other hand,

for biomarker discovery models, the predictivity, stability, and generalisability

should be considered equally in order to report practically significant findings.

Therefore, in this research project, a new weight interpretation method is

proposed to add explanatory power to the proposed deep feature learning model

and identify a reduced set of highly predictive and robust biomarkers that are

generic across independently generated datasets. The presented weight interpre-

tation method will shed light on the innovative way to provide the explainability

to such DL methods, and it can be utilised as a promising tool to discover unex-

plored knowledge in different domains.
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2.8 Approaches for Validating Predictive Per-

formance

The main objective of identifying robust biomarkers is to develop a reliable pre-

diction system that generalises well when applied to new cases. Generalisability

of a classification model can be defined as its ability to correctly estimate the

response groups of unobserved sample cases (that were not included in the train-

ing data). Practically, if a classifier is fit in a setting far from its true function,

estimation bias error is encountered. Variance error is reported when a classifier

differs over the variation in the data. Variance refers to the amount of change that

a classification model would have if it is estimated using different training sets.

The classification model is learned using training data, and different training sets

may fit different classifiers. However, in the typical case, the estimation of the

classifier should not differ significantly when it is learned using variant training

sets. If the classification model suffers from high variance, the little variation in

the data could lead to the large variation in the classifier.

As a result, high bias and low variance refer to underfitting, where overfitting

refers to low bias and high variance. The relative rate or the trade-off between

bias-variance quantities should be achieved to some extent so that the expected

test error is minimised when a classification model has low bias and low variance

simultaneously. Therefore, the bias-variance trade-off term refers to the relation-

ship between bias, variance and test error. It is called trade-off due to the fact

that low biased and high variance model or high biased and low variance model

can be obtained easily and the real challenge is to find a learning model that can

improve on this trade-off.

To quantify the performance of the classification model, the training error

rate, which is the proportion of misclassified training samples, is usually utilised.

However, the interest is in testing or generalisation error rate that results from

classifying test samples that were not seen during the learning process because

the training error rate can differ from the generalisation error rate. Therefore, the

simplest popular approach is to partition the original data using Cross Validation

(CV) approaches into training and validation sets. The training data is used to

develop the learning model, while validation data is used to validate its predic-
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tive performance. The CV procedure has been utilised in many machine learning

tasks like classification and regression to estimate the generalisation error rate.

However, there is an increased risk of obtaining high variability in the estima-

tion error with a small dataset. Therefore, the choice of the suitable validation

method for such datasets should be considered carefully in order to report reli-

able estimations. A discussion on the appropriateness of various CV approaches

is provided, along with the advantages and limitations of each approach.

2.8.1 Hold Out Validation Approach

This approach includes holding out a set of available observations, where the

model is fit on the training samples and validated on the held out samples. The

validation error of hold out approach, that is assessed in terms of misclassification

rate, estimates the generalisation error. However, the validation error can vary

according to which samples are involved in the training set and which samples

are involved in the validation set. Moreover, since the model is trained using only

the samples that constitute the training set, the learning model usually performs

worse when fitting on fewer examples. Leaving more examples for the validation

set leads to increase the estimation bias error, while having more training exam-

ples could lead to degrading the estimation process. As a result, the validation

estimation of hold out approach is impractical with small sample size data.

2.8.2 Leave One Out Cross Validation Approach

The Leave One Out Cross Validation (LOOCV) approach involves temporarily

leaving out one sample from a dataset of size n, and then training the classifica-

tion model on the remaining n − 1. Therefore, the LOOCV procedure tends to

overcome the limitation of wasting the data by holdout validation approach, es-

pecially for small datasets. Since only the excluded observation was not included

in the learning procedure, the biased error can be minimised. However, validating

the performance of the classification model based on a single observation causes

highly variable estimation. The LOOCV procedure is iterated n times (i.e. n

is equal to the total number of observations), in each iteration a different case

is taken out. Therefore, LOOCV is computationally expensive, since the model
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Figure 2.5: An illustration of k-fold cross validation approach.

has to train n times. This can be very time consuming when the analysis model

comprises two processes: mining and learning since both processes should be per-

formed solely on the training dataset. The potential for the training process to

become intractable is increased dramatically if every single model is slow to fit.

2.8.3 k-fold Cross Validation Approach

The k−fold CV approach randomly splits a dataset into k non-overlapping par-

titions or folds of roughly equal size, where k − 1 partitions are used to fit the

model, and the remaining set is used to validate its performance as shown in

Figure 2.5. The k− fold CV method is used usually to overcome the drawbacks

of holdout and LOOCV approaches by having fewer data to waste than hold-

out approach and k times less expensive than n times of LOOCV procedure.

Furthermore, k− fold validation procedure guarantees that there is no overlap

between the samples of both sets which is a key factor for estimating the gen-

eralisation error rate of the prediction models accurately. In stratified CV, the

folds are stratified so that each fold contains approximately the same proportions

of response groups as in the original data, and there is evidence that this can

enhance the estimation process [320]. The bias error is minimised with LOOCV

method when k = n, however, our concern is not coming only from the risk of

high bias. For small sample size datasets, the risk of high variance is increased,

thus the k−fold is more appropriate than LOOCV estimator, which shows high
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variance. Commonly used values of k are 5 and 10 because these values have been

proven empirically to estimate generalisation error rate that can provide a good

compromise for bias-variance trade-off [148]. Repeated k− fold cross validation

procedure should be employed to account for variance in performance estimation,

and average results should be reported [41].

2.9 Metrics for Estimating Predictive Perfor-

mance

When developing a machine learning model to perform classification, the main

objective is to develop a classifier function from labelled training samples and

measure its predictive performance on testing samples (that were not seen during

the training process). Binary classification is the problem, where the observations

belong to two response groups: Positive vs Negative. In medicine and biology,

the positive group refers to cases affected by a medical condition, where the

negative group refers to control cases. True Positives (TP) are the cases when

the actual group is positive, and the predicted group is positive (e.g. when the

model assigned the case to a cancer group, and the patient is actually suffering

from cancer). True Negatives (TN) are the cases when the actual and predicted

groups are negative (e.g. when the model assigned the case to control group

and the case is not having cancer). False Positives (FP) are the cases when

the actual group is negative (disease free), and the predicted group is positive

(when the model assigned the patient to the diseased group and the case is not

having cancer). False Negatives (FN) are the cases where the actual group that

the patient belongs to is positive (i.e. suffering from cancer), and the model

predicted the patient as belonging to the group without the disease. A variety of

evaluation metrics are derived from these measurements.

Accuracy is the most common and simple evaluation metric, and it can be

defined as the number of correct predictions (TP + TN) classified by the model

overall predictions (TP +TN +FP +FN). However, the confidence of the class

prediction (e.g. 0.57 or 0.97) is discarded in the accuracy assessment metric.

Therefore, the estimation of the accuracy metric may not be reliable for datasets

42



2. Literature Review

whose response groups have considerable disparate sizes, due to its bias towards

the majority. True Positive Rate (TPR), Sensitivity, or Recall metric measures

the proportion of positives (TP/(TP+FN)),(e.g. the proportion of actual cancer

cases that were assigned by the model to the cancer group). True Negative Rate

(TNR), or Specificity metric measures the proportion of negatives (TN/(TN +

FP )) (e.g. the proportion of control cases, that were diagnosed by the model as

non-cancerous). Precision or Positive Predictive Value (PPV) metric measures

the ability of not diagnosing positive case as negative (TP/(TP + FP )) (e.g.

the proportion of cases that were diagnosed as having cancer, and they actually

had). A model with a high level of performance should have a high percentage

of precision and recall.

The Area Under the Curve (AUC) of the (Receiver Operating Characteristics)

(ROC) can be utilised for measuring the predictive performance of learning mod-

els. The focus of AUC is essentially on two measurements, which are TPR and

FPR. By considering other evaluation metrics, the recall is identical to TPR, thus

essentially the difference is between precision and FPR. The precision metric re-

lies on false positives while FPR measures the true negatives. In imbalanced class

data, when the majority are the negative cases, high percentage of TN are more

likely to be existent in the FPR due to (FP/FP+TN), resulting in smaller FPR.

On the other hand, the majority of negative cases would not impact the precision

due to the fact that this metric quantifies the number of TP out of (TP + FP ).

Therefore, precision tends to the positive group than to the negative group. As a

result, in imbalanced group data, when the minority are positive cases, and the

interest is on identifying correct positives than correct negatives, the precision

metric can be utilised for reliable estimation. In this research project, we have

imbalanced group breast cancer datasets, where the majority of samples for both

response groups are positives (ER+, PR+). Detecting the negative cases will be

hard due to the insufficient number of cases. Therefore, AUC based on FPR and

TPR can quantify the quality of the classification model when the positives are

the majority.
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2.10 Internal and External Validation

To assess how well our feature mining models work, we need to quantify their

performances. To evaluate the performance of a model, the objectives of the

model should be identified. The aim of proposing these mining models is to

discover biomarkers that have good predictive power to distinguish the positive

observations from the negatives effectively. That means the predictive perfor-

mance of classification models is employed to assess the quality of the discovered

biomarkers. In the literature, the assessment of feature mining methods has been

restricted to the predictive performance of a classification model built on the se-

lected subset of candidate predictors. Although most omics data analysis studies

aim to select differentially expressed genes, to be used as biomarkers, there are

only very few genes in common. Therefore, the reliability of the reported genes

and their biological significance have raised doubts and questions [145]. The lack

of overlap among the published genes is essentially caused by that various se-

lected subsets of features produce similar predictive performances. Selecting a

set of relevant predictors from small datasets could be very sensitive to which ob-

servations are included in the mining stage. Therefore, evaluating the outcomes

of feature mining models based on the metric of classification’s performance is

not sufficient to detect true biomarkers from false positives robustly.

To detect true biomarkers, another criterion should be examined. The sta-

bility of selection is considered as another important aspect. Stability refers to

the insensitivity of the feature mining model to the variations in training data.

In other words, stability examines how the variations in the data can impact the

feature preferences of the feature mining models. The stability can be conducted

on the same dataset by having multiple random training-validation partitions,

thus it can be described as an internal validation metric. If with different sets

of training samples, the identified subsets of features differ radically, then the

feature mining model is unstable. If the model is unstable, the confidence in the

discovered biomarkers is decreased to prevent drawing unreliable biological con-

clusions. Jurman et al. [153] state that the predictivity and the stability of the

detected biomarkers should be considered equally. The researchers in [110] argue

that “Identifying reproducible yet relevant features is a major challenge in biolog-
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ical research”. Therefore, data scientists need to assure not only the predictive

power of the selected predictors but also their robustness to the variations in the

data. In the literature, different metrics have been proposed to quantify the sta-

bility like a ranking, a weighting or a subset of features [67,81,112,155,258,306].

However, there is no universally accepted measure to estimate the true stability of

a model’s generalisation performance. Also, most of the stability measurements

like scoring or ranking methods need a threshold to produce a stable subset.

Thus, in this research, the stability of the proposed feature mining models is ex-

amined through the consistency of selection over different splits of a dataset. “If

the same features are selected in multiple independent iterations, they more likely

are reliable biomarkers” [100].

The external validation of feature mining models is of significant importance

due to its role in evaluating whether the proposed models will produce generic

biomarkers over multiple independent datasets, which are collected from different

sources and for different perspectives. However, few studies in the literature have

adopted another dataset that is collected from different studies for validation de-

spite the abundance of publicly available omics data. Recently, a review study

in metabolomics [198] has stated that more than 900 research papers have been

introduced during five years for biomarker discovery in this field only, however,

the number decreases dramatically when some validation metrics are adopted.

According to [33] “External validation is essential before implementing prediction

models in clinical practice”. The discovered generic biomarkers can be used to

develop reliable prediction models that would be helpful in making trustable clin-

ical decisions. If the features are discovered across multiple independent datasets,

they are more likely to be true biomarkers. “External validation using data from

a completely different study provides the highest irrefutable evidence that a tool

validates” [287].

2.11 Discussion

This chapter discusses the major research challenges of extracting relevant knowl-

edge from HDSSS omics data, using the state-of-the-art approaches presented in

the literature. Classical statistical techniques utilised in biology and medicine for
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biomarker discovery were covered in Section 2.4 with an emphasis on its tech-

nical advantages and limitations. The greatest challenges for ML algorithms to

handle is the high dimensionality and relatively small sample size of omics data,

overviewed in Section 2.5 and the directions for addressing these issues were dis-

cussed. Therefore, the feature mining was presented in Section 2.6 as one of the

main possibilities that can be employed to address the curse of dimensionality

issues and detect a small group of candidate predictors that could not be de-

tected using conventional statistical techniques and learning methods alone. The

feature mining approach was discussed in terms of how to assess and how to

search thousands of genes, as illustrated in Section 2.6.1 and Section 2.6.2. The

critical discussion of both Sections 2.6.1 and 2.6.2 highlighted the importance

of solving the biomarker identification problem from HDSSS omics data as an

optimisation problem leveraging the advantages of EC method and the hybrid

evaluation measurement. Furthermore, the requirement for an ensemble feature

mining model is asserted to enhance the robustness of the identified subsets of

candidate predictors.

The latest innovations in DL was explored in Section 2.7 to investigate its po-

tential to formulate nonlinear models that are able to effectively discover salient

invariant biomarkers from omics data. The incorporation of deep neural network

models in different problem domains was reviewed in Section 2.7, emphasising the

importance of having substantial data to train these models effectively. Therefore,

the technological gaps and needs for the development of new DL-inspired models

were stated for the goal of inferring useful models from HDSSS omics data. The

groundwork for the new deep feature learning model was laid in Section 2.7.1 by

considering the unsupervised pre-training approach to be an essential character-

istic of a DL model developed to exploit the unknown structure of HDSSS omics

data.

The main obstacle of such DL models is the lack of transparency, which means

the inability to understand why the models behave as they do. This may not be

an issue for some domains because it can easily validate the obtained results.

However, providing explainability to diagnosis and prognosis systems is a crucial

factor to develop a reliable prediction model that can be understood by clinicians,

and thus it can be employed in clinical practice. Therefore, Section 2.7.2 explored
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the few attempts in the literature that have been conducted to understand the

machinery of the deep networks and interpret its outcomes, along with its main

limitations and drawbacks. Therefore, in this thesis, we develop a novel weight in-

terpretation method to add explanatory power to our deep feature learning model

for determining the candidate input features that force the different biomarker

classification behaviours.

The assessment of the outcomes of the proposed feature mining models for

biomarker identification from omics data involves several underlying issues that

need to be properly handled in order to report reliable findings. Therefore, di-

verse quantitative quality metrics for validating and estimating the prediction

performance were discussed in Sections 2.8 and 2.9, while the external validation

using multiple independently generated datasets was explained in Section 2.10.
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Datasets and Experimental

Methodology

3.1 Introduction

This chapter focuses on the datasets and the experimental methodologies used for

model fitting and selection and therefore to validate the feature mining models

proposed. Typical high-throughput biological data are more likely to contain a

large number of noisy variables and molecules with unreliable measurements that

can be considered indistinguishable from noise. This chapter discusses the meth-

ods of filtering out genes from genomic datasets that are not reliably expressed.

This thesis utilises 18 publically available HDSSS biomedical datasets to exam-

ine the potential of the presented feature mining models to discover robust and

generic biomarkers.

Four breast cancer datasets are illustrated in this chapter, along with the ex-

planation of the pre-processing step required to produce the required information.

The adopted breast cancer datasets are linked into two response groups, which are

Estrogen Receptor (ER) status and Progesterone Receptor (PR) status forming

eight breast cancer datasets. Moreover, the breast invasive carcinoma datasets

are collected from different studies, but using the same microarray technology,

are integrated in a number of different approaches to have more substantial and

balanced group data. The integration provides an additional nine breast cancer
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datasets: three breast cancer datasets with ER groups, and six datasets with

PR groups. On the other hand, the ovarian cancer dataset was employed in the

preliminary experiments performed in this research to develop and validate the

proposed models. The empirical assessment of the performance of the introduced

feature mining models was conducted in terms of the objectives of these models,

which are predictivity, stability, and generalisability.

3.2 Filtering Methods

Gene expression datasets typically contain thousands of genes, not all of these

information are relevant. Bichsel et al. [32] state that “very few genes are in fact

significantly changed in expression in a way that is distinguishable from biological

and measurement variation and noise”. Therefore, the genes that seem to gener-

ate uninformative signals can be considered as noise. In the microarray literature,

several studies have revealed the potential of filtering out genomic datasets from

genes with unreliable measurements to enhance the detection of differentially ex-

pressed genes [106, 208, 281, 292]. Diverse filtering methods, based on different

criteria, have been proposed for excluding genes that are not reliably expressed

or represent experimental noise.

Gene expression datasets typically contain genes that exhibit little variation

in their profile. A gene with small profile variance across the samples would not

differ significantly among response groups. In this thesis, a filtering method based

on variation criterion is utilised to remove gene expression profiles with a variance

less than the 10th percentile from further analysis. Furthermore, gene expression

datasets could have genes whose range of values may not well distributed (spiking

behaviour). A filtering method based on low entropy criterion is utilised in this

research to measure the amount of information about a variable and remove genes

with low entropy expression values (i.e less than the 10th percentile). A more

detailed discussion of these rudimentary filtering methods can be found in [166].
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3.3 Breast Invasive Carcinoma Datasets

The development of the breakthroughs for extracting useful knowledge from omics

data is at the core of personalised and precision medicine. However, we are able

to benefit from these biological data only if they are publicly available. Recently,

there is increasing pressure from funding providers and the patient community

to gain the maximum benefit from produced data by sharing it with the re-

search community regardless of whether biomedical studies are funded publicly

or privately [169]. Analysing omics data over several research studies can help to

control the risk of false positives, offer possibilities to innovative discoveries, and

to report significant and reliable findings [57]. The availability of biomedical data

repositories such as The Cancer Genome Atlas (TCGA)1 and the International

Cancer Genome Consortium (ICGC)2 bring tremendous opportunities to health

care research to benefit from this abundance of cancer genomic data.

TCGA is a collaboration between the National Cancer Institute (NCI)3 and

the National Human Genome Research Institute (NHGRI)4 to understand the

molecular basis of cancers, through the utilisation of genome analysis technolo-

gies. TCGA is one of the largest genomic data repositories, including more than

eleven thousand cases, representing 33 cancers. TCGA has produced different

types of genomic datasets like somatic mutation, copy number, gene expression,

miRNA expression, DNA methylation, reverse protein phase array and clinical

information for different types of cancers. These biological datasets are publicly

available for every clinician, bioinformatician, statistician, and computer scien-

tist to employ them for developing a wide range of analysis models. Since the

completion of the TCGA project, TCGA data analysis is becoming a priority in

order to provide a better understanding of the complicated mechanism of cancer

so that the inferred knowledge can be transferred to personalised and precision

medicine [164].

With the availability of a vast amount of genomic data, several web portals

have been created to help researchers and graduate students to access and use

1http://cancergenome.nih.gov
2https://icgc.org
3https://www.cancer.gov/
4https://www.genome.gov/
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these cancer datasets, using different types of exploration and analysis tools. cBio-

Portal [48,102] is an open-access repository for multidimensional cancer genomics

datasets, and was originally developed at Memorial Sloan Kettering Cancer Cen-

ter (MSKCC)1. cBioPortal aims to minimise the complexity of accessing various

genomics projects and allow for diverse analysis and visualisation tools to be

utilised. In this research, three breast cancer datasets were downloaded from the

cBioPortal website, which are Breast Invasive Carcinoma (TCGA, Nature 2012),

Breast Invasive Carcinoma (TCGA, Cell 2015), and Breast Invasive Carcinoma

(TCGA, Provisional).

3.3.1 Breast Invasive Carcinoma (TCGA, Nature 2012)

This dataset originated as part of the TCGA (i.e the cancer study identifier

is brca tcga pub), and it was used by a collaborative study between NCI and

NHGRI published in 2012 [219]. The study was conducted on 825 patients with

breast cancer invasive tumours and found that four main subgroups of breast can-

cer are caused by various types of genetic and epigenetic variations. According to

the website of the National Institutes of Health (NIH), “TCGAs comprehensive

characterisation of their high-quality samples allow researchers an unprecedented

look at these breast cancer subgroups”. Various genomic and clinical datasets are

included in (Nature 2012) data. The focus of the research in this thesis is on

mRNA expression data. The mRNA expression data was carried out using Ag-

ilent microarray and contains 17268 genes and 526 observations. Two response

groups were defined in this research, which are ER Status and PR Status. The

samples with missing values/others (e.g. Performed but Not Available, Not Per-

formed, Indeterminate) in both response groups were removed from the analysis

as illustrated in Figure 3.1.

The integration of the mRNA expression data and ER clinical data, which

has 780 observations, resulted in a dataset of 519 observations. According to the

group distribution, 401(77.26%) are samples with ER+ tumours, and 118(22.74%)

are ER- samples. The unification of the mRNA expression data and PR clini-

cal data, which has 777 observations, resulted in a dataset of 518 observations,

1https://www.mskcc.org/
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Figure 3.1: The description of (Nature 2012) dataset showing the unification of
clinical data and mRNA expression data.

340(65.64%) being patients with PR+ tumours, and 178(34.36%) being PR- sam-

ples. Each mRNA sample contains 17268 genes. The filtering methods (which

are described in Section 3.2) were utilised before the feature mining models take

place to filter out the less reliably expressed genes from mRNA expression data.

The number of remaining genes in (Nature 2012) dataset with ER groups is 13612

and 13619 with PR groups. Figure 3.1 illustrates the number of mRNA samples

before and after the unification with the ER and PR clinical data, ER and PR

group distribution across samples, and the number of mRNAs before and after

performing the filtering methods.
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Figure 3.2: The description of (Cell 2015) dataset showing the unification of
clinical data and mRNA expression data.

3.3.2 Breast Invasive Carcinoma (TCGA, Cell 2015)

The availability of TCGA data with high standard samples has motivated us to

adopt other breast cancer datasets to examine the generalisability of the proposed

feature mining models to a wider population. This dataset originated as part of

the TCGA (i.e. the cancer study identifier is brca tcga pub2015), and it was used

by the analysis study [55], which found that mixed tumours can be assigned into

their subgroups using genetic features. Different genomic and clinical datasets

are involved in (Cell 2015) data. The focus of the research in this thesis is on

mRNA expression data. The mRNA expression dataset was carried out using

Agilent microarray and contains 17213 genes and 421 observations. The samples

with missing values/others (e.g. Not Available, Indeterminate) in both response
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groups were removed from the analysis, as explained in Figure 3.2.

The integration of the mRNA expression data and ER clinical data, which

contains 776 observations, resulted in a dataset of 415 observations. According

to the group distribution, 323(77.83%) are patients with ER-positive tumours,

and 92(22.17%) are ER- samples. The unification of the mRNA expression data

and PR clinical data, which has 773 observations produced a dataset of 414

observations, in which 273(65.94%) are PR+ patients, and 141(34.06%) are PR-

samples. The number of the remaining genes of the mRNA expression dataset

after applying the filtering methods is 13604 genes with ER groups and 13612

genes with PR groups as shown in Figure 3.2.

3.3.3 Breast Invasive Carcinoma (TCGA, Provisional)

This dataset originated as part of the TCGA (i.e. the cancer study identifier is

brca tcga), and it was used by the analysis study [234]. The study was conducted

on 1098 breast cancer invasive tumours to estimate the prognosis of invasive breast

cancer. The outcome is that ten genetic variations were detected to be statistically

associated with histologic grade, which is one of the most important microscopic

features. Diverse biomedical datasets are involved in (Provisional) data, including

copy number alterations, gene mutation, mRNA and protein expression, clinical

and pathological data. The focus of the research in this thesis is on mRNA

expression data. The mRNA expression dataset was carried out using Agilent

microarray and contains 17814 genes and 529 observations. The samples with

missing values/others (e.g. Not Available, Indeterminate) in both response groups

were removed from the analysis, as shown in Figure 3.3.

The integration of the mRNA expression data and ER clinical data, which

has 1046 observations resulted in a dataset of 519 observations. According to

the group distribution, 402(77.46%) tumours were derived from ER+ samples,

and 117(22.54%) tumours were derived from ER- samples. The unification of the

mRNA expression data and PR clinical data, which contains 1043 observations

produced a dataset of 518 observations. The number of cases that were derived

from patients with PR+ tumours is 341 out of 518, so the percentage of positives

is 65.83%, while 177(34.17%) tumours were derived from PR- samples. After
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Figure 3.3: The description of (Provisional) dataset showing the unification of
clinical data and mRNA expression data.

performing the filtering methods, the number of remaining genes of the mRNA

expression dataset is 14035 genes with ER groups and 14041 genes with PR

groups. Figure 3.3 illustrates the number of genes and mRNA samples before

and after the pre-processing step, along with the distribution of both ER and PR

groups across samples.

3.4 The Integrated Breast Invasive Carcinoma

Datasets

In this section, the breast invasive carcinoma datasets that are collected from

different studies, but were carried out using Agilent microarray, which are (Na-
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ture 2012), (Cell 2015) and (Provisional) are integrated in a number of different

approaches to enhance the imbalanced class distribution of these datasets and

also to have more substantial data. Moreover, the integration of the breast in-

vasive carcinoma datasets helps to investigate the consistency of selection of the

proposed feature mining models to a wide range of variations in breast cancer

samples. To ascertain achieving the best possible balanced group datasets, three

integrated datasets are created with ER groups, and six integrated datasets are

created with PR groups, as discussed in the following sections.

3.4.1 The Integrated Datasets with ER groups

This section discusses the mechanism of integrating the breast invasive carcinoma

datasets with ER groups. To attain a good-level of balanced group distribution,

(Nature 2012), (Cell 2015) and (Provisional) datasets are fused jointly in three

different approaches:

3.4.1.1 NCP1 Dataset

This dataset was created, based on the integration of the negative samples of

(Cell 2015) and (Provisional) datasets with (Nature 2012) data, which has 519

samples, 401 tumours were derived from patients with ER+, and 118 tumours

came from ER- samples. The number of the negative samples of (Cell 2015) is

92, and of (Provisional) is 117. These ER-negatives were integrated with (Nature

2012) dataset to generate an integrated dataset called NCP1, which has 728

observations, as shown in Figures 3.4. The distribution of ER groups is that

401(55.08%) are samples with ER+ tumours and 327(44.92%) are ER- samples.

As illustrated in Figure 3.4, the unification of the genes across the breast invasive

carcinoma datasets resulted in a dataset that contains 13212 genes.

3.4.1.2 NCP2 Dataset

Alternatively, the creation of this dataset depends on that the negative samples of

(Nature 2012) and (Provisional) datasets were added to (Cell 2015) data, which

has 415 observations, 323 being patients with ER+ tumours and 92 being ER-

samples. The ER- samples of (Nature 2012) (i.e. 118), and the ER- samples
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Figure 3.4: The description of NCP1 dataset showing the unification of (Nature
2012), (Cell 2015), and (Provisional) datasets.

Figure 3.5: The description of NCP2 dataset showing the unification of (Nature
2012), (Cell 2015), and (Provisional) datasets.

of (Provisional) (i.e. 117) were integrated with (Cell 2015) data to produce an

integrated dataset called NCP2, which has 650 observations. The class distribu-

tion of NCP2 dataset is that 327(50.31%) are ER-negatives, and 323(49.69%) are

ER+ samples, as illustrated in Figure 3.4. The unification of the genes over the

breast invasive carcinoma datasets resulted in a dataset that comprises of 13212

genes.

3.4.1.3 NCP3 Dataset

This dataset was created based on integrating the negative samples of (Nature

2012) and (Cell 2015) datasets with the (Provisional) data, which has 519 obser-
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Figure 3.6: The description of NCP3 dataset showing the unification of (Nature
2012), (Cell 2015), and (Provisional) datasets.

vations, 402 being patients with ER+ tumours and 117 being ER- samples, as

shown in Figure 3.6. The ER-negatives of (Nature 2012) (i.e. 118) and the ER-

negatives of (Cell 2015) (i.e. 92) were integrated with (Provisional) data to create

an integrated dataset called NCP3 of 729 observations. The group distribution of

the NCP3 dataset is that 327(44.86%) are ER-negative samples and 402(55.14%)

are patients with ER+ tumours, as clarified in Figure 3.6. Consequently, the

integration of the genes over the breast invasive carcinoma datasets resulted in a

dataset that contains 13212 genes.

3.4.2 The Integrated Datasets with PR groups

This section discusses the procedure of integrating the breast invasive carcinoma

datasets that were carried out using the same microarray technology with PR

groups. To achieve a good-level of balanced class distribution, two of the three

datasets are fused jointly in six different approaches:

3.4.2.1 NC Dataset

This dataset was created based on fusing the PR- samples of (Cell 2015), which

are 141 with (Nature 2012) data, which has 518 observations, 340 being patients

with PR+ tumours, and 178 being PR-negative samples, as shown in Figure 3.7.

The integrated dataset NC has 659 observations, 340(51.59%) being PR+ patients

and 319(48.41%) being PR- samples. As explained in Figure 3.7, integrating the
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Figure 3.7: The description of NC dataset showing the unification of (Nature
2012) and (Cell 2015) datasets.

genes across the datasets resulted in a dataset that contains 13249 genes.

3.4.2.2 CN Dataset

Alternatively, creating this dataset was based on that the PR-negative samples of

(Nature 2012), which are 178 were added to (Cell 2015) dataset, which has 414

observations, 273 being patients with PR+ tumours, and 141 being PR-negative

samples. The integrated dataset CN contains 592 observations, 273(46.11%) be-

ing PR-positives, and 319(53.89%) being PR-negatives, as illustrated in Figure

3.8. The unification of the genes over the datasets resulted in a dataset that

contains 13249 genes.

3.4.2.3 NP Dataset

This dataset is created based on the combination of the negative samples of the

(Provisional) dataset (i.e. 177) with (Nature 2012) data, which includes 518

observations, 340 being samples with PR+ tumours and 178 are PR- samples.

The integrated dataset NP comprises 695 observations, 340(48.92%) being PR-

positive patients and 355(51.08%) being PR- samples, as clarified in Figure 3.9.

The integration of the genes over the datasets produced a dataset that involves

13528 genes.
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Figure 3.8: The description of CN dataset showing the unification of (Cell 2015)
and (Nature 2012) datasets.

Figure 3.9: The description of NP dataset showing the unification of (Nature
2012) and (Provisional) datasets.

3.4.2.4 PN Dataset

Alternatively, the creation of this dataset is based on that the negative samples

of (Nature 2012) dataset were added to (Provisional) data, which has 518 obser-

vations, 341 being samples with PR+ tumours and 177 were derived from PR-

samples. The integrated dataset PN involves 696 observations, 341(48.99%) are

PR-positives and 355(51.01%) are PR-negatives, as shown in Figure 3.10. uni-

fying the genes across the datasets generated a dataset that comprises of 13528

genes.

60



3. Datasets and Experimental Methodology

Figure 3.10: The description of PN dataset showing the unification of (Provi-
sional) and (Nature 2012) datasets.

Figure 3.11: The description of CP dataset showing the unification of (Cell 2015)
and (Provisional) datasets.

3.4.2.5 CP Dataset

In this dataset, the PR- samples of (Provisional) were added to (Cell 2015)

data, which has 414 observations, 273 being samples with PR+ tumours and

141 being PR- samples. The integrated dataset CP contains 591 observations,

as illustrated in Figure 3.11, 273(46.19%) being PR-positives and 318(53.81%)

being PR-negatives. The integration of the genes over the datasets leads to a

dataset with 13314 genes.
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Figure 3.12: The description of PC dataset showing the unification of (Provi-
sional) and (Cell 2015) datasets.

3.4.2.6 PC Dataset

Alternatively, this datasets was created based on the combination of the PR-

samples of the (Cell 2015) with (Provisional) data, which has 518 observations,

341 being PR-positives and 177 being PR-negatives. The integrated dataset PC

comprises of 659 observations, 341(51.75%) being PR-positives and 318(48.25%)

being PR- samples. Unifying the genes over the datasets resulted in a dataset

that has 13314 genes.

3.5 METABRIC Breast Cancer Dataset

This dataset was generated from METABRIC [62], [68] and downloaded from

cBioPortal, where the cancer study identifier is brca metabric. The dataset

contains diverse biomedical datasets, including clinical data and two genomic

datasets: gene expression, and copy number alterations. An integrative analysis

study [230] performed on copy number alterations and gene expression profiles in

2000 primary breast cancer tumours emphasised the significance of genome-based

stratification of breast cancer.

The mRNA expression dataset was carried out using Illumina Human v3 mi-

croarray and contains 24368 genes and 1904 observations. The integration of

mRNA expression dataset and ER clinical data, which has 1980 cases, generated
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Figure 3.13: The description of (METABRIC) dataset showing the unification of
clinical data and mRNA expression data.

a dataset of 1904 observations, 1459(76.63%) being samples with ER+ tumours,

and 445(23.37%) were derived from ER- samples. The unification of mRNA ex-

pression dataset and PR clinical data that contains 1980 observations, resulted

in a dataset of 1904 observations, 895(47.01%) being PR-negatives, comparing

to 1009(52.99%) instances coming from patients with PR+ tumours. After elim-

inating the least promising genes from the analysis, the number of remaining

genes of mRNA expression dataset with ER and PR groups is 19732. Figure 3.13

provides a summary of the number of samples and genes of mRNA expression

dataset before and after the pre-processing step.
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3.6 Ovarian Cancer Dataset

Ovarian cancer dataset is publicly available on the FDA-NCI Clinical Proteomics

Program Databank website1. The dataset was utilised in the preliminary con-

ducted experiments to develop and validate the introduced models. This high-

resolution ovarian cancer dataset was generated using the WCX2 protein array

to identify serum (blood-derived) proteomic patterns that differentiate the serum

of patients with ovarian cancer from that of women without ovarian cancer. It

contains records collected from 216 observations with 15000 features. Each sam-

ple has one of two possible response groups: Normal or Cancer. According to the

group distribution, 121 (56%) instances were derived from patients with cancer,

and 95 (44%) instances were derived from women without cancer.

3.7 Experimental Methodology

This section discusses the validation approaches and evaluation metrics applied

to understand the performance of the proposed feature mining models.

3.7.1 Area Under the ROC Curve

The AUC metric is utilised as the main performance estimation metric to assess

the quality of the classification models. As discussed in Chapter 2, AUC is more

reliable than accuracy, more discriminative than other estimation metrics and

can be measured over the range of TPR and FPR [188,189]. Receiver Operating

Characteristic (ROC) curve in Figure 3.14 shows TPR and FPR for the designed

classification model using the marker on the figure. The FPR of (0.00) indicates

that 0% of the validation samples are assigned incorrectly into the positive group.

The TPR of (1.00) corresponds to 100% of the validation samples that are cor-

rectly classified to the positive group by the learned model. A perfect result is a

right angle to the top left of the figure.

The ROC curve can be summarised into a single value by measuring the Area

Under the ROC curve (AUC), which is a measure of the overall quality of the

1https://home.ccr.cancer.gov/ncifdaproteomics/ppatterns.asp
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Figure 3.14: An example of Receiver Operating Characteristics (ROC) curve.

classification model. AUC resides in the range of [0, 1], and if the AUC value is

equal to 1, it means the predictive performance is perfect (i.e. the classification

model correctly assigned all the unseen new cases that it was given during the

validation stage). If AUC = 0.5, this refers to classification by chance (random

guessing), and if AUC = 0, this refers to an inverted perfect classification. Largest

AUC of 1.00 indicates the optimal performance of the trained model, as shown

in Figure 3.14. Thus, AUC is utilised to evaluate the predictive performance of

the classification models. In this project, the AUC metric is computed with a

confidence level of 0.99 to obtain a considerable level of validity and certainty.
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3.7.2 Stability and Generalisability

Let S = {s1, s2, s3, , sn}, be a set of data samples, which can be partitioned

into k non-overlapping data subsets of equal size P = {p1, p2, , ..., pk}. Each

subset contains approximately the same proportions of response groups as in the

original data. This stratified CV procedure is repeated k iterations. At each

iteration i ∈ {1, 2, 3, ..k}, the feature mining model is applied on P \ pi. Over

iterations, a set of subsets of features FS = {fs1, fs2, ..., fsk} is produced. When

FS is obtained, the consistency of feature selection can be examined to define the

most frequently selected features over k iterations. The consistency of selection

is more likely to be correlated with the predictive power of features so that the

most consistently selected features should be the most relevant, whereas the least

consistently selected features should be less relevant. Estimation of the predictive

performance of learning models is an essential step, since it guides the process

of model selection, and evaluates the quality of the chosen model. As mentioned

earlier, for small datasets, there is an increased risk of obtaining high variability

in the estimation error. Therefore, the choice of a suitable CV approach for small

datasets has been considered carefully in order to report reliable estimations. The

5−fold CV method is empirically established due to achieving a good compromise

when attempting to address the Bias-Variance trade-off.

In this research, the generalisability metric is utilised in the mining stage in

order to investigate the capacity of the proposed feature mining models to gen-

eralise to wider populations by detecting generic molecular markers for breast

cancer from multiple independent genomic datasets that are collected from com-

pletely different studies. The generic biomarkers are discovered by examining

the selected subsets of stable predictors, which are identified from each breast

cancer dataset by the ensemble feature mining model over CV iterations. If the

stable predictors are also detected across a wide range of independently generated

breast cancer data samples, the more likely they are true biomarkers. As a result,

predictivity, stability, and generalisability are considered equally in this research

project for the goal of assessing the relevancy, robustness, and reproducibility of

the discovered biomarkers across multiple independent datasets so that reliable

biological findings can be reported.

66



3. Datasets and Experimental Methodology

3.8 Discussion

“The data generated by the TCGA program comprised a vast resource that inves-

tigators will be analysing for years to come. The resource of information about

breast cancer genomes will undoubtedly fuel a myriad of discoveries by the can-

cer research community” - The director of NHGRI, Eric D. Green. As cancer

genomic data has become more accessible, the research presented in this thesis

adopts multiple independent cancer datasets, to increase the potential of discov-

ering true biomarkers and decrease the risk of false positive. These genomic and

proteomic datasets are the inputs to the proposed feature mining models for the

aim of knowledge discovery. Validating and evaluating the identified biomark-

ers from these HDSSS omics data involves several underlying issues that need

to be properly handled using the suitable experimental methodologies, effective

evaluation metrics and independent validations.

The internal validation that is based on stability criterion and repeated 5-

fold CV procedure, is employed to generate variant training sets to examine the

consistency of selection of the proposed feature mining models, and variant val-

idation sets to estimate the testing error rate reliably. The external validation

that is based generalisability criterion, is utilised to examine the potential gen-

eralisation of the proposed mining models across multiple independent datasets.

Furthermore, the sensitivity of the feature mining models to the variations in the

breast cancer samples is investigated further using the integrated datasets. The

predictivity criterion is applied using two classifiers, which are Support Vector

Machine, and Bagging Decision Trees. The response groups of the breast can-

cer datasets before the integration approaches have considerable disparate sizes,

where the majority are the positives (i.e. ER+ and PR+). Therefore, the AUC

estimation metric is adopted to assess the performance of these prediction models

with a confidence level of 0.99 in order to obtain a considerable level of validity

and certainty.
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Chapter 4

Evolutionary Mining Model

4.1 Introduction

The key challenge of the problem of knowledge discovery from omics data is

searching through its high dimensional search space. The search space, S, which is

the total number of possible candidate subsets of genes or proteins to be assessed

is equal to 2d, and d is the number of variables in the genomic or proteomic

data, which is typically thousands or tens of thousands. That means that an

extremely huge number of evaluations is required to find the optimal subset of

candidate features, which is infeasible or computationally expensive. As discussed

in details in Chapter 2, the best possible subset of key genes can be identified using

Evolutionary Computational (EC) methods, a group of optimisation algorithms,

which retrace the natures path to find a solution to a high dimensional complex

problem in as little search time as possible. The EC methods navigate through the

search space of possible candidate solutions to identify a feasible solution, which

is a subset of predictors in our research problem, with respect to an objective

function. As mentioned earlier in Chapter 2, Genetic Algorithm (GA) can be

considered as one of the most powerful EC methods applied to feature selection

problems [261], thus it is adopted in this research as the search strategy for the

feature mining model. The objective function is utilised to estimate the goodness

of combinations of genes so that progress toward the best possible subset can be

evaluated. Assessing the feasibility of a subset of genes to solve the problem at
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the hand is a key factor to guide the search process of GA toward a good solution.

Therefore, this chapter introduces the GA, the methodology employed for

fitness evaluation based on a hybrid selection approach. The experimental setup

of the proposed evolutionary mining model is discussed, along with a detailed

explanation of each step of that design. Furthermore, the experimental findings

generated from the application of the ensemble evolutionary mining model to the

adopted cancer datasets are presented and discussed.

4.2 Genetic Algorithm

The Genetic Algorithm (GA) adopts the phenomenon of adaptation as a compu-

tational process for solving general-purposes complex problems [134]. The GA is

an EC method, starts with a set of initial candidate solutions (individuals), called

population. The GA process creates the next population of individuals iteratively

by replacing the current (parent) population with the offspring using a kind of

natural selection with operators inspired by genetic variations namely selection,

crossover, mutation and elite-preservation. The selection operator selects those

individuals in the current population to be parents based on their fitness values.

Individuals in the parent population that have the highest fitness values are cho-

sen as elite individuals to be passed directly to the next population. During the

reproduction process, the GA introduces some variations in the offspring. The

crossover operator exchanges subparts of two selected individuals in the current

population, while mutation operator randomly makes changes to the allele values

of some locations in a single individual. The parent population is replaced with

the offspring to form the next individuals. Over successive generations, the pop-

ulation evolves toward the best possible solution and the algorithm stops when

a stopping criteria is met (e.g. the optimum is found, or a pre-defined number

of generations is reached). The choice of a method for each step of the search

process can significantly affect the behavior of GA. However, in the literature,

there is a large body of research that has shown theoretically and experimentally

that there are no universally optimal methods [69].
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4.3 Experimental Design of the Evolutionary Min-

ing Model

This section explains the design of the evolutionary mining model for the prob-

lem of biomarker identification from omics data. Given the genomic or proteomic

dataset D, which is a n × d matrix of the training set, where d represents the

number of variables, and n is the number of samples. As shown in Figure 4.1,

the design starts with passing D to the univariate approach to reduce the di-

mensionality of the data for the next optimisation phase, by eliminating the least

promising genes. The selected genes by the univariate approach are sampled uni-

formly at random to create the initial population of the GA forming the initial

candidate subsets of genes. The quality of each subset is assessed using the mul-

tivariate approach. The settings of how new search points of the next population

are generated from the members of the parent population are explained in the fol-

lowing subsections. Appropriate choices for each step of the setup is empirically

established, considering the fact that the interaction between GA components is

conducted in highly nonlinear approaches.

4.3.1 Univariate Approach

A univariate approach is utilised firstly as a pre-processing step to reduce the ex-

ponential search space of genomic and proteomic data for the next optimisation

stage. The evolutionary process of GA together with the multivariate evaluation

approach assess the optimality of the candidate subsets of features, which are se-

lected using the univariate approach. Therefore, this preliminary step contributes

to decreasing the number of features that will be passed to the fitness function,

based on Linear Discriminant Analysis for identifying the best combination of

genes. The univariate approach is based on a statistical test that is applied to

each gene individually to examine if there is any statistically significant differ-

ences between negative (normal) and positive (cancer) patients on the basis of

that gene value. Therefore, the two-sample t−test [249] assigns a P-value to each

gene as a measure of its effectiveness in distinguishing observations of different

groups and thus the least discriminative genes are discarded. The gene will be
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Figure 4.1: Steps of the experimental design of the evolutionary mining model.
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considered relevant if the P-value is less than the significant level of the test (i.e.

0.05). Therefore, t−statistics check whether these two groups of samples are

significantly different or not, as follows:

t =
x̄− ȳ√
s21
n1

+
s22
n2

(4.1)

where x̄ and ȳ are the sample means, s1 and s2 are the sample standard deviations,

and n1 and n2 are the numbers of samples in the positive and negative groups.

Two-sample t−test method tests the null hypothesis that the two data vectors

are from populations with equal means, without the assumption that the popu-

lations also have equal variances. This is also called the Behrens-Fisher problem,

which uses Satterthwaites approximation for the effective degrees of freedom. The

degree of freedom v for the unequal variance t−test is given by [215]:

v =
( 1
n1

+ u
n2

)2

1
n2
1(n1−1) + u2

n2
2(n2−1)

(4.2)

where

u =
s22
s21

(4.3)

This test is sometimes called Welchs t−test. The selected features will form

uniformly at random the initial candidate solutions of GA to be assessed using

the multivariate approach.

4.3.2 Initial Population

The question that needs to be answered is how to represent the individuals of GA’s

population. A population is an array of individuals, where individuals represent

potential solutions to the problem at hand, which are combinations of genes or

proteins for the biomarker discovery problem. Thus, for our research problem, an

individual is a fixed-length vector of nFeat genes, to which the fitness function can

be applied. So, for example, individuals of gene expression dataset is described

by nFeat genes: 〈RPS11, PNMA1, MMP2, ZHX3, ERCC5, ..., CTSC〉. The
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actual space is the finite set of real numbers representable using floating-point

representation. GA creates the initial population, which is a matrix p × nFeat,
where p represents the number of individuals that are generated randomly from

the selected features of the previous phase. Where nFeat is the number of genes

in each candidate solution, which is equivalent to the desired number of features

to be detected.

4.3.3 Multivariate Approach

A multivariate approach based on Linear Discriminant Analysis (LDA) is adopted

to measure the optimality of each subset of genes. In statistics, Discriminant

Analysis is a well-known method for capturing the characteristics of the data that

can best distinguish the samples in one group from those in another. When the

actual groups are known, the interest is to form a rule based on the features that

best characterise the differentiation between the disparate groups. According

to Fishers rule [96] “vectors in one class behave differently from vectors in the

other classes, and the variance within the classes differs maximally from that

between the classes”. LDA finds linear combinations of variables in a way that

the variability within-class is small and between-class is large, in order to discover

structure in the dataset that guarantees maximal separability.

Suppose A is a n× d matrix of the training set, where d represents the num-

ber of variables, and n is the number of samples. Each sample is represented by

x = (x1, ..., xd). For K response group, the label Y ranges from 1 to K. The

sample space of training dataset is divided into K disjoint groups (G1, ..., Gk).

The within-class variability can be obtained by calculating the separability (i.e.

the distance) between the means of different response groups, which results in W

matrix of d × d. While the between-class variability depends on calculating the

distance between the mean and the samples of each response group, which pro-

duces the B matrix of d×d. LDA finds the linear combination Aa of the variables,

so that the proportion of between-class to within-class is given by a′Ba/a′Wa.

LDA assumes that the data within a group k follows a multivariate normal

distribution with mean µk and covariance Σk. When the class densities have the

same covariance matrix, Σk = Σ for all k, the discriminant rule is based on the
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Figure 4.2: An illustration of the fitness score of each individual.

square of the Mahalanobis distance and is linear in x, and given by the following

general form [79]:

f(x) = arg min
k

(x− µk)Σ−1(x− µk)′ (4.4)

The population mean vectors and covariance matrices are estimated from a train-

ing set by the sample mean vectors and covariance matrices µ̂k = x̄k and Σ̂k = Sk.

For the constant covariance matrix case, the pooled estimate of the common co-

variance matrix is utilised as follows [79]:

Σ̂ =
∑
k

(nk − 1)Sk/(n−K). (4.5)

The discriminative individual is the combination of genes that can maximise

the separation of positive observations from negative ones, such that the classi-

fication error rate of the multivariate model is minimised. GA assigns a fitness

score for each individual in the current population according to its discriminative
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power as shown in Figure 4.2. Then, a sorted list of fitness values is created.

4.3.4 Ranking Scaling

A scaling function is utilised to convert the fitness scores of the multivariate

evaluation approach to scaled values that are more appropriate for the next phase.

Firstly, the ranking scaling function ranks each subset of features according to its

location in the sorted list of fitness scores, for example, the rank of the best subset

is 1, and the next best subset is 2. Then, the ranking scaling function scales the

fitness scores of each subset on the basis of its rank, for example, the scaled score

of a subset with rank n is proportional to 1/
√
n. As a result, the scaled value of

the best subset is proportional to 1, and the scaled value of the next best subset is

proportional to 1/
√

2. The GA algorithm aims to minimise the misclassification

rate of LDA, subsets with low scores have high scaled values. The utilisation

of the ranking scaling function results in removing the impact of the spread of

the fitness scores. Moreover, poorly ranked subsets become more closely equal

in value using the square root compared to rank scoring. It is important here to

emphasise the impact of the scaling function on the performance of GA. If the

scaled fitness values are different, the highest scaled subsets reproduce rapidly,

and that could lead to the insufficient exploration of the search space. On the

other hand, if there is a little variation in the scaled fitness values, all subsets

may be reproduced equally leading to slow convergence. The subsets of the next

generation are selected according to their scaled fitness values. Subsets with high

scaled values have a higher chance of selection.

4.3.5 Selection

The first genetic operator in the GA reproduction process is the selection, which

specifies how to choose subsets in the parent population to generate offsprings for

the next generation. Therefore, the selection operator could act like driving the

search process of GA towards interesting parts of the search space by mimicking

the concept of the survival of the fittest. The GA lays out a line in a way where

each subset is assigned to a segment of the line that is proportional to the scaled

fitness score of that subset. The GA moves along the line in steps of equal size and
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Figure 4.3: Histogram of parent individuals.

selects a parent subset from the segment it lands on. The first step is a uniform

random number less than the step size. A subset of features can be chosen more

than once to be a parent, and that means the features of the subset contribute

to form more than one offspring as shown in Figure 4.3. Some of the subsets in

the current population that have the best-scaled fitness values are chosen as elite.

These elite subsets are passed directly to the next population. The fraction of

subsets in the parent population are guaranteed to survive to the next generation

is equal to (i.e. 0.05 multiplied by the size of the population).

4.3.6 Reproduction

Beside elite children, GA combines pairs of subsets in the parent population

to produce crossover children for the next generation. The crossover operator

generates a random binary vector and selects the genes from the first parent

subset where the binary vector is equal to 1, and the genes from the second parent

subset where the binary vector is equal to 0 and combines the genes to form the
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Figure 4.4: An illustration of the average distance between individuals at each
generation.

new offspring. For the crossover operator, the amount of variation introduced

when generating a new subset may rely on the number of the crossover points, so

when the number is increased, adequate amount of variations can be produced.

However, adopting a fixed number of crossover points causes that for a subset,

genes that are close together are more likely to be inherited as a combination

than if these genes are separated. Therefore, selecting the number of crossover

points based on stochastic schema leads to produce crossover points anywhere

from zero to nFeat − 1. The fraction of the next generation that is reproduced

by crossover is 0.8.

At the mutation stage, GA makes random changes in the subsets in the pop-

ulation to create mutated children. Since the values of genes of GA’s individuals

are real numbers, a small perturbation of an inherited gene value is the natural

way to implement mutation. Therefore, the mutation operator adds a random

number to each entry of the parent subset chosen from a Gaussian distribution

G(0, σ) with a mean of zero and a standard deviation of σ. For mutation operator,
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Figure 4.5: An illustration of the algorithm’s evolution over generations.

the amount of introduced variation when creating new offspring may rely on how

many genes are to be mutated and the amount of change in a genes value. The

case when the number of mutated genes is low (e.g. one gene) and the amount of

change is increased; this can be effective when the genes contribute independently.

However, this may not be effective when there is an interaction between genes

because improvements in GA performance require mutating multiple genes simul-

taneously. Therefore, mutating all genes contributes to a significant improvement

in GA’s performance.

To avoid any disruption that might result from the perturbation of multiple

genes, GA controls the average amount of mutation through generations by de-

creasing the standard deviation linearly so that the amount of mutation decreases

to 0 at the final step. As shown in Figure 4.4, the average distance between in-

dividuals at each generation is large, in order to make progress and the diversity

declines in the last generations due to the drop in the mutation . Therefore, the

mutation operator contributes to the diversity of the population and increases the

likelihood that the algorithm will search a broader space and generate individuals
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with better fitness values. The parent population is replaced with the produced

children to constitute the next generation. The algorithm iterates until the av-

erage relative change in the best fitness function value over generations is less

than or equal to (i.e. 1e-6). Over successive generations, the population evolves

toward the best solution as shown in Figure 4.5.

4.4 Results and Discussion

This section presents the analysis executed to evaluate the performance of the

proposed evolutionary mining model to infer useful knowledge from genomic and

proteomic data that can be employed to construct reliable prediction systems us-

ing the SVM and BDT learning models. Firstly, stratified 5−fold CV procedure

is employed to randomly partition each dataset into training-validation sets as

illustrated in Appendix A. At each iteration, the SVM and BDT learning models

that are discussed in Chapter 2, were trained using the training set that con-

tains only the discovered biomarkers, and then validated using the corresponding

validation set as shown in Appendix B. Over CV iterations, the average predic-

tive performance of the classification models is estimated using the quantitative

quality metric, AUC. The experimentally obtained results are presented together

with the discussion first, for the ovarian cancer dataset in the following subsec-

tion, followed by METABRIC, breast invasive carcinoma datasets with ER and

PR groups and the integrated datasets with ER and PR groups.

4.4.1 Results and Discussion of Ovarian Cancer Dataset

This dataset (which is discussed in Section 3.6) was utilised in the preliminary ex-

periments conducted in this research to develop the proposed evolutionary mining

model and assess its outputs. Initially, the 5−fold CV procedure divided ovarian

cancer dataset randomly into training-validation sets, as shown in Appendix A

- Table 1. To examine the consistency of selection of the evolutionary mining

model over the variations in the data, the CV procedure was iterated 50 times.

In other words, the 5−fold CV procedure was re-partitioned randomly 10 times

to generate 50 different training sets, which were used by the evolutionary mining
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Figure 4.6: Scatter plots matrix of the stable predictors (index) of ovarian cancer
dataset.

model to produce 50 subsets of features. Then, the obtained groups of candidate

features were compared to define a subset of consistently selected predictors. The

outcomes of our experiment identified a subset of 10 stable predictors from the

ovarian cancer dataset, as shown in Figure 4.6. The discovered predictors were

plotted in the X-axis and Y-axis, ascendingly according to their index, as illus-

trated in Figure 4.6.

At this point, it is relevant to observe that the intensity values of the stable

proteins for cancer patients differ significantly from those in the normal group.

Typical biomarkers identification models adopt the idea that the genes or pro-

teins that exhibit the greatest variations across the biological conditions can be

considered as potential biomarkers. Therefore, the detected proteins could act

as potential biomarkers for ovarian cancer. To examine the predictivity of these

proteins, the SVM and BDT classification models were trained using the training
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set restricted to the discovered subset of those proteins and then validated using

the corresponding validation set, as shown in Appendix B - Figure 7, represented

by the confusion matrices and the ROC curve plots of the SVM and BDT models

for the final iteration. The average AUCs of the SVM and BDT classifiers over

50 iterations are 0.9788 and 0.9528 respectively. The experimental outcomes

of ovarian cancer dataset verify that the introduced evolutionary mining model

was able to capture meaningful structure in serum (blood)-derived proteomic

data that can differentiate the serum of patients with ovarian cancer from that of

women without ovarian cancer with a high-level of predictivity and robustness.

4.4.2 Results and Discussion of METABRIC Dataset

The ensemble evolutionary mining model was applied to METABRIC breast can-

cer dataset to extract relevant mRNA markers to the ER and PR status. Ini-

tially, the 5−fold CV procedure divided the METABRIC dataset randomly into

training-validation sets, as shown in Appendix A - Table 1. Repeated CV proce-

dure was employed to examine the sensitivity of the evolutionary mining model

to 50 different training datasets. Therefore, 50 subsets of candidate features were

discovered and the comparison of those subsets led to identifying a list of 10

stable predictors from the METABRIC dataset with ER groups, as shown in Fig-

ure 4.7, as well as 10 stable predictors from the METABRIC dataset with PR

groups, as shown in Figure 4.8. The mRNA markers were plotted in the X-axis

and Y-axis alphabetically using their names, as illustrated in Figure 4.7 and Fig-

ure 4.8. Both figures illustrate how the expression levels of the discovered genes

for ER+/PR+ patients differ significantly from samples with ER/PR-negative,

which verifies the potential of these mRNAs to be indicators for breast cancer

and ER/PR positivity.

Table 4.1: The performance of the SVM and BDT models built on the stable
predictors of METABRIC datasets with ER and PR groups.

METABRIC SVM BDT

ER 0.9854 0.9897
PR 0.9854 0.9832
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Figure 4.7: Scatter plots matrix of the stable predictors of METABRIC dataset
with ER groups.

The predictive power of the identified subsets of robust molecular markers for

both response groups was assessed using the SVM and BDT classifiers, as shown

in Appendix B - Figure 8 and Figure 9, represented by the confusion matrices and

the ROC curve plots of these learning models for the final iteration. The average

AUCs are reported in Table 4.1. The obtained results reveal that the discovered

genes contributed to constructing highly accurate and robust prediction models

for both ER and PR groups as shown in Table 4.1. As a result, the outcomes

of our experiments provide strong evidence that supports the capacity of the

proposed evolutionary mining model to capture interesting complexity from this

HDSSS cancer genomic dataset.
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Figure 4.8: Scatter plots matrix of the stable predictors of METABRIC dataset
with PR groups.

4.4.3 Results and Discussion of Breast Invasive Carci-

noma Datasets

In this section, the evolutionary mining model was applied to the breast inva-

sive carcinoma datasets: (Nature 2012), (Cell 2015), and (Provisional), which

are explained respectively in Sections 3.3.1, 3.3.2, 3.3.3. The aim is to discover

key genes that underlie the biological process of ER and PR. The 5−fold CV

procedure was utilised firstly to divide each dataset into 10 random partitions,

as shown in Appendix A - Table 3. The evolutionary mining model based on the

ensemble approach produced 50 subsets of candidate genes, in order to investi-

gate the gene preferences of the proposed model across different training sets and

detect a subset of stable predictors for each dataset. As discussed in Section 2.10,
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the external validation is necessitated to test the generalisability of the feature

mining model to wider populations. Therefore, the discovered groups of consis-

tently selected predictors were compared to find generic mRNA markers across

(Nature 2012), (Cell 2015), and (Provisional) datasets. The generic biomarkers

will be discussed in the next subsections according to their relevancy to the ER

groups and PR groups.

4.4.3.1 ER Groups

Two biomarkers were found to be generic across the breast invasive carcinoma

datasets, which are {‘ESR1’, ‘AGR3’} as shown in Figure 4.9 - subfigures with

ER, which can illustrate the capability of these biomarkers to distinguish the

samples with ER+ tumours from those with ER- effectively. The discovered mR-

NAs were plotted in the X-axis and Y-axis alphabetically, using their names, as

illustrated in Figure 4.9. Furthermore, the performance of the SVM and BDT

models formed from the training sets that contain only these biomarkers was as-

sessed using the corresponding validation sets, as shown in Appendix B - Figure 10

and Figure 11, represented by the confusion matrices and the ROC curve plots of

these learning models for the final iteration. The average AUCs of both classifiers

over 50 iterations are presented in Table 4.2. The experimental outcomes show

that the SVM and BDT classification models achieved a high level of predictive

performance and robustness over all the datasets, which reflects the robustness

of the identified genes. This is evidence showing that the presented evolutionary

mining model was able to recognise individual markers that are more insensitive

to the variations in the data, while simultaneously maintaining as much of the

knowledge about the input data as possible.

Table 4.2: The performance of the SVM and BDT models built on the generic
biomarkers of the breast invasive carcinoma datasets with ER and PR groups.

Dataset SVM-ER BDT-ER SVM-PR BDT-PR

(Nature 2012) 0.9239 0.9205 0.8555 0.8477
(Cell 2015) 0.9379 0.8958 0.8599 0.8581
(Provisional) 0.9370 0.8954 0.8679 0.8603
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Figure 4.9: Scatter plots matrices of the generic biomarkers of the breast invasive
carcinoma datasets with ER and PR groups.

85



4. Evolutionary Mining Model

4.4.3.2 PR Groups

Three generic biomarkers were recognised across the breast invasive carcinoma

datasets with PR groups, which are {‘PGR’, ‘AGR3’, ‘FGD3’}, as shown in

Figure 4.9 - subfigures with PR. The discovered mRNA markers were plotted in

the X-axis and Y-axis alphabetically using their names, as illustrated in Figure

4.9. Herein, it is important to observe the capability of the detected biomarkers

to differentiate the patients with PR+ tumours from PR-negatives effectively.

That means that the expression levels of these mRNAs differ significantly for

patients in PR+ group from the samples in PR- group. Therefore, the discovered

mRNA markers have the potential to be true biomarkers for breast cancer and PR

positivity. The predictive power of the discovered biomarkers was assessed using

the SVM and BDT models, as shown in Appendix B - Figure 12 and Figure 13,

represented by the confusion matrices and the ROC curve plots of these learning

models for the final iteration. The average AUCs over 50 iterations are reported in

Table 4.2. The experimental results reveal that the classification models achieved

a good level of predictive performance over all the datasets, which reflects the

predictivity and robustness of the discovered biomarkers. This is again another

pieced evidence that demonstrates the capability of the proposed evolutionary

mining model to navigate through the large search space of genomic data and

identify an ensemble subset of robust and reproducible biomarkers.

4.4.4 Results and Discussion of Integrated Breast Invasive

Carcinoma Datasets

The proposed evolutionary mining model was then applied to the integrated

breast invasive carcinoma datasets with ER groups: NCP1, NCP2, NCP3, which

are illustrated respectively in Sections 3.4.1.1, 3.4.1.2, 3.4.1.3. Furthermore, the

evolutionary mining model was applied to the integrated datasets with PR groups:

NC, CN, NP, PN, CP, PC, which are explained respectively in Sections 3.4.2.1,

3.4.2.2, 3.4.2.3, 3.4.2.4, 3.4.2.5, 3.4.2.5. Initially, the 5−fold CV procedure was

employed to partition each dataset into 10 random splits, as shown in Appendix

A - Table 7 with ER groups and Table 8 with PR groups. The internal validation

of the evolutionary mining model was verified over 50 iterations to discover the
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most consistently selected predictors. Then, the external validation was adopted

to detect generic biomarkers from the subsets of stable predictors across the inte-

grated datasets for both response groups. The generic mRNAs will be discussed

in the following subsections based on their relevancy to the ER and PR groups.

4.4.4.1 ER Groups

Two biomarkers were detected to be generic, across the integrated invasive car-

cinoma datasets with ER groups, which are {‘ESR1’, ‘CA12’} as shown in

Figure 4.10. The discovered biomarkers were plotted in the X-axis and Y-axis

alphabetically using their names, as illustrated in Figure 4.10. It can be observed

from this figure the potential of the discovered biomarkers to separate the ER-

positive patients from ER-negatives effectively, which refers to the variability in

their expression levels between ER+ and ER- groups. The predictivity of the

detected mRNA markers was assessed using the SVM and BDT classifiers, as

shown in Appendix B - Figure 14 and Figure 15, represented by the confusion

matrices and the ROC curve plots of these learning models for the final iteration.

The average AUCs over iterations are introduced in Table 4.3.

The obtained results of both classification models reveal a high-level of pre-

dictivity, as well as robustness, which validates the capability of the identified

biomarkers to build highly accurate and reliable prediction systems. This, in

turn, validates the performance of the evolutionary mining model to extract use-

ful knowledge from these integrated datasets. Furthermore, the outcomes of our

experiments show that the BDT classifier achieved a higher level of predictive

performance than the SVM model, which verifies the importance of training this

model using more substantial data, whose response groups are well-balanced.

Table 4.3: The performance of the SVM and BDT models built on the generic
biomarkers of the integrated datasets with ER groups.

Dataset SVM BDT

NCP1 0.9344 0.9654
NCP2 0.9356 0.9635
NCP3 0.9374 0.9664
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Figure 4.10: Scatter plots matrices of the generic biomarkers of the integrated
datasets with ER groups.

4.4.4.2 PR Groups

Four biomarkers were found to be generic between the subsets of stable predic-

tors of the integrated invasive carcinoma datasets with PR groups, which are

{‘AGR3’, ‘FGD3’, ‘PGR’, ‘GFRA1’}, as shown in Figure 4.11. The discov-

ered biomarkers were plotted in the X-axis and Y-axis alphabetically using their

names, as shown in Figure 4.11. It is important to observe how the detected

biomarkers exhibit a discrimination capability among PR+ and PR- groups, in
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Figure 4.11: Scatter plots matrices of the generic biomarkers of the integrated
datasets with PR groups.
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which their expression levels show a significant difference across the samples of

different groups. To examine the predictive power of these biomarkers, the SVM

and BDT learning models were trained and then validated using the training-

validation sets that contain only the generic mRNA markers, as shown in Ap-

pendix B - Figures 16, 17, 18, and 19, represented by the confusion matrices and

the ROC curve plots of these learning models for the final iteration. The average

AUCs over 50 iterations are introduced in Table 4.4. The outcomes of our exper-

iments reveal that the prediction models achieved a high-level of generalisability

and robustness over all the datasets, which demonstrates the relevance of the

discovered biomarkers to the status of PR.

4.5 Discussion

This chapter investigated the usefulness of state-of-the-art evolutionary computa-

tion methods, with the goal of developing an effective knowledge discovery model

from HDSSS omics data. To mitigate the limitations reported in the research lit-

erature, the parallel adaptive search of the GA is integrated with the hybrid eval-

uation measurement, based on univariate and multivariate statistical techniques.

Furthermore, the ensemble mining model is employed to provide additional ran-

domness to the selection process, based on GA and produce an ensemble subset of

robust biomarkers. The experimental outcomes generated from the application of

the evolutionary mining model to the ovarian, METABRIC, and breast invasive

carcinoma datasets individually and collectively for both ER and PR groups are

Table 4.4: The performance of the SVM and BDT models built on the generic
biomarkers of the integrated datasets with PR groups.

Dataset SVM BDT

NC 0.8733 0.9286
CN 0.8712 0.9269
NP 0.8807 0.9301
PN 0.8793 0.9284
CP 0.8760 0.9289
PC 0.8807 0.9319
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presented and discussed in this chapter. The results of our experiments reveal

the capability of the proposed model to detect individual indicators that are ro-

bust to irrelevant variabilities in the input, while simultaneously capturing the

required information to recover the data. Furthermore, these generic molecular

markers exhibit a high-level of predictivity, in which their expression levels show

significant differences between the patients with ER+/PR+ tumours and samples

with ER/PR-negative. A high-level of robustness these biomarkers also exhibit

over multiple independent datasets strongly indicate their pervasiveness amongst

a broad range of breast cancer patients.

Leveraging the merits of traditional statistical techniques with evolutionary

computational methods for the purpose of knowledge discovery from HDSSS

omics data contributed to developing an efficient feature mining model. The

only concern about this feature mining model is that the number of the detected

generic biomarkers across the datasets is small. This has driven our research to

explore state-of-the-art deep neural network models, for inferring high-level ab-

stract features from HDSSS omics data. More specifically, to ascertain whether

the automatically extracted hierarchical features produced by such neural net-

work models will offer a distinct advantage over our current evolutionary mining

model for extracting salient biomarkers from omics data. Therefore, in the next

chapter, we will discuss our innovative Deep Feature Mining Model.
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Deep Mining Model

5.1 Introduction

Learning useful knowledge from high dimensional data automatically, without

the need for hand designed features that require domain expertise or ad-hoc spe-

cific methodologies and techniques, is highly desirable. This kind of automated

learning has the potential to identify high-level abstract representations that aid

predictions relevant to precision medicine. The question is: what are the re-

quired elements of a feature learning algorithm to be able to exploit large and

noisy spaces of omics data effectively and discover robust biomarkers? Given

the fact that omics data are more likely to be non-linear in nature [297], there

is a necessity for nonlinear learning that avoids the linear assumptions of tradi-

tional statistical models, in order to discover enough of the meaningful intricacies

underlying these high-throughput data.

In the literature, it has been shown that the shallow architectures of learn-

ing algorithms could lead to a poor generalisation ability, unless a huge number

of samples and resources are provided [21], therefore, there is a significant re-

quirement for feature learning based on deep architectures. Shallow architectures

are more likely to capture low-level features of the input, encoding more noise,

and lacking the variance in training data to constrain the weights and thus rep-

resentations. With deep architectures, the dimensionality can be substantially

reduced, thus the problem can be further abstracted by learning high-level fea-
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tures from low-level representations, allowing better generalisation performance

and knowledge transfer [24, 38, 176]. This necessitates the need for deep feature

learning models that consist of multiple levels of input transformation of increas-

ing abstractions, in order to mitigate against the curse of dimensionality of omics

data.

In addition to the curse of dimensionality, biomarker discovery from omics

data has the additional problem of small sample sizes such that the number of

variables vastly exceeds the number of observations. Research has shown that for

a small training set, the unsupervised pre-training approach that is discussed in

Chapter 2 produces consistently better generalisation performance and prevents

the risk of overfitting [87]. However, as discussed previously, the dimensional-

ity of omics data is high (i.e. tens of thousands of molecules), and that means

that there is an exponential number of possible input configurations. There-

fore, the available biological samples become even increasingly sparse making the

process of discovering plausible and robust input configurations a very difficult

task. Moreover, in genomic datasets, very few genes are expressed reliably at

biologically significant levels and distinguishably from noise and measurement

variation [32]. Consequently, a new feature learning model is introduced based

on a set of non-linear sparse Auto-Encoders that are deliberately constructed in

an under-complete manner to force the network to find progressively the complex

featural representations necessary to capture enough of the important variations

underlying the biological samples. The proposed deep feature learning model

is utilised to discover and interpret important signals from omics data that aid

prediction relevant to precision medicine.

The proposed deep feature learning model applies multiple levels of projec-

tions to the input features to abstract the problem and capture high-level depen-

dencies for achieving a high-level of generalisability. This would be a powerful

feature learning model for high dimensional classification problems. However,

for the problem of knowledge discovery, it is hard to interpret which subsets of

genes were responsible for deriving such predictions. To overcome the inherent

issue of poor explanatory power associated with the deep learning paradigm, a

new weight interpretation method will be presented that aids the researcher in

opening up the so-called black box of the network to ascertain which genes were
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dominant within its internal representations. An interpretation method that can

provide explainability to the black-box problem is crucial to approach AI, so that

a new horizon of knowledge in a wide range of domains can be discovered. The

novel interpretation technique introduced will aid bioinformatics researchers to

open the black box and thereby discover important biomarkers from the latent

representations form such DL models.

Some existing deep learning methods are able to handle curse of dimensional-

ity issues and improve generalisability. However, this is typically at the expense

of long training times, a need for substantial data to train the models, and lack

of transparency in that it is not able to unambiguously state which input features

are responsible for its behaviour. To alleviate these limitations, a novel deep

feature mining model is introduced in this thesis with an explanatory technique

that can be used for discovering robust molecular markers from HDSSS omics

datasets. Unlike other models, our deep mining model can perform deep clas-

sification whilst simultaneously revealing the key factors underlying its hidden

representations. The output decisions of the proposed model were further vali-

dated using appropriate evaluation metrics and independent model validations,

thus providing significant confidence as to the relevance, robustness, and repro-

ducibility of the discovered biomarkers.

5.2 Experimental Design of the Deep Mining

Model

A new deep feature learning model called a Stacked Sparse Compressed Auto-

Encoder is proposed in this thesis to infer useful knowledge from HDSSS omics

data for modelling reliable prediction systems. The Sparse Compressed Auto-

Encoder (SCAE) is simply a feedforward neural network trained with a variant

of backpropagation to reproduce its input signal on its output layer, resulting in a

hidden or latent feature layer of neurons representing the underlying transforma-

tion performed. The principle idea behind our SCAE model is to transform the

original high dimensional omics data into a reduced feature space so that enough

of the interesting complexity can be retained whilst not requiring additional ob-
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servations to further constrain the model. This reduced description of the omics

data is further realised through a regularisation technique within SCAE that

maximises the likelihood of retaining important input signals describing much of

the variance within the data, whilst filtering out the less important and noisy

signals.

The Stacked Sparse Compressed Auto-Encoder (SSCAE) is composed of a

sequence of SCAE trained in a dependent and co-operative manner, where the

hidden feature layer of one model feeds as input to another. The underlying

complexity of omics data is compactly represented with multiple levels of ab-

straction, therefore, we apply a greedy recursive approach to transforming the

input signals containing tens of thousands of genes into a hidden representation

of a lower dimension and higher abstraction, which is then provided as input to

another SCAE, which encodes this further at a higher abstract level and so on.

The resulting abstract hidden layer is then provided as input to the final layer of

SSCAE (i.e. the output layer), which is a softmax classification layer trained to

classify the input as belonging to either a patient with or without cancer.

In addition, we augmented a novel weight interpretation feature into SSCAE

such that we were able to determine which original features on the input layer

were most highly predictive, positively and negatively associated with the positive

patient groups e.g. cancer, ER+/PR+. Therefore, two types of outcomes were

revealed by our deep mining model, both indicating strong likelihoods of a patient

having cancer. The first outcome indicated a subset of highly positively-weighted

genes whereby the amplifications and gains in the gene expression levels were

associated with the likelihood of a patient having cancer. Conversely, the second

outcome revealed another subset of genes that were highly negatively-weighted

and coincided with significant downregulation in the gene expression levels, and

again indicated the strong likelihood of a patient having cancer.

5.2.1 Auto-Encoder

An autoencoder (AE) is a neural network model that is trained to map an input

x into a hidden representation y using an encoding function f , where g is a

decoding function that transforms y to construct z as closely as possible to x.
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The encoder is a non-linear sigmoid function s that transforms the input vector x

into the hidden representation y, which is expressed as fθ(x) = s(Wx + b) with

parameters θ = {W, b}. The weight matrix W is d′ × d, where d corresponds

to the dimension of x and d′ corresponds to the dimension of y, and b is an

offset vector of dimensionality d′. The decoder is a non-linear sigmoid function

s that transforms back the hidden representation y to construct the vector z

of dimensional d, which is expressed as z = gθ(y), where gθ(y) = s(W′y + b′)

with the parameters θ′ = {W ′, b′}. The learning process relies on finding the

parameters θ that significantly minimise the cost function, which measures the

discrepancy between the original data x and its reconstruction z.

5.2.2 Sparse Compressed Auto-Encoder

A Sparse Compressed Auto-Encoder (SCAE) is an AE that adds sparsity penalty

to the compressed representations to react to distinctive generic features from

HDSSS data. Sparsity refers to render the units of hidden layers to be at or near

zero so that most factors become irrelevant and few are relevant and insensitive to

irrelevant variations. Under-complete or compressed representations corresponds

to that the code dimensions (i.e code refers to the hidden layer with the lowest

number of dimensions that captures the most abstract features encoded) tend to

be smaller than input dimensions. For the SCAE, z is not supposed to be an

exact reconstruction of x, but rather it is meant to be a rough approximation

(within an allowable error tolerance) that is less sensitive to variations from the

training data leading to avoid the risk of overfitting where very low bias and high

variance might be obtained. Moreover, generating a rough approximation will

force the network to learn some kind of meaningful relationships between vari-

ables. Furthermore, placing constraints on the compressed AE leads to activate

hidden neurons in response to given input contributing to distilling effectively

enough of the interesting complexity underlying the representative samples that

can approximate the input distribution.

Let ρ̂i = 1
n

∑n
j=1 aixj be the activation of hidden neuron i over a collection of

training examples. Neuron i is considered active if the average activation value

over all the training examples is close to 1, or inactive if the average value over
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all the training examples is close to 0. Enforcing the constraint ρ̂i = ρ, where ρ is

the sparsity parameter, which takes a small values close to zero (e.g. ρ = 0.05).

As explained previously, a low activation value means that the hidden neuron

reacts to a small number of the training examples, which means different groups

of hidden neurons assigned to different statistical features. These patterns of

activation can be statistically more efficient since a large number of possible sets

of features can be activated in response to given input. Therefore, a regulariser

is added to the cost function to enforce the values of ρ̂i to be low as follows:

Ωsparsity =
d′∑
i=1

ρ log(
ρ

ρ̂i
) + (1− ρ) log(

1− ρ
1− ρ̂i

). (5.1)

In order to reduce the magnitude of the weights and avoid the risk of overfitting

so that the learned representations rely on the input features rather than the

deep network structure, L2 regularisation term on the weights is added to the

cost function as follows:

Ωweights =
1

2

L∑
l

n∑
j

k∑
i

(W l
ji)

2, (5.2)

where L is the number of hidden layers, n is the number of examples, and k is

the number of variables. The loss function of training the SCAE is sparse mean

squared error (MSE) function, which is formulated as follows:

MSE =
1

N

N∑
n=1

K∑
k=1

(xkn − zkn)2 + λ× Ωweights + β × Ωsparsity, (5.3)

where λ controls the impact of the weight regulariser in the cost function, and

β controls the impact of the sparsity regulariser in the cost function. When

handling a high dimensional problem, deep network models involve adjustment

of thousands of weights, thus the optimisation techniques should be applicable

to these large-scaled problems. Several research studies [98, 109, 128, 238] have

shown the feasibility of the scale conjugate gradient descent method to deal with

high dimensional problems in an effective way. Therefore, the SCAE is trained
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with scaled conjugate gradient backpropagation method [212].

5.2.3 Stacked Sparse Compressed Auto-Encoder

The Stacked Sparse Compressed Auto-encoder (SSCAE) can be developed using

a series of SCAEs. The encoding procedure of the SSCAE that has l layers

can be expressed as follows: y = fl(...fi(...f1(x))), where fi is the encoding

function of the module i, while the decoding procedure can be defined as: z =

gl(...gi(...g1(y))), where gi is the decoding function of the level i. A series of CV

experiments are conducted to assess the performance of the selected modules and

identify the best performing one based on validation performance. Therefore,

the SSCAE is designed with four layers of dimensions 500, 200, 100, and 50.

Then, the output of the fourth layer is employed to train the softmax layer for

classification by forcing the output layer of the SSCAE to sum to 1, so that

it is forcing backpropagation to be aware of the whole output layer hence this

activation function transforms a vector rather than a scalar (net input) like a

sigmoid function. The SoftMax neural network layer was trained in a supervised

fashion based on the Cross-Entropy (CE) function:

CE =
1

n

n∑
j=1

k∑
i=1

tij ln yij + (1− tij) ln(1− yij). (5.4)

where n is the total number of the training examples, and k is the number of the

response groups, tij is the ijentry of the group matrix, which is k × n matrix,

and yij is the ith output from the SCAE when the input vector is xj. The CE

function of the SoftMax layer is optimised using the scaled conjugate gradient

method [212]. The response group was represented in the output layer coded as

0 for Normal and 1 for Cancer for ovarian cancer dataset. For the METABRIC

dataset with Estrogen Receptor, the response groups were encoded in the out-

put layer as 0 for Negative Estrogen Receptor (ER-) and 1 for Positive Estrogen

Receptor (ER+). For the METABRIC dataset with Progesterone Receptor, the

response groups were encoded in the output layer as 0 for Negative Progesterone

Receptor (PR-) and 1 for Positive Progesterone Receptor (PR+). The SSCAE

is trained in a supervised fashion based on the CE function of Equation 5.4 and
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Figure 5.1: An illustration of the validation performance of the SSCAE.

the SCG optimisation method [212], using the full training set and then it is

validated using the full corresponding validation set, as shown with performance,

represented by the confusion matrix and the ROC curve plots of Figure 5.1 -

(ovarian cancer dataset at fold 1). To account for variance in the performance

estimation, the SSCAE is trained using variant sets of training samples and the

average predictive performance is reported. Furthermore, the performance of

each trained SCAE module is validated using the MSE, between the validation

set and its reconstruction, which is predicted by the SCAE that was trained on

the corresponding training set as shown in Appendix A. The capability to form

deep feature hierarchies by stacking the unsupervised modules with the SoftMax

classifier results in forming highly non-linear representations that preserve the

key determinants within the original data. The high-level representations cap-

ture high-level dependencies between features, and this leads to discovering the

underlying abstractions needed for solving this complex detection problem.

However, due to the multiple levels of transformations that the SSCAE per-

forms to the input features, it is hard to recognise which subsets of genes or

proteins constituted the latent representations of the SSCAE and were responsi-

ble for playing a significant role in deriving such predictions. This may not be

an issue for some domains because it can easily validate the obtained results.

However, providing explainability to disease diagnosis and prognosis systems is
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a crucial factor to develop a reliable prediction system that can be employed in

clinical practice. Furthermore, stating which phenotypes are responsible for such

predictions increases the certainty in the decision-making process. The difficulty

of deconstructing DL methods remains a major obstacle for employing these ad-

vance techniques in omics data analysis for the goal of biomarker identification.

In this research project, a new interpretation method called deep mining is in-

troduced to decode the mechanism of the SSCAE so that a reduced set of highly

predictive and reliable biomarkers can be derived effectively.

5.2.4 A New Weight Interpretation Method

Several hypotheses, that have been proposed in the literature to justify why the

unsupervised pre-training approach works well, highlighted the importance of

finding the appropriate weights in guiding the learning process towards discover-

ing a good representation similar to the optimisation [177] and regularisation [87]

hypotheses. The learning process of DL models can be described as fitting weight

parameters in a way that can significantly minimise the loss function. For a shal-

low AE, the weight of each variable reflects its contribution on the node’s activity

so that the signal with a larger weight has a greater impact. However, given the

deep architecture of the SSCAE, how can we measure the contribution of each

feature?

When the SSCAE model is trained using the training set, the classification

errors can be back-propagated through the layers of the SSCAE to the input

layer to estimate the individual contribution of each variable. That mean that

the impact of each variable on the classification accuracy is forward-propagated

from the input layer through the layers of the Deep network. Since the weight

is the main indicator of variables importance, the relevancy of each feature can

be detected through leveraging the Input Weight matrix of the SSCAE, with its

Layers Weight matrices. The Input Weight matrix (IW) of the SSCAE is d′× d,

where d corresponds to the dimension of x and d′ corresponds to the dimension of

y(1). The Layer Weight matrix (LWi) of layer l(i) of the SSCAE is d′ × d, where

d corresponds to the dimension of y(i−1) and d′ corresponds to the dimension of

y(i), and for L layers of the SSCAE. Therefore, leveraging the (IW) of the SSCAE
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Figure 5.2: Histogram of z-scores of the weight vector.

with its Layers Weight (LWs) matrices results in defining the importance of each

variable and as follows:

DM = IW>
L∏
i=1

LW>
i . (5.5)

which results in a d×1 weight vector called DM, where d corresponds to the num-

ber of features in the original datasets. Therefore, each gene has a weight score

that indicates its integrated impact over the depth of the SSCAE and reflects

its contribution. The weights of the features in DM are distributed symmetri-

cally and roughly center at 0, and the weight vector DM resembles a normal

distribution, as shown in Figure 5.2 - (ovarian cancer dataset at fold 1). A small

percentage of features in the DM exhibit High Positive (HP) or High Negative

(HN) weight, as shown in Figure 5.2. Two lists of genes with a length of the code

dimension (i.e. 50): 1) with HP weight and 2) with HN weight are detected.
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To examine the consistency of feature extraction of the SSCAE together with

the deep mining model across the variations in the training data, k weight vectors

DMs are obtained over CV iterations, thus k lists of genes with HP weight and

k lists of genes with HN weight are generated. The positive lists are compared to

find the most frequently selected predictors and the negative lists are examined

to declare the most consistently detected predictors. As mentioned previously in

Section 2.10, the generalisability criterion can be considered the highest valida-

tion tool for verifying the outcomes of the feature mining models proposed for

biomarker identification from omics data. Therefore, the discovered subsets of

consistently selected predictors with HP weight are examined to detect generic

molecular markers across multiple independent datasets. By the same way, the

identified subsets of stable predictors with HN weight are investigated to detect

a generic subset of biomarkers over a wide range of independently generated data

samples.

This weight interpretation method expands our deep learning model to include

a feature selection method in addition to the feature extraction capacity already in-

herent within this paradigm. As a result, two smaller subsets of robust molecular

markers are produced, one corresponding to those genes that are highly expressed

for most of the patients from the positive group compared to the negatives; and

the other subset refers to those genes that are highly expressed for most of the

samples in the negative group compared to the positives. Our novel deep mining

model provides yet another arrow within the quiver of bioinformaticians for dis-

covering and evaluating new biomarkers that may help further the endeavour of

producing more effective and personalised medicine.

5.3 Results and Discussion

This section presents the analysis performed to evaluate the empirical perfor-

mance of the proposed SSCAE and deep mining model. Firstly, the strati-

fied 5−fold CV procedure was used to randomly partition each dataset into 10

training-validation random splits, as illustrated in Appendix A. At each itera-

tion, the SSCAE was applied to the training dataset, in order to learn compact

and meaningful representations from its high dimensional space for developing
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a robust DL prediction model. The performance of the SSCAE was validated

using the corresponding validation set, as illustrated in Appendix B, and the

average AUC is reported over iterations. Each trained SCAE module was also

assessed using the MSE, between the validation set and its reconstruction, which

was predicted by the SCAE that was trained using the corresponding training set

as shown in Appendix A.

Simultaneously, the proposed deep mining model was applied at each iteration

to define two lists of candidate features with HP and HN weight. Over CV

iterations, the five identified groups of features with HP weight were compared

to provide a subset of stable predictors for each dataset and by the same way, a

subset of stable predictors with HN weight was produced. The subsets of stable

predictors with HP weight were examined and the subsets of stable predictors

with HN weight were compared to define generic molecular markers across a

wide range of independently generated data samples. The discovered subsets of

the generic biomarkers with HP and HN weight were used to build prediction

models individually and collectively using the SVM and BDT classifiers in order

to evaluate their relevance to the clinical outcomes.

5.3.1 Results and Discussion of Ovarian Cancer Dataset

This section presents and discusses the experimentally obtained results of apply-

ing the proposed SSCAE and deep mining model to the ovarian cancer dataset,

(which is discussed in Section 3.6). Initially, the 5−fold CV procedure was utilised

to divide the dataset randomly into 10 random partitions, as shown in Appendix

A - Table 1. At each iteration, the SSCAE was trained using the training observa-

tions and validated using the corresponding validation set, as shown in Appendix

B - Figure 1, represented by the confusion matrix and the ROC curve plot of

the SSCAE for the final iteration. The average AUC of the SSCAE over CV

iterations is 0.9843. The high performance of the SSCAE reveals that this deep

feature learning model was able to discover a relevant and robust representation

from the ovarian cancer data, thus a highly accurate and reliable prediction model

was formed. Furthermore, the performance of each trained SCAE module was

also evaluated using the MSE between the validation set and its reconstruction
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Figure 5.3: Scatter plots matrix of the stable predictors (index) with HP weight
of ovarian cancer dataset.

as shown in Appendix A - Table 2.

Simultaneously, the deep mining model was executed at each iteration to de-

cipher which combination of key features constituted the latent representations

of the SSCAE. Examining the ten obtained lists of proteins resulted in finding 6

stable predictors with HP weight, as shown in Figure 5.3 and 13 stable predictors

with HN weight, as shown in Figure 5.4. The biomarkers were plotted in the

X-axis and Y-axis ascendingly, using their index, as illustrated in Figures 5.3,

with HP weight and 5.4 with HN weight. At this point, it is relevant to observe

that the intensity values of the stable proteins with HP weight for the patients

who suffer from cancer are more likely to be higher than their intensity values

for most of the normal samples, contrary to the intensity distributions of the

104



5. Deep Mining Model

Figure 5.4: Scatter plots matrix of the stable predictors (index) with HN weight
of ovarian cancer dataset.

stable proteins with HN weight, where their values for the normal observations

are more likely to be higher than their intensity values for most of the ovarian

cancers. Firstly, this demonstrates the efficiency of the proposed SSCAE to cap-

ture intrinsic structure in serum (blood)-derived proteomic data. Secondly, it is

a strong indicator that the proposed deep mining model was able to deconstruct

the SSCAE and interpret its weight matrices effectively, so that the proteomic

patterns that can differentiate between the patients with ovarian cancer from the

women without ovarian cancer were detected in two forms.

The subsets of stable predictors, that are shown in Figures 5.3 and 5.4, were

used separately and collectively to construct the SVM and BDT classifiers and

the average performance of these prediction models is presented in Table 5.1.

105



5. Deep Mining Model

The obtained results show that both classification models achieved a high-level

of accuracy, using the ensemble subset of stable predictors with HP and HN

weight (i.e. All). The experimentally obtained outcomes of METABRIC dataset

is presented in the following section along with a detailed discussion.

5.3.2 Results and Discussion of METABRIC Dataset

This section presents and discusses the experimental outcomes of applying the

SSCAE and deep mining model to the METABRIC dataset with ER and PR

groups, (which is illustrated in Section 3.5). Initially, the 5−fold CV proce-

dure was utilised to divide the dataset randomly into non-overlapping training-

validation sets, as shown in Appendix A - Table 1. At each iteration, the SSCAE

was trained using the training dataset and validated using the corresponding

validation observations as shown in Appendix B - Figure 1 represented by the

confusion matrices and the ROC curve plots of the SSCAE for the final iteration.

The average AUCs of the SSCAE over CV iterations are 0.9884 and 0.9380 for

ER and PR groups respectively. The outcomes of our experiments reveal that the

newly learned features by the SSCAE contributed to developing a highly accu-

rate and robust prediction model. Furthermore, the performance of each trained

SCAE module was validated using the MSE between the validation set and its

reconstruction as shown in Appendix A - Table 2.

For ER groups, the application of the deep mining model, based on the inter-

nal validation over variant groups of samples, generated a subset of 25 consistently

selected predictors with HP weight, to be associated with ER groups, as shown in

Figure 5.5. The mRNA markers were plotted in the X-axis and Y-axis alphabet-

ically using their names, as illustrated in Figure 5.5. This figure illustrates how

the expression levels of the detected genes with HP weight differ significantly be-

Table 5.1: The performance of the SVM and BDT models built on the stable
predictors of ovarian cancer dataset.

SVM-HP SVM-HN SVM-All BDT-HP BDT-HN BDT-All

0.8886 0.8975 0.9227 0.8726 0.8828 0.8964
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Figure 5.5: Scatter plots matrix of the stable predictors with HP weight of
METABRIC dataset with ER groups.

tween ER-positives and ER-negatives. Furthermore, the examination of the five

discovered subsets of candidate genes with HN weight produced 7 stable predic-

tors, as presented in Figure 5.6. As mentioned previously, the mRNA markers

were plotted in the X-axis and Y-axis alphabetically using their names, as illus-

trated in Figure 5.6. It can be observed in this figure that the expression levels

of the recognised set of stable genes with HN weight for the patients with ER+

tumours are more likely to be lower than their expression levels for most of the

samples from ER- group.

For PR groups, investigating the consistency of selection of the proposed SS-

CAE together with the deep mining model resulted in finding 6 consistently

selected predictors with HP weight, as shown in Figure 5.7. The discovered mR-

NAs were plotted in the X-axis and Y-axis alphabetically using their names, as

illustrated in Figure 5.7. This figure demonstrates the discrimination power of

these robust genes to differentiate the patients with PR-positive tumours from

PR- samples effectively. Moreover, the comparison of the selected lists of candi-

date mRNAs with HN weight led to identifying 5 stable predictors as illustrated

in Figure 5.8. The discovered mRNAs were plotted in the X-axis and Y-axis

107



5. Deep Mining Model

Figure 5.6: Scatter plots matrix of the stable predictors with HN weight of
METABRIC dataset with ER groups.

alphabetically using their names, as illustrated in Figure 5.8. It can be observed

in this figure that the expression levels of the discovered set of stable genes with

HN weight are more likely to be higher for the PR-negatives than most of the

patients from PR+ group, as shown in Figure 5.8.

Herein, it is very important to observe that the expression levels of HP

weighted mRNA markers are more likely to be higher for the patients with

ER+/PR+ tumours than most of the ER/PR-negative samples, as shown in

Figures 5.5 and 5.7. In contrast, the biomarkers with HN weight exhibit higher

expression levels for the observations from ER-/PR- groups, compared to the

ER/PR-positive patients, as shown in Figures 5.6 and 5.8. This mechanism

has also been recognised with the experimental outcomes of the ovarian cancer

dataset, where HP weighted proteins exhibit high intensity values for the cancer
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Figure 5.7: Scatter plots matrix of the stable predictors with HP weight of
METABRIC dataset with PR groups.

patients, compared to the normal samples in contrast to the discovered proteins

with HN weight, which show low intensity values for the cancers, in comparison

to the normals. Thus, this is significant evidence that verifies firstly the effec-

tiveness of the SSCAE to discover robustly differentially expressed genes from

HDSSS genomic data and assign reliably HP and HN weight to these potential

biomarkers. Secondly, this demonstrates the capability of deep mining model to

interpret the weight matrices of the SSCAE and identify effectively the key genes

underlying its latent representation that are positively and negatively associated

with breast cancer and ER/PR positivity.

The SVM and BDT classifiers were trained using the selected subsets of stable

mRNA markers with HP and HN weight separately and collectively. The predic-
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Figure 5.8: Scatter plots matrix of the stable predictors with HN weight of
METABRIC dataset with PR groups.

tive performance of the learning models was validated using the corresponding

Table 5.2: The performance of the SVM and BDT models built on the stable
predictors of METABRIC dataset with ER and PR groups.

The subset of SVM BDT

HP genes with ER 0.9820 0.9853
HN genes with ER 0.9023 0.8838
All genes with ER 0.9855 0.9850
HP genes with PR 0.9825 0.9815
HN genes with PR 0.7290 0.7143
All genes with PR 0.9815 0.9824
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validation set and the average AUCs over CV iterations are presented in Table 5.2.

For ER groups, the experimental outcomes show that the HP weighted biomarkers

contributed to constructing more highly accurate and robust prediction models

than HN weighted biomarkers, and integrating the subsets has improved the per-

formance of SVM model only very slightly. Similar findings were also obtained

for PR groups, such that the performance of the classification models built on

the HP weighted biomarkers is significantly higher than its performance when

trained using the mRNA markers with HN weight. Moreover, integrating both

subsets has improved the performance of the BDT model only and very slightly.

5.3.3 Results and Discussion of Breast Invasive Carci-

noma Datasets

This section presents and discusses the application of the proposed SSCAE to-

gether with deep mining interpretation method to the breast invasive carcinoma

datasets: (Nature 2012), (Cell 2015), and (Provisional), which are explained re-

spectively in Sections 3.3.1, 3.3.2, 3.3.3. Initially, the 5−fold CV procedure was

employed to partition each dataset into 10 random training-validation sets, as

shown in Appendix A - Table 3, with ER groups and Table 4 with PR groups. At

each iteration, the SSCAE was trained using the training samples and validated

using the corresponding validation samples, as shown in Appendix B - Figures

2, with ER groups and 3 with PR groups, represented by the confusion matrices

and the ROC curve plots of the SSCAE for the final iteration. Then, the average

predictive performance of the SSCAE is introduced. Furthermore, the perfor-

mance of each trained SCAE module was validated using the MSE between the

validation set and its reconstruction, as shown in Appendix A - Table 5, with ER

groups and Table 6 with PR groups. The outcomes of our experiments for ER

and PR groups will be discussed in the following subsections.

5.3.3.1 ER Groups

The aim of applying the proposed SSCAE to the breast invasive carcinoma

datasets is to extract relevant knowledge for estimating the status of ER. There-

fore, the predictive performance of the SSCAE was assessed using AUC as shown
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in Table 5.3. The obtained results reveal that the SSCAE achieved high-levels

of generalisation and robustness for all of the datasets, which provides strong

evidence that very useful representations were discovered.

The deep mining model based on the internal validation approach was ap-

plied to interpret the weight matrices of the SSCAE. As a result, a subset

of consistently selected predictors with HP weight and a subset of stable pre-

dictors with HN weight, were generated over iterations for each breast can-

cer dataset. Then, the external validation approach was applied to examine

the potential of the proposed SSCAE and deep mining model to generalise to

wider populations. Thus, the outcome was that 16 mRNA markers with HP

weight were found to be generic across the datasets. The generic biomarkers

are: {‘AGR3‘, ‘ESR1’, ‘GFRA1’, ‘SIAH2’, ‘SLC39A6’, ‘SCUBE2’, ‘C6orf97’,

‘ANXA9’, ‘CA12’, ‘NAT1’, ‘GATA3’, ‘PCP2’, ‘FSIP1’, ‘EVL’, ‘LRRC56’, ‘IG-

FALS’}, as shown in Figure 5.9. The discovered mRNAs were plotted in the

X-axis and Y-axis alphabetically using their names, as illustrated in Figure 5.9.

Furthermore, applying the generalisability criterion resulted in finding 16 mRNA

markers with HN weight to be generic across (Nature 2012), (Cell 2015) and

(Provisional) datasets. The generic biomarkers are: {‘PSAT1’, ‘PPP1R14C’,

‘TMEM40’, ‘VGLL1’, ‘C1orf106’, ‘BBOX1’, ‘SOX11’, ‘PROM1’, ‘DKK1’, ‘PAR-

RES1’, ‘S100A8’, ‘S100A9’, ‘TRPV6’, ‘B3GNT5’, ‘KRT16’, ‘KRT81’}, as shown

in Figure 5.10. As mentioned previously, the discovered mRNAs were plotted in

the X-axis and Y-axis alphabetically using their names, as illustrated in Figure

5.10.

Both Figures 5.9 and 5.10 illustrate the capability of the identified biomarkers

with HP and HN weight to separate the patients with ER+ tumours from the ER-

Table 5.3: The performance of the SSCAE of the breast invasive carcinoma
datasets with ER groups.

Dataset AUC

(Nature 2012) 0.9404
(Cell 2015) 0.9406
(Provisional) 0.9385
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Figure 5.9: Scatter plots matrices of the generic biomarkers with HP weight of
the breast invasive carcinoma datasets with ER groups.
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Figure 5.10: Scatter plots matrices of the generic biomarkers with HN weight of
the breast invasive carcinoma datasets with ER groups.
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samples over all the datasets. Herein, it is important to observe that the generic

biomarkers with HP weight are highly expressed for the observations from ER+

group compared to the ER- samples, as shown in Figure 5.9. In contrast, the HN

weighted mRNA markers are highly expressed for the ER-negatives compared

to the ER-positives, as shown in Figures 5.10. This has also been recognised

with the ovarian cancer dataset in Section 5.3.1 and the METABRIC dataset

in Section 5.3.2. Therefore, there is a high potential that HP weight had been

assigned by the SSCAE to the differentially expressed genes or proteins whose

values for the positive cases are more likely to be higher than their values for

the negatives. While the SSCAE had assigned HN weight to the deferentially

expressed genes or proteins whose levels for the negative samples are more likely

to be higher than their levels for the positive patients. Firstly, this mechanism

demonstrates the potential of the SSCAE to exploit the unknown structure of

genomic and proteomic data and capture high-level abstract and generic features.

Secondly, this is strong evidence that supports the validity of the new weight

interpretation method to overcome the issue of poor explanatory power associated

with the deep learning and aid the researcher in opening up the so-called black

box of the network to ascertain which genes were dominant within its internal

representations.

The relevancy of the discovered subsets of the generic mRNA markers with

HP and HN weight to the status of ER was evaluated individually and collectively

using the SVM and BDT classifiers. The average predictive performance of both

prediction models is shown in Table 5.4. The obtained results reveal that SVM

and BDT models built on the generic biomarkers with HP weight achieved higher

levels of performance than when they were trained using the generic biomarkers

Table 5.4: The performance of the SVM and BDT models built on the generic
biomarkers of the breast invasive carcinoma datasets with ER groups.

Dataset SVM-HP SVM-HN SVM-All BDT-HP BDT-HN BDT-All

(Nature 2012) 0.9331 0.8695 0.9304 0.9052 0.8585 0.9034
(Cell 2015) 0.9340 0.8673 0.9340 0.9177 0.8726 0.9300
(Provisional) 0.9388 0.8714 0.9233 0.8847 0.8650 0.9244
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with HN weight. Furthermore, the ensemble subset of the generic biomarkers (i.e.

All) has improved only the predictive performance of the BDT model for (Cell

2015) and (Provisional) datasets. The application of the SSCAE together with

the deep mining model based on the defined assessment criterion: predictivity,

stability, and generalisability to the breast invasive carcinoma datasets produced

two subsets of relevant, robust, and reproducible biomarkers. In this research, it

has been shown how the discovered mRNA markers with HP weight exhibit a pos-

itive association with ER positivity where an inverse association was recognised

between the identified biomarkers with HN weight and high ER levels. A detailed

discussion about the type of relationship between the discovered biomarkers and

breast cancer and ER/PR positivity will be overviewed in Chapter 6.

5.3.3.2 PR Groups

The proposed SSCAE was also applied to the breast invasive carcinoma datasets

to capture relevant knowledge for estimating the status of PR. Therefore, at each

iteration, the SSCAE was trained using the training set and validated using the

corresponding validation observations and its average predictive performance is

shown in Table 5.5. The empirical outcomes show the capability of the SSCAE to

estimate the status of PR over all the datasets with a good-level of predictivity,

which reflects the usefulness of the newly discovered features.

Afterwards, the deep mining model based on the internal validation approach

was applied to identify a subset of consistently selected predictors with HP weight

and a subset of stable predictors with HN weight for each dataset. The inves-

tigation of the generalisation capability of the SSCAE together with the deep

mining model led to detect 10 generic mRNA markers with HP weight across

Table 5.5: The performance of the SSCAE of the breast invasive carcinoma
datasets with PR groups.

Dataset AUC

(Nature 2012) 0.8892
(Cell 2015) 0.8975
(Provisional) 0.8846
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(Nature 2012), (Cell 2015) and (Provisional) datasets. The biomarkers are:

{‘FGD3’, ‘GFRA1’, ‘GRPR’, ‘PGR’, ‘SUSD3’, ‘GREB1’, ‘SIAH2’, ‘SCUBE2’,

‘AGR3’, ‘PGLYRP2’}, as shown in Figure 5.11. The discovered mRNAs were

plotted in the X-axis and Y-axis alphabetically using their names, as illustrated

in Figure 5.11. Furthermore, 10 generic mRNA markers with HN weight were

detected across the breast invasive carcinoma datasets, which are: {‘LAD1’,

‘ATP6V0A4’, ‘NXPH1’, ‘C9orf58’, ‘CLCA2’, ‘FGFR4’, ‘PPP1R1A’, ‘TRPV6’,

‘C1orf115’, ‘TSPAN8’}, as shown in Figure 5.12. The discovered mRNAs were

plotted in the X-axis and Y-axis alphabetically using their names, as illustrated

in Figure 5.12. Figure 5.11 and Figure 5.12 illustrate the capability of the subsets

of discovered biomarkers with HP and HN weight to distinguish the patients with

PR+ tumours from the PR-negative samples over all the datasets.

In these matrices of plots, we can also observe that the expression levels of

HN weighted mRNAs for the PR-negatives are generally higher than their ex-

pression levels for the patients with PR+ tumours, as shown in Figure 5.12, in

contrast to the HP weighted biomarkers whose expression levels for the patients

from the PR+ group are more likely to be higher than most of the samples from

PR- group, as shown in Figure 5.11. The consistency of obtaining this decoding

pattern demonstrates the effective mechanism of the deep mining model for open-

ing up the black box of the SSCAE in a steady way. For further verification, the

performance of the SVM and BDT classifiers trained using the training set that

contains only the selected subsets of the generic biomarkers (separately and collec-

tively) was validated using the corresponding validation set. The average AUCs

over CV iterations are shown in Table 5.6. The outcomes of our experiments

reveal that the SVM and BDT classifiers trained using the generic biomarkers

Table 5.6: The performance of the SVM and BDT models built on the generic
biomarkers of the breast invasive carcinoma datasets with PR groups.

Dataset SVM-HP SVM-HN SVM-All BDT-HP BDT-HN BDT-All

(Nature 2012) 0.8428 0.8040 0.8532 0.8564 0.7885 0.8588
(Cell 2015) 0.8432 0.7994 0.8469 0.8654 0.7990 0.8637
(Provisional) 0.8566 0.8042 0.8521 0.8683 0.8038 0.8726
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Figure 5.11: Scatter plots matrices of the generic biomarkers with HP weight of
the breast invasive carcinoma datasets with PR groups.
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Figure 5.12: Scatter plots matrices of the generic biomarkers with HN weight of
the breast invasive carcinoma datasets with PR groups.
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with HP weight achieved higher levels of performance than when they trained

using the generic biomarkers with HN weight. Furthermore, the integration of

the biomarkers with HP and HN weight (i.e. All) has generally improved the

predictive performance of both classification models very slightly. The utilisation

of the SSCAE to derive cancer markers from breast invasive carcinoma datasets

led to construct accurate and reliable prediction systems. Furthermore, the deep

mining interpretation method contributed adding the explanatory power to that

deep feature learning model and identify two subsets of salient, invariant, and

generic mRNA markers that are associated positively and negatively to breast

cancer and PR positivity.

5.3.4 Results and Discussion of Integrated Breast Invasive

Carcinoma Datasets

The presented SSCAE was applied to the integrated breast invasive carcinoma

datasets with ER groups: NCP1, NCP2, NCP3, which are illustrated respec-

tively in Sections 3.4.1.1, 3.4.1.2, 3.4.1.3. Moreover, the SSCAE was utilised to

learn useful representations from the integrated datasets: NC, CN, NP, PN, CP,

PC, which are explained respectively in Sections 3.4.2.1, 3.4.2.2, 3.4.2.3, 3.4.2.4,

3.4.2.5, 3.4.2.5 for estimating the status of PR. Initially, the 5−fold- CV procedure

is employed to partition each integrated dataset into 10 training-validation sets,

as shown in Appendix A - Tables 7 with ER groups and 8 with PR groups. At

each iteration, the SSCAE was trained using the training samples and validated

using the corresponding validation samples, as shown in Appendix B - Figure 4

with ER groups and Figures 5 and 6 with PR groups, represented by the con-

fusion matrices and the ROC curve plots of the SSCAE for the final iteration.

Furthermore, the performance of each trained SCAE module was validated using

the MSE between the validation set and its reconstruction, as shown in Appendix

A - Table 9 with ER groups and Table 10 with PR groups. The obtained results

of applying the SSCAE to the integrated datasets with ER and PR groups are

presented in the following sections.
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5.3.4.1 ER Groups

The SSCAE was applied to the integrated datasets: NCP1, NCP2, NCP3 for

predicting the status of ER based on learning high-level relevant features. The

average predictive performance of the SSCAE over CV iterations is shown in Table

5.7. The outcomes of our experiments reveal that the SSCAE is performing as a

highly predictive and robust classification model, which reflects its capability to

learn deeply high-level abstract features that fully recovered the data. In addition,

the experimental outcomes show an improvement in the predictive performance

of the SSCAE when trained using the integrated datasets: NCP1, NCP2, NCP3,

compared with its performance using the breast invasive carcinoma datasets with

ER groups separately as shown in Table 5.3. This demonstrates the importance of

having more substantial data and enough representative samples for each response

group for achieving higher-levels of generalisation.

The proposed deep mining model based on the internal and external validation

was also applied to the integrated datasets with ER groups to detect potential

biomarkers on the basis of stability and generalisability. As a result, 12 mRNA

markers with HP weight were found to be generic across the datasets: NCP1,

NCP2, NCP3. The biomarkers are: {‘AGR3’, ‘ANXA9’, ‘C6orf97’, ‘ESR1’,

‘GFRA1’, ‘NAT1’, ‘PCP2’, ‘SIAH2’, ‘SLC39A6’, ‘SCUBE2’, ‘CA12’, GATA3’},
as shown in Figure 5.13. The biomarkers were plotted in the X-axis and Y-axis

alphabetically according to their names, as illustrated in Figure 5.13. This Fig-

ure illustrates the potential of the discovered biomarkers to separate the samples

with ER-positive tumours from the ER-negatives effectively. Moreover, the com-

parison of the identified subsets of stable predictors with HN weight produced 16

generic mRNAs which are {‘B3GNT5’, ‘BBOX1’, ‘Clorf106’, ‘DKK1’, ‘HRASLS’,

Table 5.7: The performance of the SSCAE of the integrated datasets with ER
groups.

Dataset AUC

NCP1 0.9819
NCP2 0.9881
NCP3 0.9886
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‘KRT16’, ‘PPP1R14C’, ‘PPP1R1A’, ‘PROM1’, ‘PSAT1’, ‘PARRES1’, ‘S100A8’,

‘S100A9’, ‘SOX11’, ‘TMEM40’,‘VGLL1’}, as illustrated in Figure 5.14. The mR-

NAs were plotted in the X-axis and Y-axis alphabetically according to their

names, as illustrated in Figure 5.14. This Figure presents the ability of the

detected genes to discriminate the patients with ER+ tumours from the obser-

vations in the ER-negative group effectively.

Herein, with the integrated datasets: NCP1, NCP2, NCP3, we can also ob-

serve that the SSCAE had assigned HP weight to the differentially expressed

genes, which exhibit higher expression levels for the ER+ patients, in compari-

son to their expression levels for the ER-negatives, as shown in Figure 5.13. In

contrast, the HN weights had been assigned to the key genes that are highly

expressed for the ER-negative samples compared to their expression levels for

the ER-positives, as shown in Figure 5.14. This is another strong evidence that

demonstrates firstly the efficacy of the SSCAE to distil relevant variations from

the large and noisy feature spaces of genomic data. Secondly, it promotes the va-

lidity of the proposed deep mining model as a powerful interpretation method that

can deconstruct the internal state of such deep feature learning models and add

explainability for the goal of identifying highly predictive and robust biomarkers

that are related to the disease and the clinical outcome in two forms.

To investigate the predictivity of the discovered subsets of generic biomark-

ers, the performance of the SVM and BDT classifiers built on these subsets of

mRNA markers separately and collectively was validated using the corresponding

validation set and the average AUCs are shown in Table 5.8. Our experimental

obtained results reveal that the SVM and BDT classification models, trained us-

ing the generic biomarkers with HP weight achieved higher-levels of predictive

Table 5.8: The performance of the SVM and BDT models built on the generic
biomarkers of the integrated datasets with ER groups.

Dataset SVM-HP SVM-HN SVM-All BDT-HP BDT-HN BDT-All

NCP1 0.9305 0.8843 0.9328 0.9652 0.9631 0.9664
NCP2 0.9323 0.8879 0.9323 0.9675 0.9661 0.9722
NCP3 0.9341 0.8846 0.9363 0.9710 0.9726 0.9735
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Figure 5.13: Scatter plots matrices of the generic biomarkers with HP weight of
the integrated datasets with ER groups.
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Figure 5.14: Scatter plots matrices of the generic biomarkers with HN weight of
the integrated datasets with ER groups.
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accuracy than when they were constructed using the generic biomarkers with HN

weight. Furthermore, generally, the predictive performance of SVM and BDT

classifiers is improved slightly when they trained using the integrated subset of

generic biomarkers. The outcomes of our experiments also show that the BDT

classification model performed better than the SVM classifier using the integrated

datasets, in comparison to its performance using the breast invasive carcinoma

datasets separately, which reflects the significant impact of having more substan-

tial data, whose response groups are well-balanced on the performance of that

learning model.

5.3.4.2 PR Groups

The SSCAE was also applied to the integrated datasets: NC, CN, NP, PN, CP,

PC, in order to detect relevant features for estimating the status of PR and

the average AUC of the SSCAE is presented in Table 5.9. The outcomes of

our experiments confirm discovering very useful knowledge by the SSCAE by

achieving high-levels of generalisation and robustness for all of the integrated

datasets, as shown in Table 5.9. Furthermore, the obtained results show an

improvement in the generalisation ability of the SSCAE using the integrated

dataset: NC, CN, NP, PN, CP, PC, compared with its performance using the

breast invasive carcinoma datasets with PR groups separately, as shown in Table

5.5. Therefore, the construction of the SSCAE using more substantial data whose

response groups are well-represented can have the great potential to improve the

performance of that deep learning model.

The proposed deep mining model was applied based on the stability and gen-

eralisability criterion to detect HP and HN weighted genes. The obtained results

from our experiments show that 8 mRNA markers with HP weight were found

to be generic across the integrated datasets: NC, CN, NP, PN, CP, PC. The

Table 5.9: The performance of the SSAE of the integrated datasets with PR
groups.

NC CN NP PN CP PC

0.9584 0.9667 0.9647 0.9786 0.9661 0.9527
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Figure 5.15: Scatter plots matrices of the generic biomarkers with HP weight of
the integrated datasets with PR groups.
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Figure 5.16: Scatter plots matrices of the generic biomarkers with HN weight of
the integrated datasets with PR groups.
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biomarkers are: {‘GFRA1’, ‘GRPR’, ‘PGLYRP2’, ‘PGR’, ‘SIAH2’, ‘SUSD3’,

‘FGD3’, ‘GREB1’}, as shown in Figures 5.15. Furthermore, six mRNAs were

found to be generic across the integrated datasets with PR groups. These biomark-

ers are: {‘ATP6V0A4’, ‘NXPH1’, ‘CLCA2’, ‘FGFR4’, ‘LAD1’, ‘C9orf58’}, as il-

lustrated in Figure 5.16. The discovered biomarkers were plotted in the X-axis

and Y-axis alphabetically according to their names, as shown in Figure 5.15 and

Figure 5.16. These Figures illustrate the capability of the recognised mRNAs to

discriminate the samples with PR+ tumours from those in PR- group efficiently.

Furthermore, it can also recognise the consistency of the SSCAE over multiple

independent datasets in assigning HP weight to the deferentially expressed mR-

NAs, whose levels for the PR+ patients are high compared to the PR-negatives,

whereas HN weight had been assigned by the SSCAE to the mRNA markers that

are lowly expressed for the PR-positives, in comparison to the PR-negatives.

These findings assert firstly the feasibility of the SSCAE as an effective feature

learning model that can deeply capture intrinsic structure from HDSSS omics

data. Secondly, our outcomes demonstrate the validity and capability of the

proposed deep mining model for providing explainability to such deep learning

models, which is a crucial element of prediction systems used by health practi-

tioners and decision-making professionals.

The predictive performance of the SVM and BDT classification models built

on training samples restricted to the identified subsets of generic biomarkers (sep-

arately and collectively) was validated using the corresponding validation samples

and the average AUCs are shown in Table 5.10. The obtained results reveal that

Table 5.10: The performance of the SVM and BDT models built on the generic
biomarkers of the integrated datasets with PR groups.

Dataset SVM-HP SVM-HN SVM-All BDT-HP BDT-HN BDT-All

NC 0.8804 0.8195 0.8929 0.9372 0.8728 0.9327
CN 0.8743 0.8132 0.8806 0.9364 0.8728 0.9345
NP 0.8744 0.8167 0.8830 0.9387 0.8889 0.9371
PN 0.8805 0.8242 0.8919 0.9531 0.8921 0.9530
CP 0.8757 0.8162 0.8888 0.9132 0.8724 0.9357
PC 0.8818 0.8302 0.9005 0.9401 0.8713 0.9371
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the subset of generic biomarkers with HP weight contributed to constructing

more highly accurate and robust prediction systems than the subset of generic

biomarkers with HN weight. Furthermore, the integration of the subsets (i.e. All)

has improved the predictive performance of SVM and BDT models slightly. The

obtained results also reveal that the predictive performance of the BDT classifier

is consistently higher than the SVM model for the integrated datasets with ER

and PR groups overall the subsets of generic biomarkers.

5.4 Discussion

This chapter investigated the value of applying state-of-the-art DL methods to

the problem of automatically determining salient biomarkers of cancers of in-

terest from HDSSS omics data. Therefore, the outcome of our investigations

was proposing the SSCAE on the basis of multiple levels of sparse and com-

pressed representations of increasing abstractions, in order to mitigate against

the key challenges that arise from handling HDSSS omics data. In addition, a

novel method of interpreting the internal state of the SSCAE was developed and

proved invaluable for detecting what these deep feature learning models had de-

termined to be salient biomarkers. Considering the challenging issues of HDSSS

omics data, the SSCAE was able to capture enough of the interesting complexity

underlying the available biological samples and spell out a small proportion of

relevant and insensitive factors, therefore the generic biomarkers were discovered

robustly across a wide range of independently generated breast cancer samples.

Furthermore, the empirical findings of our research emphasise the importance of

using more substantial data whose response groups are well-balanced when opti-

mising deep neural networks for high-levels of generalisability and robustness.

The introduction of the new weight interpretation method proposed in this

chapter proved to be very effective in opening up the black box of SSCAE for this

particular task. A detailed evaluation of the SSCAE weights revealed that the

deep neural network had assigned HP weight to those genes, whose expression

levels are more likely to be higher for the positive samples than for the negative

samples. Likewise, the deep network had assigned HN weight for the biomarkers,

whose expression levels are more likely to be higher for the negative samples
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than for the positives. This provides a robust discriminative basis with which

to accurately classify positive and negative samples. The experimental outcomes

provide strong evidence that the proposed deep mining model introduced in this

chapter, is able to robustly identify salient, invariant and generic biomarkers for

breast cancer. The clinical relevance of the detected biomarkers will be discussed

in the following chapter.
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Chapter 6

Biomarkers and Bioinformatics

6.1 Introduction

The main objective of validating and evaluating the proposed feature mining

models is to assess their ability to discover robustly relevant knowledge to the

cancers of interest from the HDSSS genomic and proteomic data. Therefore, the

discovered biomarkers for breast cancer and the hormone receptors ER and PR

were estimated in the previous chapters in terms of predictivity, stability, and

reproducibility over multiple datasets that were independently generated and de-

rived from different sets of biological samples. The outcomes of our experiments

reveal that the discovered biomarkers demonstrate computational and biologi-

cal relevance as well as the capability to construct highly accurate and reliable

prediction models. These findings were proved using the most suitable quality

assessment metrics, unlike many biomarker discovery models proposed in the

literature which lacked the utilisation of robust evaluation and independent ex-

perimental validation. Since publicly available genomic and proteomic datasets

are utilised in this research, thus all the required information is provided to allow

the reproducibility of the results.

In addition to the assessment metrics, the verification of the clinical relevance

of the detected biomarkers to breast cancer, ER and PR is another crucial step

that should be adopted to indicate the scientific quality. The assessment of the

clinical relevance of newly discovered biomarkers to a disease or clinically rele-
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vant conditions is usually conducted by bioinformatics studies. Therefore, the

discovered biomarkers will be evaluated in this chapter with respect to their rele-

vance to breast cancer revealed by bioinformatics research in the literature. It is

important to emphasise that, at the time of writing, each study has identified and

discussed the markers for breast cancer individually, and no research has found or

examined the combination of these biomarkers or some of them simultaneously.

Furthermore, this chapter discusses the type of relationship recognised in this

PhD research between each individual molecular marker and ER/PR expression

levels for the goal of better understanding the biological mechanism underlying

the association. Discovering robust biomarkers and identifying their relation to

human breast cancers can allow more personalised medicine approaches to be de-

veloped, which could help in detecting, managing, and treating this heterogeneous

disease.

6.2 Discovered Biomarkers with HP Weight for

ER

This section discusses the relevance of the recognised biomarkers with HP weight

to breast cancer and the hormone receptor ER in term of what has been con-

ducted in the literature from bioinformatics analysis research. Furthermore, the

association between each mRNA marker and the oestrogen receptor observed in

this research will be examined and discussed to understand the type of existent

relationship and provide conclusive evidence.

� {‘ESR1’}. According to Cancer Genetics Website1 “This gene encodes an

estrogen receptor. Estrogen and its receptors are essential for sexual devel-

opment and reproductive function, but also play a role in other tissues such

as bone. Estrogen receptors are also involved in pathological processes, in-

cluding breast cancer, endometrial cancer, and osteoporosis”. Several stud-

ies have explored the relevance of ESR1 gene to breast cancer. Holst et

al. [136] discussed the findings of five studies that showed a correlation be-

tween elevated ESR1 and high ER level. Then, they summarised that “there

1http://www.cancerindex.org/geneweb/ESR1.htm
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Figure 6.1: Scatter plot of ESR1 and GFRA1 of (Nature 2012) dataset with
ER groups, illustrating that the observation 306 from the ER+ group has high
expression levels of (ESR1, GFRA1), which are (4.7657, 4.512) in comparison
to the observation 235 from the ER- group, which has low expression levels of
(ESR1, GFRA1), which are (−4.5636,−4.3411).

is growing evidence that ESR1 gain or amplification is a fairly frequent

event in breast cancer”. Similar findings were found by the study [174],

which confirmed the existence of amplifications and gains of the ESR1 in

breast cancer, where a strong positive correlation between ESR1 and ER

was recognised. In the literature, several researchers have investigated the

role of ESR1 as potential prognostic and predictive biomarkers for breast

cancer [8, 12, 171, 178, 207, 243, 244]. In this thesis, evidence of a positive

correlation was found between the expression patterns of ESR1 and ER,

so that elevated ESR1 contributes to the positivity of ER, as illustrated

in Figure 6.1. The increase of ESR1 mRNA expression levels in the ER+
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tumours was observed over a wide range of breast cancer samples of (Na-

ture 2012), (Cell 2015), (Provisional) and (METABRIC), as well as the

integrated datasets with ER groups: NCP1, NCP2, and NCP3. Therefore,

further investigations can be conducted by domain experts to examine the

potential of ESR1 to be utilised in the early detection and monitoring the

progression of this heterogeneous disease.

� {‘GFRA1’}. GFRA1 has been revealed by Immunohistochemistry (IHC)

as under-expressed in normal tissue and over-expressed in subsets of breast

cancers [34]. Moreover, several studies have shown that GFRA1 exhibits

over-expression in the majority of breast cancers [36, 88, 89, 239, 317]. A

recent study [95] that discussed the emerging role of the GDNF family in

neoplasm has stated that GFRA1 mRNA expression is detected in breast

tumour samples, and is associated with ER expression. Recently, GFRA1

has been identified in [34] as a breast cancer tumour associated antigens.

Bhakta et al. in another recent study [31] have confirmed the abundant

expression of GFRA1 in luminal A breast cancer tissues, whereas minimal or

no expression was observed in most normal tissues. In this thesis, evidence

of a positive correlation was found between GFRA1 mRNA and ER levels,

as presented in Figure 6.1, and across a broad range of breast cancer samples

of (Nature 2012), (Cell 2015), (Provisional) and (METABRIC), as well as

the integrated datasets with ER groups. A more personalised treatment or

monitoring planning for breast cancer could be developed by investigating

further the mechanism underlying the association between the expression

patterns of GFRA1 and ER.

� {‘AGR3’}. The human Anterior Gradient (AGR) family is composed of

three proteins, AGR1, AGR2 and AGR3, all belonging to the protein disul-

fide isomerase (PDI) [5]. AGR3 was identified in [105] as a potential marker

for diagnosis and prognosis of breast cancer from blood, and it was found to

be significantly associated with ER. The research study [222] found AGR3

to be significantly correlated with ER. While the researchers in [295] iden-

tified AGR3 as a potential marker for triple-negative breast cancer. In this

thesis, evidence of a positive association between the expression patterns
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Figure 6.2: Scatter plot of AGR3 and SIAH2 of (Nature 2012) dataset with
ER groups, illustrating that the observation 406 from the ER+ group has high
expression levels of (AGR3, SIAH2), which are (5.5085, 2.9504) in comparison
to the observation 233 from the ER- group, which has low expression levels of
(AGR3, SIAH2), which are (−3.9565,−1.3913).

of AGR3 mRNA and ER, as shown in Figure 6.2, and across the datasets:

(Nature 2012), (Cell 2015), (Provisional) and (METABRIC), as well as

the integrated datasets with ER groups. Identifying a potential molecular

marker in bodily fluids (e.g. serum) can contribute significantly in the early

detection of breast cancer and evaluating the development of this compli-

cated disease. Therefore, further studies are required to gain insights into

the process underlying the association between AGR3 and ER.

� {‘SIAH2’}. In the literature, it has been shown that the expression level

of SIAH2 is correlated with breast cancer aggressiveness and overall patient

survival [3]. According to [54], SIAH2 has been detected mainly in ER+
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tumours. A positive relationship between SIAH2 mRNA and ER expression

levels was detected by the researchers in [149]. Later [298], they found that

in ER+ breast cancer, high levels of SIAH2 associated with unfavorable out-

come in primary breast cancer and treatment outcome in metastatic breast

cancer. Similar results had been described earlier by Chan et al. [49] that

found a high expression level of SIAH2 is associated with an unfavorable

relapse-free survival. Sun et al. [271] recognised SIAH2 to be over-expressed

in invasive breast cancer comparing to normal or ductal carcinoma in situ

tissues. In our biomarker discovery study, a positive relationship between

the expression patterns of SIAH2 and ER was recognised, in which elevated

SIAH2 is observed in the ER+ tumours, as presented in Figure 6.2. The

association were detected across multiple independent datasets: (Nature

2012), (Cell 2015), (Provisional), and (METABRIC) as well as the inte-

grated datasets with ER groups. As a result, this mRNA marker could be

examined further to indicate its contribution to the heterogeneity of breast

cancer.

� {‘C6orf97’}. According to the Gene Copoeia website1, “the function of

Chromosome 6 open reading frame 97 and its encoded protein is not known.

Several genome-wide association studies have implicated the region around

this gene to be involved in breast cancer and bone mineral density”. Zheng et

al. [338] found in a Chinese population, a SNP in the region between C6orf97

and ESR1 increased breast cancer risk where similar findings were detected

in a European population. C6orf97 was found in [80] to be contributed to

the phenotype associated with ER positivity. Yamamoto et al. [325] de-

tected that C6orf97 shows significant worse prognostic values, especially in

luminal B breast cancer. This thesis reveals a positive relationship between

the expression patterns of C6orf97 and ER, as shown in Figure 6.3, and

over multiple independent datasets, which are (Nature 2012), (Cell 2015),

(Provisional), and (METABRIC) as well as the integrated datasets NCP1,

NCP2, and NCP3. These findings can motivate the researchers and the

graduate students in the bioinformatics and biology to conduct functional

1http://genecopoeia.com/gene/hs-c6orf97.html
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Figure 6.3: Scatter plot of C6orf97 and SLC39A6 of (Nature 2012) dataset with
ER groups, illustrating that the observation 142 from the ER+ group has high
expression levels of (C6orf97, SLC39A6), which are (3.1637, 4.6489) in comparison
to the observation 187 from the ER- group, which has low expression levels of
(C6orf97, SLC39A6), which are (−3.5103,−2.0668).

studies of this locus.

� {‘SLC39A6’}: Solute carrier family 39 member 6, according to the NCBI

website1, “zinc is an essential cofactor for hundreds of enzymes. It is in-

volved in protein, nucleic acid, carbohydrate, and lipid metabolism, as well

as in the control of gene transcription, growth, development, and differen-

tiation. SLC39A6 belongs to a subfamily of proteins that show structural

characteristics of zinc transporters”. The research study [288] stated that

SLC39A6 is estrogen regulated and existent in ER+ breast cancer as well

1https://www.ncbi.nlm.nih.gov/gene/25800
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as in tumours that spread to the lymph nodes. Kasper et al. [158] found

that SLC39A6 mRNA and protein level could act as novel biomarkers of

clinical outcome in breast cancer patients. The authors in [274] emphasised

targeting SLC39A6 for the treatment of metastatic breast cancer. Our ge-

nomic analysis study reveals a positive correlation between SLC39A6 and

ER expression levels in breast cancer so that elevated SLC39A6 contributes

to the ER positivity, as illustrated in Figure 6.3. This type of association

was detected over a wide range of breast invasive carcinoma samples. The

potential contribution of SLC39A6 mRNA to ER positivity can be further

examined in order to enable utilising zinc transporter LIV-1 (SLC39A6) in

the construction of the breast cancers prediction systems or the selection

process of optimum therapy.

� {‘ANXA9’}. ANXA9 has been found by a recent study [322] to be signif-

icantly correlated with ESR1. The strong expression of ANXA9 was also

found by [264] to be correlated with the metastasis of breast cancer to the

bone. The research team at Berkeley Lab [141] found ANXA9 to be highly

expressed in approximately half of the patients and a significant relationship

between ANXA9 and aggressive breast cancers was indicated. In this the-

sis, we have demonstrated the existence of high expression levels of ANXA9

mRNA in ER+ tumours, as explained in Figure 6.4, and over multiple

breast invasive carcinoma datasets and the integrated datasets with ER

groups. Therefore, the capability of ANXA9 to be used as a diagnostic or

prognostic marker in the early detection or evaluation of breast cancers can

be further studied, in which the discovered knowledge can be transferred to

personalised and precision medicine.

� {‘NAT1’}. The authors in [305] stated that there is growing evidence that

demonstrates the biological role of NAT1 in the progression of breast cancer

and suggested NAT1 transcripts as candidate prognostic markers in ER+

breast cancer. Adam et al. [4] confirmed NAT-1 mRNA level to be over-

expressed in clinical breast cancers and a strong association of NAT-1 stain-

ing with ER+ tumours was demonstrated. The recent analysis study [45]

in normal, primary breast tissues and breast cancer cell lines has suggested
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Figure 6.4: Scatter plot of ANXA9 and NAT1 of (Nature 2012) dataset with
ER groups, illustrating that the observation 142 from the ER+ group has high
expression levels of (ANXA9, NAT1), which are (3.698, 6.6264) in comparison
to the observation 13 from the ER- group, which has low expression levels of
(ANXA9, NAT1), which are (−3.108,−1.3075).

that NAT1 and ESR1 expression may have overlapping regulation. Fur-

thermore, the NAT1 expression levels were shown in [86] to have a positive

correlation with ER. In this thesis, evidence of a positive correlation was

detected between NAT1 and ER, so that high mRNA levels of NAT1 can be

observed in the patients with ER+ tumours compared to the ER-negative

samples, as shown in Figure 6.4. The association was recognised across a

wide range of breast cancer samples of (Nature 2012), (Cell 2015), (Provi-

sional), and (METABRIC) as well as NCP1, NCP2, and NCP3. Therefore,

targeting the NAT1 gene for further investigations can contribute to explor-

ing more knowledge about this gene and its role in human breast cancers
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Figure 6.5: Scatter plot of CA12 and SCUBE2 of (Nature 2012) dataset with
ER groups, illustrating that the observation 200 from the ER+ group has high
expression levels of (CA12, SCUBE2), which are (3.8954, 5.2376) in comparison
to the observation 373 from the ER- group, which has low expression levels of
(CA12, SCUBE2), which are (-3.15, -3.1562).

and ER positivity.

� {‘CA12’}. CA12 has been recognised by Barnett et al. [17] to be highly

correlated with ERA in human breast tumours. The research study [185]

detected that CA12 and AGR3 are up-regulated in ER+ tumours, while

Watson et al. [311] found CAXII (CA12) to be frequently expressed in

invasive breast carcinoma. This thesis identifies a positive association be-

tween CA12 mRNA and ER, as illustrated in Figure 6.5, and across a wide

range of breast samples of (Nature 2012), (Cell 2015), (Provisional), and

(METABRIC). This provides strong evidence that this gene has the poten-

tial to be a clinical biomarker for human breast cancer and therefore further
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studying is imperative.

� {‘SCUBE2’}: Several studies have detected SCUBE2 expression in pri-

mary invasive breast tumours [91,226,299]. The researchers in [187] claimed

that SCUBE2 plays a major role in suppressing breast-carcinoma-cell mo-

bility and invasiveness. A high degree of correlation was observed in [10] be-

tween the expression levels of ESR1 and several markers, including SCUBE2

and it was found to be related to the ER expression. Herein, our study re-

veals evidence of a correlation between elevated SCUBE2 mRNA and high

ER expression, as presented in Figure 6.5. This association was validated

over multiple breast invasive carcinoma datasets that are collected from

completely different studies. Consequently, further studies are required to

investigate the potential usefulness of this biomarker in the early detection

or evaluation of the progression of breast cancers.

� {‘EVL’}. A recent study [225] has shown that EVL is up-regulated in

ER+ tumours and suppresses invasion, and that EVL levels are reduced in

tumours after anti-estrogenic hormone therapy. Similar funding were found

earlier by Tavares et al. [286] that discovered EVL to be high in luminal

breast tumours. Another study [140] recognised that the expression level

of EVL was higher in breast tumours compared to normal tissues and its

up-regulation was positively associated with the clinical stages of breast

cancer. Moreover, it added that EVL may be implicated in invasion and/or

metastasis of human breast cancer. In this thesis, evidence of a positive

association was discovered between EVL mRNA expression and high ER

levels, as shown in Figure 6.6, and across a wide range of independently

generated breast cancer samples. This supports the potential of this gene

to be a biomarker to ER+ breast cancer, thus further investigations are

required to determine the biological role of the Ena/VASP protein, EVL in

this heterogeneous disease.

� {‘PCP2’}. Little information is available in the literature about this gene,

particularly its relation to breast cancer. Only recently, the genome-wide

association study [245] has identified genes associated with neuropathy in
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Figure 6.6: Scatter plot of EVL and PCP2 of (Nature 2012) dataset with ER
groups, illustrating that the observation 89 from the ER+ group has high ex-
pression levels of (EVL, PCP2), which are (3.3006, 2.5823) in comparison to the
observation 105 from the ER- group, which has low expression levels of (EVL,
PCP2), which are (−2.0036,−0.67983).

patients with head and neck cancer, including PCP2. Therefore, this thesis

is one of the first to show evidence of a positive correlation between PCP2

mRNA and ER, where highly expressed PCP2 contributes to ER positivity,

as illustrated in Figure 6.6. Therefore, further investigations are required

to indicate the clinical relevance of this gene to breast cancer.

� {‘FSIP1’}. FSIP1 is a cancer antigen expressed in the majority of breast

cancer tissues and is associated with poor prognosis [190]. Several research

studies have detected FSIP1 not only as a potential biomarker of breast

cancer, but also as a potential therapeutic target. Liu et al. [196] identified
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Figure 6.7: Scatter plot of FSIP1 and GATA3 of (Nature 2012) dataset with
ER groups, illustrating that the observation 12 from the ER+ group has high
expression levels of (FSIP1, GATA3), which are (7.2055, 2.6464) in comparison
to the observation 175 from the ER- group, which has low expression levels of
(FSIP1, GATA3), which are (−0.949,−4.9429).

FSIP1 as a signaling partner to HER2, and that FSIP inhibition reduces

cell growth and invasiveness in HER2-positive breast cancer cells. A re-

cent study [326] has shown that breast cancer cells and tissues consistently

demonstrated elevated FSIP1 expressions, which correlated with poor over-

all survival. In this thesis, high levels of FSIP1 mRNA expression were

detected mostly in patients with ER+ tumours, as explained in Figure 6.7,

and across various groups of breast cancer samples that are collected from

completely different studies. This provides strong evidence that this gene

could act as a potential biomarker to human breast cancer.
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� {‘GATA3’}. GATA3 has been identified as one of the most frequently

mutated genes in breast cancers. Takaku et al. [278] found that GATA3

zinc finger 2 mutations reprogram the breast cancer transcriptional net-

work. Earlier in [279], they discussed the mutation of GATA3 in breast

cancer, and the potential mechanisms by which mutation may lead to a

growth advantage in cancer. The Significance and therapeutic potential of

GATA3 expression and mutation in breast cancer were reviewed in [78]. In

this thesis, GATA3 was found to be highly expressed in ER+ tumours com-

pared to the samples from the ER- group, as presented in Figure 6.7, and

across several independent datasets, which provides another evidence to the

biological relevance of this gene to the positivity of the hormone receptor

and breast cancer.

� {‘IGFALS’}. Insulin like growth factor (IGF) has been implicated in the

etiology and progression of breast and other cancers. A research study [71]

found genetic variation in IGF1, IGF-1R, IGFALS, and IGFBP3 in breast

cancer survival among Chinese women. The authors in [74] discovered that

the lack of ALS proteins results in the disruption of the entire IGF cir-

culating system. In our research, it has been shown that elevated levels

of IGFALS mRNA expression were found to be in the patients with ER+

tumours compared to the ER- samples, as illustrated in Figure 6.8, and

across variant independent subsets of breast cancer samples. Therefore,

investigating the role IGFALS might play in ER+ breast cancer is neces-

sary to provide insights and explanations to the biological and pathological

processes of this complicated disease.

� {‘LRRC56’}. Very limited information is available about this gene and

its relevance to breast cancer and the hormone receptors. In this thesis,

evidence of a positive correlation was detected between LRRC56 mRNA

expression and high levels of ER, in which ER+ tumours are more likely

characterised by high expression levels of LRRC56 compared to ER- sam-

ples, as shown in Figure 6.8, and over multiple genomic datasets. Therefore,

targeting LRRC56 for further analysis could result in discovering its func-

tion in the underlying processes of ER+ breast cancer.
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Figure 6.8: Scatter plot of IGFALS and LRRC56 of (Nature 2012) dataset with
ER groups, illustrating that the observation 448 from the ER+ group has high
expression levels of (IGFALS, LRRC56), which are (5.4277, 2.4235) in comparison
to the observation 512 from the ER- group, which has low expression levels of
(IGFALS, LRRC56), which are (−1.2985,−1.8847).

6.3 Discovered Biomarkers with HN Weight

for ER

This section discusses the clinical relevance of the discovered biomarkers

with HN weight with the oestrogen receptor recognised by the bioinformat-

ics research in the literature. Furthermore, the identified association by

this research between the expression levels of these biomarkers and ER will

be explored to gain insight into the type of existent link. The relevance

of the HN weighted mRNA markers to ER positivity will be investigated
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Figure 6.9: Scatter plot of VGLL1 and PPP1R14C of (Nature 2012) dataset
with ER groups, illustrating that the observation 93 from the ER+ group has
low expression levels of (VGLL1, PPP1R14C), which are (−0.54387,−4.3153) in
comparison to the observation 81 from the ER- group, which has high expression
levels of (VGLL1, PPP1R14C), which are (5.0809, 2.7428).

individually in the following points to provide conclusive evidence.

� {‘VGLL1’}. Castilla et al. [47] found that VGLL1 expression is associ-

ated with a triple-negative basal-like phenotype in breast cancer. Li et

al. [185] detected a set of genes including VGLL1 to be under-expressed in

the ER-positive group and over-expressed in the ER-negative group. Re-

cently, Segaert et al. [255] have identified 36 relevant genes to triple-negative

breast cancer data including VGLL1. Lim et al. [186] recognised several a

luminal progenitor signature including VGLL1 for basal tumour develop-

ment. In this thesis, evidence of an inverse correlation was found between
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the expression patterns of VGLL1 and ER, as shown in Figure 6.9, and

over a wide range of independently generated breast cancer samples. This

negative association can be further researched to investigate the potential

of the VGLL1 to be a biomarker to breast cancer, and particularly to triple-

negative breast cancer as discussed above.

� {‘PPP1R14C’}. As mentioned previously in VGLL1, Segaert et al. [255]

have identified 36 genes, including PPP1R14C that are involved in triple-

negative breast cancer. Castilla et al. [47] identified several genes, including

PPP1R14C that are correlated with VGLL1 and miR-934 expression in a

triple-negative basal-like phenotype in breast cancer. In this research, a

negative correlation was detected between PPP1R14C mRNA expression

and ER level, so that the declines in PPP1R14C expression values con-

tribute to the positivity of ER, as illustrated in Figure 6.9. The inverse

association between PPP1R14C and ER positivity was recognised over a

wide range of breast cancer samples, therefore, the mechanism underlying

that relationship should be explored further.

� {‘PROM1’}. According to the NCBI website1, “ Expression of this gene is

associated with several types of cancer”. The researchers in [321] found that

that CD133 mRNA can be a suitable prognostic marker for human breast

cancer. According to the research study [293], CD133 could act as a marker

of breast cancer cells and stem cells. Recently, Zhang et al. [334] have found

several differentially expressed genes including PROM1 that may play im-

portant roles in the process of bone metastasis from breast cancer. As

mentioned previously in VGLL1 and PPP1R14C, Castilla et al. [47] identi-

fied several genes including PROM1 that are most correlated with VGLL1

and miR-934 expression in a triple-negative basal-like phenotype in breast

cancer. As seen in VGLL1, Lim et al. [186] detected several a luminal pro-

genitor signature including PROM1 for basal tumour development. More-

over, some studies have detected the correlation between PROM1 (CD133)

and VGLL1 such as [30,156]. In this thesis, it has been shown that PROM1

mRNA expression is negatively correlated with ER+ tumours, as presented

1https://www.ncbi.nlm.nih.gov/gene/8842
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Figure 6.10: Scatter plot of PROM1 and PSAT1 of (Nature 2012) dataset with
ER groups, illustrating that the observation 336 from the ER+ group has low ex-
pression levels of (PROM1, PSAT1), which are (−4.1265,−6.553) in comparison
to the observation 478 from the ER- group, which has high expression levels of
(PROM1, PSAT1), which are (5.5998,−0.1715).

in Figure 6.10. This inverse association was validated over a large number

of variations in breast samples of (Nature 2012), (Cell 2015), (Provisional),

(METABRIC) as well as the integrated datasets NCP1, NCP2, and NCP3.

The obtained findings reveal that highly expressed PROM1 contribute to

the phenotype associated with ER positivity, thus the examination of that

potential relationship is imperative.

� {‘PSAT1’}. Possemato et al. [235] found that the inhibition of PSAT1

significantly decreased the proliferation of ER-negative breast cancer cells

but not ER-positive breast cancer cells. Gao et al. [103] revealed that the
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expression of PSAT1 was significantly upregulated in ER-negative breast

cancers compared with ER-positive breast cancers, and they added that

PSAT1 up-regulation was correlated with tumour development and poor

prognosis. PSAT1 hyper-methylation and mRNA levels were found in [206]

to be significantly associated with the outcome to tamoxifen treatment in

recurrent disease. In this research, evidence of a negative correlation was

found between PSAT1 and ER, so that the declines in the expression values

of PSAT1 lead to high ER levels, as explained in Figure 6.10. This poten-

tial association was validated across a wide range of breast cancer samples

of (Nature 2012), (Cell 2015), (Provisional), and (METABRIC), as well as

the integrated datasets with ER groups. The clinical relevance of PSAT1

mRNA expression to the positivity of ER requires further studying to de-

clare whether this gene can act as a clinical indicator for breast cancer and

the hormone receptor.

� {‘B3GNT5’}. According to [236], glycolipids may play an important role

in carcinogenesis of breast tumours that are shown by the association of

B3GNT5 and UGCG genes to patient survival. The authors in [294] identi-

fied 12 markers, including B3GNT5 for detection of primary breast cancer.

As mentioned previously in VGLL1 and PPP1R14C, Segaert et al. [255]

have identified 36 relevant genes in triple-negative breast cancer data, in-

cluding B3GNT5. Highly significant correlations were observed in [162]

between cyclooxygenase 2 (COX2) with eight tumour-promoting genes, in-

cluding B3GNT5, which are known to effectively increase the inflammogen-

esis of breast cancer. B3GNT5 levels were found in [344] to be higher in both

ER-negative and PR-negative tumours. This research detects an inverse

correlation between B3GNT5 mRNA expression and ER levels, in which

B3GNT5 is highly expressed in the ER-negatives compared to the ER+

patient, as shown in Figure 6.11, and across a broad range of breast can-

cer samples. The mechanism underlying the relationship between B3GNT5

mRNA and ER levels can be further studied by domain experts to answer

different biological questions of interest.
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Figure 6.11: Scatter plot of B3GNT5 and SOX11 of (Nature 2012) dataset with
ER groups, illustrating that the observation 303 from the ER+ group has low
expression levels of (B3GNT5, SOX11), which are (−2.6707,−2.9344) in compar-
ison to the observation 378 from the ER- group, which has high expression levels
of (B3GNT5, SOX11), which are (3.9505, 4.103).

� {‘SOX11’}. Shepherd et al. [257] found that SOX11 is a critical regulator

of multiple phenotypes of Basal-like breast cancers such as growth, migra-

tion, and invasion. The research study [191] identified that Nuclear SOX11

was observed in (36.2%) and cytoplasmic SOX11 in (44.8%) of breast can-

cer samples. Recently, Wang et al. [308] have found that SOX11 expression

was directly associated with breast cancer stem cell populations. In this

thesis, it has been shown that SOX11 is highly expressed in ER- samples

compared to the ER-positives, as illustrated in Figure 6.11, and across a

large number of independent variations in the breast cancer samples. This
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gene exhibits great distinctions between the ER+ and ER- samples, thus

investigating the potential of SOX11 to be a molecular marker to breast

cancer is required to advance the move towards precision medicine.

� {‘KRT16’}. The study [151] stated that breast tumours can alter the

expression of certain keratins during the process of metastatic develop-

ment and an association was found between KRT16 expression and shorter

relapse-free survival in metastatic breast cancer. The study presented in

[159] detected multiple autoimmune response signature associated with the

development of triple negative breast cancer, involving KRT16. In this

thesis, KRT16 was found to be negatively associated with ER levels, as il-

lustrated in Figure 6.12, and over a wide range of independent breast cancer

samples. This inverse association needs further researching to understand

the biological role of the keratin 16 in human breast cancers and allow more

innovative findings to be discovered.

� {‘TMEM40’}. Little is known in the literature about this gene, particu-

larly, its relevance to breast cancer and ER. Recently, a research study [333]

has stated that TMEM40 gene encodes a protein of 233 amino acids and is

located on chromosome 3p25.2. Moreover, it has found that high expres-

sion of TMEM40 contributes to progressive features of tongue squamous

cell carcinoma. In another recent study [335], the role of TMEM40 in the

tumorigenesis of bladder cancer has been identified and found that it was

upregulated in bladder cancer tissues and cell lines, compared with their

normal counterparts. The clinical relevance of TMEM40 mRNA expression

to breast cancer and oestrogen receptor is not clear in the literature and

evidence of a negative correlation was recognised and validated in this re-

search between the expression pattern of TMEM40 and ER levels, as shown

in Figure 6.12, and over multiple variant subsets of breast samples. These

findings can motivate conducting further investigations to determine the

mechanism underlying that association.

� {‘BBOX1’}. In the literature, very limited information is available about

BBOX1, especially its relevance to breast cancer and ER. The previously
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Figure 6.12: Scatter plot of KRT16 and TMEM40 of (Nature 2012) datasets with
ER groups, illustrating that the observation 255 from the ER+ group has low
expression levels of (KRT16, TMEM40), which are (−2.2758, 0.11) in comparison
to the observation 373 from the ER- group, which has high expression levels of
(KRT16, TMEM40), which are (5.3142, 4.379).

discussed study in VGLL1, PPP1R14C, and PROM1 [47], that mentioned

the association of several genes, including BBOX1 to a triple-negative basal-

like phenotype in breast cancer. This thesis is the first to report evidence

of an inverse correlation to be found between BBOX1 mRNA and ER lev-

els, in which the declines in BBOX1 expression values contribute to ER

positivity, as introduced in Figure 6.13, and across a wide range of breast

cancer samples. The behavior of BBOX1 differs significantly between ER+

tumours and ER-negative ones, which makes it a candidate indicator to

high levels of ER. Therefore, further studies are required to examine the
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Figure 6.13: Scatter plot of BBOX1 and C1orf106 of (Nature 2012) dataset with
ER groups, illustrating that the observation 495 from the ER+ group has low
expression levels of (BBOX1, C1orf106), which are (−0.38025,−2.7811) in com-
parison to the observation 243 from the ER- group, which has high expression
levels of (BBOX1, C1orf106), which are (8.0045, 3.2498).

clinical relevance of this gene to breast cancer.

� {‘C1orf106’}. Recently, Yang et al. [328] have detected 61 differential

expressed genes, including C1orf106 for basal-like breast cancer. Lemetre

in the PhD thesis [179] detected C1orf106 as one of the relevant genes for

breast cancer. In this thesis, a negative correlation was found between

C1orf106 mRNA expression and ER levels, as presented in Figure 6.13.

This inverse association was verified across the (Nature 2012), (Cell 2015),

(Provisional), (METABRIC), NCP1, NCP2, and NCP3. Various biolog-

ical questions could be addressed by examining the biological role of the

153



6. Biomarkers and Bioinformatics

C1orf106 gene in the underlying process of the hormone receptor, ER.

� {‘DKK1’}. It has been shown that DKK1 is involved in a variety of can-

cers. The authors in [157] claimed that Dkk1 might provide insights into the

continued development of novel comprehensive and therapeutic strategies

for breast cancer and its bone metastases. Recently, a research study [221]

found that DKK1 over-expression dramatically inhibits breast cancer cell

migration and invasion, where knockdown of DKK1 promotes migration

and invasion of breast cancer cells. Forget et al. [99] identified DKK1 as

a potential prognostic and diagnostic marker for cohorts of breast cancer

patients with poor prognosis. In this thesis, an inverse correlation between

DKK1 mRNA expression and the positivity of ER was discovered, in which

low expression levels of DKK1 can be found mostly in ER+ tumours com-

pared to ER- samples, as shown in Figure 6.14, and over a wide range

of independently generated breast cancer samples. Therefore, DKK1 can

be investigated further to be utilised for developing various diagnosis and

prognosis systems for detecting and monitoring breast cancer.

� {‘KRT81’}. According to [37], KRT81 is expressed in the human breast

cancer cell line SKBR3, and in metastatic lymph nodes of breast carcinomas

according to [290]. A study [218] found that KRT81 is expressed in normal

breast epithelial cells and breast cancer cells, and suggested that KRT81

contributes to the migration and invasion of breast cancer cells. In this

thesis, KRT81 was found to be negatively associated with the positivity of

ER, in which high expression levels of KRT81 can be found mostly in the

ER- samples compared to the ER-positives, as illustrated in Figure 6.14.

This inverse association was detected across a wide range of independent

breast cancer samples, thus targeting this gene for further researching could

contribute to understanding the role KRT81 might play in the heterogeneity

of breast cancer and the positivity of ER.

� {‘RARRES1’}. Among five breast cancer subtypes, the authors in [59]

found that RARRES1 expression is greatest in basal-like TNBCs, and they

revealed that RARRES1 is a tumour suppressor in TNBC. Coyle et al. [60]
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Figure 6.14: Scatter plot of DKK1 and KRT81 of (Nature 2012) dataset with
ER groups, illustrating that the observation 287 from the ER+ group has low
expression levels of (DKK1, KRT81), which are (−7.716,−0.467) in comparison
to the observation 513 from the ER- group, which has high expression levels of
(DKK1, KRT81), which are (1.7045, 3.7175).

identified RARRES1 as a tumour suppressor in triple-negative breast cancer

cell lines. In this thesis, it has been shown that RARRES1 exhibits low

expression levels for the patients with high ER levels in comparison to

the ER-negative samples, as presented in Figure 6.15, and across multiple

datasets that are collected from different studies. As a result, it is relevant

to examining the potential of RARRES1 to be a target for breast cancer

and ER positivity.

� {‘S100A8’}. S100A8/A9 was detected to be associated with ER loss in

breast cancer in [15]. Zhong et al. [339] found that S100A8 may be asso-
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Figure 6.15: Scatter plot of RARRES1 and S100A8 of (Nature 2012) dataset
with ER groups, illustrating that the observation 288 from the ER+ group has
low expression levels of (RARRES1, S100A8), which are (−2.294,−0.23025) in
comparison to the observation 433 from the ER- group, which has high expression
levels of (RARRES1, S100A8), which are (6.7431, 6.5045).

ciated with lymph nodes metastasis of breast cancer and be a marker for

progression of breast cancer. The authors in [307] detected that ER- and

triple-negative breast cancer samples has significantly higher expression of

S100A8 than samples with other subtypes, thus they suggested S100A8 as

a potential biomarker for relapse in breast cancer patients. In this the-

sis, evidence of a negative correlation was found between the expression

patterns of S100A8 and ER, as clarified in Figure 6.15, and over different

groups of independent breast cancer samples. Thus, considering this gene

in future studies could contribute to understand its role in breast cancer
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and triple-negative breast cancer as discussed above.

� {‘S100A9’}. As mentioned in S100A8, S100A9 was detected to be associ-

ated with ER loss in breast cancer in [15]. The researchers in [182] identified

S100A9 as a novel OM-regulated gene and indicated its involvement in the

growth regulation of breast cancer cells. S100A9 has been recognised in [27]

as a novel therapeutic target for patients with ERPgR breast cancers. This

thesis has shown that the patients with ER+ tumours exhibit low expres-

sion levels of S100A9 mRNA compared to the ER- samples, as explained in

Figure 6.16, and across a wide range of breast cancer samples. As a result,

S100A9 should be investigated further to be employed as a potential target

for ER- patients.

� {‘TRPV6’}. It has been shown that TRPV6 is involved in colon cancer,

breast cancer, prostate cancer, parathyroid cancer and thyroid cancer [265].

TRPV6 was identified in [232] as a novel therapeutic strategy for the treat-

ment of ER- breast cancers. A very recent study [269] revealed TRPV6

as a promising drug target in a variety of cancers, including breast, ovar-

ian, prostate and pancreatic tissues. Herein, we demonstrated a negative

correlation between the expression levels of ER and TRPV6, in which the

drops in TRPV6 mRNA expression could contribute to the positivity of ER,

as shown in Figure 6.16, and over several independent genomic datasets.

Therefore, TRPV6 can be further researched to indicate its contributions

to breast cancer.

� {‘HRASLS’}. Mardine et al. [205] discussed the role of each of the

HRASLS enzymes in cancer, as well as their biochemical function, and

then they concluded that reduced expression of these enzymes can be found

mostly in cancer cells. This thesis reveals a negative association between

the expression patterns of HRASLS mRNA and ER positivity, in which

highly expressed HRASLS can be found mostly in ER-negative samples

than ER-positives, as clarified in Figure 6.17, and across a wide range of

breast cancer samples that are generated independently. Further investiga-

tions are required to indicate its function in breast cancer.
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Figure 6.16: Scatter plot of S100A9 and TRPV6 of (Nature 2012) dataset with
ER groups, illustrating that the observation 231 from the ER+ group has low
expression levels of (S100A9, TRPV6), which are (−1.4145,−0.8875) in compar-
ison to the observation 412 from the ER- group, which has high expression levels
of (S100A9, TRPV6), which are (6.1717, 5.1405).

� {‘PPP1R1A’}. The expression of PPP1R1A in lung, colorectal, and gas-

tric cancer cell lines was different from that of the normal tissues [280]. This

thesis is first to report that PPP1R1A mRNA expression is negatively asso-

ciated with ER+ breast cancer samples, in which the drops in the expression

levels of this gene could lead to high levels of ER expression, as shown in

Figure 6.17, and across independent cancer genomic datasets. Considering

PPP1R1A in future studies could contribute to revealing its biological role

in breast cancer.
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Figure 6.17: Scatter plot of HRASLS and PPP1R1A of (Nature 2012) dataset
with ER groups, illustrating that the observation 159 from the ER+ group has
low expression levels of (HRASLS, PPP1R1A), which are (−4.3462,−2.4207) in
comparison to the observation 432 from the ER- group, which has high expression
levels of (HRASLS, PPP1R1A), which are (3.4473, 3.6841).

6.4 Discovered Biomarkers with HP Weight

for PR

The relevance of the discovered biomarkers with HP weight to the proges-

terone receptor is discussed in this section with respect to current state-

of-the-art bioinformatics research found in the literature. The recognised

relationship in our research between each mRNA marker and PR will be

discussed to provide conclusive evidence about the type of existent associ-
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Figure 6.18: Scatter plot of AGR3 and GFRA1 of (Nature 2012) dataset with
PR groups, illustrating that the observation 241 from the PR+ group has high
expression levels of (AGR3, GFRA1), which are (5.8145, 3.688) in comparison
to the observation 463 from the PR- group, which has low expression levels of
(AGR3, GFRA1), which are (−4.4672,−4.1019).

ation.

� {‘AGR3’}. In this thesis, evidence of a positive correlation was detected

between the AGR3 mRNA expression and PR levels, so that the gains in

AGR3 lead to high PR levels, as shown in Figure 6.18, and across a broad

range of breast cancer samples. The relevance of AGR3 to breast cancer and

the positivity of the hormone receptors in terms of what has been revealed

in the literature by bioinformatics analysis research was discussed earlier

in Section 6.2. Biomarker discovery in bodily fluids can advance the move

towards a new generation of diagnosis and prognosis models.
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� {‘GFRA1’}. A potential relationship between GFRA1 mRNA expression

and PR positivity was recognised in this research, as illustrated in Figure

6.18, and over a large number of variant breast cancer samples. Our findings

reveal GFRA1 mRNA as a strong candidate biomarker for breast cancer

that is positively correlated to the hormone receptor ER and PR, thus

further investigations from biomedical experts are necessitated to indicate

the mechanism underlying the association.

� {‘SCUBE2’}. SCUBE2 mRNA was found to be positively correlated to

PR expression, as presented in Figure 6.19, and over the independent vari-

ations in breast cancer samples. The positive relationship between the

expression patterns of SCUBE2 mRNA and the hormone receptors ER and

PR recognised in this thesis necessities conducting further experiments to

determine the potential of this gene to be a biomarker for human breast

cancers.

� {‘SIAH2’}. Our omics data analysis study detected a positive correlation

between SIAH2 mRNA and PR expression levels, as explained in Figure

6.19, and across a wide range of breast cancer samples. Furthermore, SIAH2

was also detected in this research to have a positive correlation with ER,

and this is discussed in Section 6.2. SIAH2 mRNA and its relevancy to

the hormone receptors ER and PR can be further examined to indicate its

potential in the early detection and management of breast cancers.

� {‘FGD3’}. FGD3 was identified by the attractor metagene methodology

[53] applied to the 2,000 breast cancer sample of METABRIC dataset [62]

and won the Sage Bionetworks-DREAM Breast Cancer Prognosis Chal-

lenge. Willis et al. [318] found that FGD3 mRNA is regulated by ESR1

and it is an important clinical biomarker. FGD3 was detected in [273] to

be a potential prognostic biomarker for breast cancer. Yao et al. [330] iden-

tified nine genes, including FGD3 for breast cancer grading and staging. In

this thesis, FGD3 was detected to be positively correlated to PR expression

levels, as illustrated in Figure 6.20, and across a wide range of breast cancer

samples, thus targeting these mRNAs in further investigations is required
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Figure 6.19: Scatter plot of SCUBE2 and SIAH2 of (Nature 2012) dataset with
PR groups, illustrating that the observation 171 from the PR+ group has high
expression levels of (SCUBE2, SIAH2), which are (4.3738, 2.3989) in comparison
to the observation 232 from the PR- group, which has low expression levels of
(SCUBE2, SIAH2), which are (−2.457,−1.3913).

to approach personalised and precision medicine for breast cancer.

� {‘SUSD3’}. As mentioned previously in FGD3, SUSD3 was also identified

by the attractor metagene methodology [53] as a potential biomarker for

breast cancer. SUSD3 was found in [216] to be a significantly discriminative

gene, and a novel promoter of estrogen-dependent cell proliferation. Zhao et

al. [336] found that the expression of Insulin-like Growth Factor-I Receptor

(IGF-IR) and SUSD3 may be associated with the occurrence and progres-

sion of breast cancer. In this thesis, it has been shown that SUSD3 exhibits

a positive association with PR expression levels so that PR+ tumours are
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Figure 6.20: Scatter plot of FGD3 and SUSD3 of (Nature 2012) dataset with
PR groups, illustrating that the observation 318 from the PR+ group has high
expression levels of (FGD3, SUSD3), which are (4.0443, 5.2162) in comparison
to the observation 185 from the PR- group, which has low expression levels of
(FGD3, SUSD3), which are (−1.4253,−2.309).

characterised by a high expression levels of SUSD3 mRNA compared to

PR- samples, as clarified in Figure 6.20, and across a wide range of breast

cancer samples. The obtained findings provide strong evidence that SUSD3

could act as potential diagnostic and prognostic biomarkers to breast can-

cer and PR, thus targeting this gene in further investigations is required to

understand the role it might play in PR+ breast cancer.

� {‘GRPR’}. According To NCBI website1, GRPR “regulates numerous

functions of the gastrointestinal and central nervous systems. The recep-

1https://www.ncbi.nlm.nih.gov/gene/2925
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tor is aberrantly expressed in numerous cancers such as lung, colon, and

prostate”. Morgat et al. [213] found that GRPR is over-expressed in 83%

of ER-positive tumours, and this over-expression was also found in lymph

node metastases in 94.6% of cases. Results of their recent study [214] on

breast cancer samples have also shown that GRP-R targeting is highly rel-

evant in breast cancer, specifically in ER-positive tumours. High GRPR

mRNA levels were detected in [65] to be more frequent in samples with

positivity for ER mRNA ESR1, or PR mRNA. Dalm et al. [64] recognised

GRPR to be over-expressed on primary breast cancer and thus, they have

investigated the possibility of integrating it with other candidate genes for

receptor-mediated nuclear imaging and therapy. GRPR mRNA was discov-

ered in this thesis to be positively related to PR, as shown in Figure 6.21,

and across independently generated breast cancer samples. Therefore, the

mechanism underlying that association can be further studied to allow more

innovative findings.

� {‘PGLYRP2’}. Shanle et al. [256] identified several ER target genes,

including PGLYRP2 in triple negative breast cancer cells. On the other

hand, the research study [13] recognised that the absence of PGLYRP2

leads to alterations in the expression of the autism risk gene c-Met, and

sex-dependent changes in social behavior, similar to mice with manipulated

microbiota. Herein, the expression of PGLYRP2 mRNA was detected to be

positively associated with the PR levels, as presented in Figure 6.21, and

across independent subsets of breast cancer samples. Thus, further studies

can be conducted to determine the role of PGLYRP2 in the biological or

pathological process of breast cancers.

� {‘GREB1’}. According to NCBI website1, “this gene is an estrogen-

responsive gene that is an early response gene in the estrogen receptor-

regulated pathway. It is thought to play an important role in hormone-

responsive tissues and cancer”. The researchers in [240] found GREB 1 to be

critically involved in the estrogen induced growth of breast cancer cells and

has the potential of being a clinical marker for response to endocrine ther-

1https://www.ncbi.nlm.nih.gov/gene/9687
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Figure 6.21: Scatter plot of GRPR and PGLYRP2 of (Nature 2012) dataset with
PR groups, illustrating that the observation 239 from the PR+ group has high
expression levels of (GRPR, PGLYRP2), which are (6.0467, 4.3773) in comparison
to the observation 295 from the PR- group, which has low expression levels of
(GRPR, PGLYRP2), which are (−0.72033,−1.16177).

apy as well as a potential therapeutic target. Camden et al. [147] found that

GREB1 is a novel progesterone-responsive gene required for progesterone-

driven human endometrial stromal cell (HESC) decidualization. The recent

review study [52] has examined evidence that GREB1 participates in sev-

eral hormone-dependent cancers and could be targeted to treat these cancers

and concluded that the hormone-responsive gene GREB1 plays important

roles in the initiation and progression of some sex hormone-driven cancers.

Similar findings have also been shown recently by the study [133], which de-

tected GREB1 to be an estrogen receptor-regulated tumour promoter that
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Figure 6.22: Scatter plot of GREB1 and PGR of (Nature 2012) dataset with PR
groups, illustrating that the observation 100 from the PR+ group has high ex-
pression levels of (GREB1, PGR), which are (1.262, 5.4402) in comparison to the
observation 380 from the PR- group, which has low expression levels of (GREB1,
PGR), which are (−4.3128,−4.4838).

is frequently expressed in ovarian cancer. In our research, a positive rela-

tionship between GREB1 mRNA expression and PR levels was detected, as

clarified in Figure 6.22, and across a large number of variations in breast

cancer samples. Our findings revealed GREB1 mRNA as a potential indi-

cator to the positivity of PR, therefore, this gene and its relevance to breast

cancer should be investigated further.
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� {‘PGR’}. Progesterone receptor. According to the NCBI website1, PGR

“The encoded protein mediates the physiological effects of progesterone, which

plays a central role in reproductive events associated with the establishment

and maintenance of pregnancy”. The authors in [127] found that the ex-

pression of ESR1, the gene encoding ERα and that SNPs in the PGR gene

predict tumour PGR/PgR expression, and they concluded that ESR1 and

PGR polymorphisms are associated with estrogen and progesterone recep-

tor expression in breast tumours. PGR was identified in this thesis to be

a potential biomarker for the status of PR, as clarified in Figure 6.22, and

over a wide range of variant and independent breast samples. The obtained

findings reveal the potential of PGR gene to be a biomarker to breast cancer

and PR positivity, thus further investigations are required.

6.5 Discovered Biomarkers with HN Weight

for PR

The clinical relevance between the discovered biomarkers with HN weight

and the progesterone receptor will be discussed in regards to bioinformat-

ics analysis studies in the literature. Furthermore, the association of each

mRNA marker to the hormone receptor PR identified in this thesis will be

explored in details in the following points to provide conclusive evidence.

� {‘ATP6V0A4’}. Recently, the authors in [254] have identified fourteen

differentially expressed genes, involving ATP6V0A4 for visceral organ metas-

tasis in breast cancer. Misra et al. [210] found that ZAR2 transcription-

ally represses the ATPase ATP6V0A4 to negatively regulate invasiveness of

breast cancer cells. This thesis observes the ATP6V0A4 gene to be nega-

tively associated with PR status, as clarified in Figure 6.23, and over the

(Nature 2012), (Cell 2015), (Provisional), and (METABRIC) in addition

to the integrated datasets with PR groups. The findings of this research

1https://www.ncbi.nlm.nih.gov/gene/5241
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Figure 6.23: Scatter plot of ATP6V0A4 and LAD1 of (Nature 2012) dataset
with PR groups, illustrating that the observation 169 from the PR+ group has
low expression levels of (ATP6V0A4, LAD1), which are (−4.1855,−1.5495) in
comparison to the observation 364 from the PR- group, which has high expression
levels of (ATP6V0A4, LAD1), which are (4.459, 3.3618).

recommend considering the ATP6V0A4 gene and its link to breast cancer

and PR in future studies to allow unexplored knowledge to be discovered.

� {‘LAD1’}. Recently, Roth et al. [247] have identified LAD1 as a filamin-

binding regulator of actin dynamics in response to the epidermal growth

factor receptor (EGFR) and a marker of aggressive breast tumours. Groger

et al. [115] found several genes, including LAD1 that are correlated signifi-

cantly with impaired pathological complete response (pCR) in breast cancer

patients. The researchers in [118] identified 50 genes, including LAD1 to be

associated with ER in breast cancer. Several biomarkers including LAD1
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were identified in [6] for Luminal A and Basal. In this thesis, evidence of an

inverse correlation was detected between the expression patterns of LAD1

and PR, as illustrated in Figure 6.23, and over a large number of breast can-

cer samples of (Nature 2012), (Cell 2015), (Provisional), and (METABRIC)

as well as the integrated datasets with PR groups. Therefore, this thesis

supports investigating the potential of the LAD1 to be a biomarker for

breast cancers and PR status.

� {‘C9orf58’}. Chromosome 9 open reading frame 58, which is also known as

allograft inflammatory factor 1 like (AIF1L). Recently, Liu et al. [194] have

stated that AIF1L plays a key role in mammary tumorigenesis, and their

findings have suggested AIF1L to be a potential prognostic marker that

plays a vital role in regulating the cytoskeleton in breast cancer. Exclud-

ing this recent study, little is presented in the literature about the clinical

relevance of this gene to breast cancer and the hormone receptors. In this

thesis, C9orf58 was found to be a potential biomarker to breast cancer that

is negatively associated with PR expression levels, as shown in Figure 6.24,

and over a wide range of variant breast cancer samples. Therefore, more

studies can be conducted to understand the biological mechanism under-

lying the inverse association between the expression patterns of C9orf58

mRNA and PR.

� {‘NXPH1’}. A study of genome-wide methylation screen [93] in low-

grade breast cancer identifies several epigenetically altered genes, including

NXPH1 as potential biomarkers for tumour diagnosis. This thesis detected

an inverse relationship between NXPH1 mRNA and PR levels, as presented

in Figure 6.24, and across a wide range of breast cancer samples. The

potential of NXPH1 gene to be a biomarker to breast cancer and PR can

be further researched by biomedical studies to indicate its role in human

breast cancers.

� {‘CLCA2’}. According to NBCI website1, “ In breast cancer, expression

of this gene is down-regulated and the encoded protein may inhibit migra-

1https://www.ncbi.nlm.nih.gov/gene/9635
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Figure 6.24: Scatter plot of C9orf58 and NXPH1 of (Nature 2012) dataset with
PR groups, illustrating that the observation 23 from the PR+ group has low
expression levels of (C9orf58, NXPH1), which are (−3.3423,−1.46) in comparison
to the observation 126 from the PR- group, which has high expression levels of
(C9orf58, NXPH1), which are (2.4937, 6.3407).

tion and invasion while promoting mesenchymal-to-epithelial transition in

cancer cell lines”. Sasaki et al. [252] found CLCA2 to be involved in the p53

tumour suppressor network and it significantly impacts cancer cell migra-

tion and invasion. CLCA2 was found in [184] to be frequently inactivated in

breast cancer, which makes it a strong candidate for the 1p31 breast cancer

tumour suppressor gene. Similar findings were found by [117], which stated

that CLCA2 might act as a tumour suppressor in breast cancer. CLCA2

mRNA was recognised in this thesis as one of the biomarkers that are as-

sociated negatively with PR levels, as presented in Figure 6.26, and over

a wide range of breast samples. Targeting CLCA2 gene for further studies
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Figure 6.25: Scatter plot of CLCA2 and FGFR4 of (Nature 2012) dataset with
PR groups, illustrating that the observation 252 from the PR+ group has low
expression levels of (CLCA2, FGFR4), which are (−3.5682,−2.5823) in compar-
ison to the observation 32 from the PR- group, which has high expression levels
of (CLCA2, FGFR4), which are (6.3023, 1.8037).

can help to determine its role in breast cancer and PR positivity.

� {‘FGFR4’}. According to NBCI website1 website, “The encoded protein

is involved in the regulation of several pathways, including cell proliferation,

cell differentiation, cell migration, lipid metabolism, bile acid biosynthesis,

vitamin D metabolism, glucose uptake, and phosphate homeostasis”. The

recent review study [285] on the role of FGFR4 in cancers has stated that

information on the involvement of FGFR4 in cancers has significantly in-

creased in recent years and concluded targeting FGFR4 as a potential thera-

1https://www.ncbi.nlm.nih.gov/gene/2264
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peutic strategy. Recently, Zhao et al. [337] have found that FGFR4 provides

the conduit to facilitate FGF19 signaling in the progression of breast can-

cer. Another recent study [323] has suggested targeting FGFR4 as a thera-

peutic opportunity for chemoresistant tumours because it increases glucose

metabolism and leads to chemoresistance in breast cancer. Recently, an-

other study [180] has found that FGFR4 is a novel druggable target for

recurrent ER-positive breast cancers. In this PhD study, evidence of an in-

verse association was observed between the expression patterns of FGFR4

and PR, as illustrated in Figure 6.26, and over variant and independent

breast cancer samples of (Nature 2012), (Cell 2015), (Provisional), and

(METABRIC) as well as across the variations in the integrated datasets

with PR groups. More investigations are required to determine the role of

FGFR4 mRNA in breast cancers and more specifically, in the progesterone

receptor.

� {‘PPP1R1A’}. As mentioned previously in Section 6.3, a research study

[280] found that the expression of PPP1R1A in lung, colorectal, and gastric

cancer cell lines was different from that of the normal tissues. This thesis is

the first to report a negative correlation between PPP1R1A mRNA expres-

sion and high levels of ER, as well as PR positivity, as shown in Figure 6.26,

and across independent cancer genomic datasets. Therefore, the potential

of PPP1R1A mRNA expression to be a diagnostic or prognostic markers

to breast cancer and hormone receptors can be further studied in future

research.

� {‘TRPV6’}. As mentioned previously in Section 6.3, TRPV6 was identi-

fied to be negatively associated with ER+ tumours. Moreover, it has been

shown in this research that TRPV6 is lowly expressed in PR+ tumours,

in which the drops in TRPV6 could contribute to the positivity of PR, as

explained in Figure 6.26, and this has been demonstrated over several inde-

pendent breast cancer genomic datasets. Therefore, TRPV6 can be further

studied to indicate its contributions to breast cancer.
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Figure 6.26: Scatter plot of PPP1R1A and TRPV6 of (Nature 2012) dataset
with PR groups, illustrating that the observation 396 from the PR+ group has
low expression levels of (PPP1R1A, TRPV6), which are (−2.6309,−0.37375) in
comparison to the observation 215 from the PR- group, which has high expression
levels of (PPP1R1A, TRPV6), which are (4.18067, 5.1658).

� {‘C1orf115’}. Very limited information is available in the literature about

this gene, particularly its relevance to breast cancers and the hormone re-

ceptors. This thesis is the first to show evidence of an inverse association

between the expression patterns of Clorf115 and PR, in which the PR+

tumours are characterised by low expression levels of Clorf115 mRNA com-

pared to PR- samples, as introduced in Figure 6.27, and over multiple

independent datasets. Therefore, further investigations are necessitated to

identify the biological mechanism underlying that association.
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Figure 6.27: Scatter plot of C1orf115 and TSPAN8 of (Nature 2012) dataset
with PR groups, illustrating that the observation 286 from the PR+ group has
low expression levels of (C1orf115, TSPAN8), which are (−2.3804,−5.9947) in
comparison to the observation 138 from the PR- group, which has high expression
levels of (C1orf115, TSPAN8), which are (2.9592, 3.1603).

� {‘TSPAN8’}. Growing evidence in the literature suggests that TSPAN8

promotes tumour cell migration, invasion, and metastasis in multiple types

of human cancers [108,227]. Zhu et al. [342] have revealed that several genes,

including TSPAN8 are positively correlated in human breast cancer, and

high expression levels of TSPAN8 correlate with poor prognosis. This thesis

demonstrated a negative association between TSPAN8 and PR positivity,

as clarified in Figure 6.27, and across a wide range of breast cancer samples,

thus targeting this gene for further researching could contribute to advance

our knowledge about the role TSPAN8 might play in PR+ breast cancer.
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6.6 Discussion

Previous chapters discussed the fundamental concepts, design, implementation

of the proposed feature mining models as well as validation and evaluation of

the discovered biomarkers. This chapter covered the clinical relevance of the

recognised biomarkers to breast cancer and the hormone receptor ER and PR

according to current bioinformatics research in the literature. Furthermore, con-

clusive evidence of a positive or negative association between each single mRNA

marker and the hormone receptor ER or PR was introduced and verified.

The positive association was observed and validated between the discovered

biomarkers with HP weight and ER, as discussed in Section 6.2, and the HP

weighted biomarkers and PR, as mentioned in Section 6.4. The positive associ-

ation corresponds to the gains in the expression levels of these biomarkers and

its contribution to ER/PR positivity. The inverse correlation was recognised and

demonstrated between the HN weighted biomarkers and ER, as explained in Sec-

tion 6.3, as well as the identified generic biomarkers with HN weight and PR, as

presented in Section 6.5. The negative association refers to the declines in the

expression levels of these mRNA markers and its contribution to high ER/PR

expression level. The emphasis was made in this chapter on conducting further

investigations to examine the potential of the identified groups of biomarkers to

improve breast cancer patient’s health and survival or develop more cost-effective

therapies.

The computational models reported in this thesis effectively extracted knowl-

edge from omics data using a systematic approach to data modelling, analysis

and validation. The discovered mRNA markers could answer different biologi-

cal questions of interest and provide insights and explanations to the biological,

pathological and pharmacological process underlying human breast cancers and

the hormone receptors ER and PR. The assessment of the clinical relevance of the

discovered biomarkers by bioinformatics researchers is essential for inferring con-

clusive evidence that enables to use the recognised molecular markers to construct

diagnostic and prognostic models that can be accepted in clinical practice.
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Chapter 7

Conclusion and Future Work

7.1 Introduction

This thesis discusses the fundamental concepts, research problems and directions

for the discovery of robust biomarkers for diseases, such as cancers, from HDSSS

omics data. The detailed and critical discussions presented considered relevant

current state-of-the-art research to establish key limitations and challenges of

employing them in bioinformatics and computational biology. Therefore, the

limitations of existing approaches established by the literature review led to the

proposal of two models, based on computational intelligence and deep learning,

for the extraction, analysis, interpretation and validation of reliable biomarkers

from human molecular data. Furthermore, the availability of data repositories

and portals for different types of cancer genomic data, main requirements for

effective genome analysis and feature mining, and critical aspects for assessing

the outputs of omics data analysis models are all covered and discussed in de-

tails. Then, this thesis introduces the modelling design, analysis, implementation

and application of the novel feature mining model that integrates traditional sta-

tistical techniques and computational intelligence methods for the goal of the

discovery of the underlying structure of the genomic and proteomic data. It

also proposes a general framework for deep feature learning together with an ex-

planatory technique that can be used for discovering robustly high-level abstract

representations from such datasets and reveal key determinants underlying these
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latent representations. The outputs of our computational models were validated

using effective evaluation metrics and independent validations, thus relevant, ro-

bust, and reproducible biomarkers to breast cancer were discovered and verified.

Moreover, the clinical relevance of the discovered biomarkers to human breast

cancers and ER/PR positivity was also discussed in order to provide conclusive

evidence about the type of underlying association.

7.2 Concluding Remarks

Extracting knowledge from omics datasets is a serious challenge for the research

community interested in understanding the cancer genotype and phenotype. Such

datasets are characterised by high dimensionality and relatively small sample sizes

with small signal-to-noise ratios. This significantly challenges existing machine

learning-based solutions due the curse of dimensionality issues, where the addition

of new input features typically requires an exponential number of input observa-

tions (which are commonly unavailable) to discover the underlying structure of

the data that allows these models to generalise well to unseen cases. This also

puts great pressure on data mining models that attempt to separate the signal

from the noise in a bid to discover robust determinants. Increasing the aware-

ness of the key research challenges allow us to introduce more potential solutions,

by understanding the required computational and statistical resources. The po-

tential solutions introduced in this thesis to tackle the challenges of knowledge

discovery from omics data are concluded in the following sections.

7.2.1 Filtering Methods

It is a well-known that much more accurate machine-learning methods are re-

quired to specify and measure phenotypes of complex diseases such as cancer.

In particular, our focus has specifically been to reduce the amount of spurious

positive associations within sophisticated classifier-based systems by proposing

an intelligent feature mining model. One of the key challenges related to de-

riving knowledge from such high dimensional biomedical data is the amount of

noise and the experimental variability. Filtering methods based on the variation
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and entropy criterion were employed to exclude genes that exhibit a variance or

entropy value less than the 10th percentile from further analysis. The resulting

outcomes of filtering methods were that the genomic datasets had less noise or

less unreliable genes that are not expressed at biologically significant levels. The

preliminary quality assessment can be considered an essential step in the process

of biomarker discovery from omics data in order to increase the quality of the

data prior to the modelling and analysis stages. Therefore, the practical impact

of filtering out the least reliably expressed genes led to increasing the potential

of detecting differentially expressed genes.

7.2.2 Evolutionary Mining Model

As mentioned earlier, extracting knowledge from omics datasets is a serious chal-

lenge for machine learning-based solutions due to the curse of dimensionality

issues. To alleviate these limitations , the evolutionary mining model was pro-

posed based on ad-hoc traditional statistical techniques with the computational

evolutionary method to effectively handle the size and complexity of omics data.

Therefore, the proposed model comprises of three main phases, based on differ-

ent selection paradigms, which are univariate, multivariate, and ensemble. The

univariate selection phase is utilised first to eliminate the least promising features

for the next optimisation phase. The multivariate selection phase, based on the

evolutionary method, is used to optimise the search process for finding the best

possible combination of features in the reduced feature space. The ensemble phase

is utilised to enhance the robustness of the finally selected subset of candidate

predictors. Evaluating the performance of the evolutionary mining model reveals

that this multi-staged model was successful to some extents in recognising robust

biomarkers from several HDSSS microarray and mass spectrometry datasets. The

discovered biomarkers exhibited computational and biological relevance and were

capable of developing highly accurate and reliable prediction systems. However,

it has been shown through this research that the number of identified biomarkers

by this mining model that are generic over independently generated breast cancer

samples was small compared to the outputs of the deep mining model.

Therefore, the requirement for multiple levels of feature learning is necessi-
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tated to exploit the unknown structure of HDSSS omics data efficaciously for

capturing enough of its underlying relevant variations. This has motivated us

to explore another direction of research that focuses on unsupervised feature ex-

traction, rather than supervised feature selection, based on state of the art deep

learning for the goal of automatic deep self-taught learning so that the interesting

complexity can be uncovered adequately from the raw high dimensional genomic

and proteomic data. However, the extraction process based on deep learning

methods lacks the transparency and interpretability found in the feature selec-

tion based on the evolutionary mining model. To address this issue, our research

introduces a novel weight interpretation technique that helps to open the black

box of such deep learning models to reveal key determinants underlying its latent

representations.

7.2.3 Deep Mining Model

In this thesis, we critically evaluate the usefulness of state-of-the-art deep neural

network methods for the problem of knowledge discovery from high through-

put biomedical data. The key requirements for automated deep feature learn-

ing model that is able to handle the crucial challenges underlying the problem

of inferring knowledge from HDSSS omics data are discussed and established.

Therefore, the proposed deep feature learning model was introduced, based on

a set of non-linear sparse Auto-encoders, that are deliberately constructed in an

under-complete manner to force the network to find progressively the complex

featural representations necessary to capture the important variations underlying

the biological samples.

As discussed previously, the dimensionality of omics data is high, which means

that there is an exponential number of possible input configurations. Therefore,

the available biological samples become increasingly sparse, making the process of

discovering plausible and robust input configurations a very difficult task. More-

over, very few genes are expressed reliably at biologically significant levels and

distinguishably from noise and measurement variation [32]. Therefore, the Com-

pressed Auto-encoder attempts to reduce the number of biological samples re-

quired to find a small proportion of molecules that can recover a large proportion
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of variations underlying the data. The Sparse Compressed Auto-Encoder endeav-

ours to promote the notion that different aspects are characterised by different

features. Adding the sparsity penalty to the under-complete layers leads to ren-

dering the hidden neurons to be inactive (i.e. at or near zero) so that a small set

of different groups of hidden neurons allocated to different subsets of features. As

a result, a small proportion of potentially relevant and insensitive determinants

is utilised to represent various inputs through multiple levels of feature trans-

formations of the Stacked Sparse Compressed Auto-Encoder. Consequently, the

learning process proceeds successfully using the available samples addressing the

problem of small sample sizes of omics, where the number of molecules vastly

exceeds the number of observations. Furthermore, the computational and sta-

tistical challenges arising from handling the high dimensional spaces of genomic

and proteomic data are tackled, and a high level of efficiency is achieved.

Consequently, the proposed deep feature learning model was very successful

when applying to the individual cancer datasets, as well as the composite datasets,

which are derived from the individual breast invasive carcinoma datasets. The

characteristics of the presented deep feature learning model were very effective

in handling the challenges of cancer genomic datasets and discovering highly

non-linear generic features, capturing high degrees of variation amongst breast

cancer samples. Given its ability to learn complex functional relationships of

varying degrees of abstraction, it is expected that the proposed deep feature

learning model will detect any salient high-level generic features that are latent

yet pervasive across the data.

7.2.4 The weight Interpretation Method

The weight interpretation method was introduced in this thesis to add explana-

tory power to the deep feature learning model by determining the candidate

input features that force the different biomarker classification behaviours. The

detailed evaluation of the deep mining model demonstrates its capacity to open

the black-box of the deep feature learning model by finding robustly the deferen-

tially expressed genes or proteins that exhibit HP or HN weight scores over the

depth of the network. Fundamentally, two types of outcomes were revealed by our
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deep mining model, both indicating strong likelihoods of a patient having cancer.

The first outcome indicated a subset of highly positively-weighted genes whereby

the amplifications and gains in the gene expression levels were associated with the

likelihood of a patient having cancer. Conversely, the second outcome revealed

another subset of genes that were highly negatively-weighted and coincided with

significant downregulation in the gene expression levels, and again indicated the

strong likelihood of a patient having cancer.

This mechanism explains the internal state of the proposed deep feature learn-

ing model, which relies mainly on allocating HP weight to the features that are

highly expressed for the positives in comparison to most of the negatives. In con-

trast, HN weights are allocated by the proposed deep feature learning model to

the features that are lowly expressed for most of the positives in comparison to the

negatives. The detailed evaluation of the proposed weight interpretation method

provides significant evidence that this explanatory technique was very effective

in offering explainability to the deep learning model and detect key determinants

underlying its latent representations. As our deep learning model is problem-

independent and data-driven, it provides a general framework for knowledge dis-

covery applications based on deep feature learning to omics data characterised

by high dimensionality and relatively small sample size.

7.2.5 Discovered Biomarkers

The application of the deep feature learning model together with the deep min-

ing interpretation method to the breast invasive carcinoma datasets results in

detecting relevant, robust, and reproducible biomarkers over a wide range of in-

dependently generated breast cancer samples. The clinical relevance of these

molecular indicators to breast cancer is discussed, in regards to the bioinformat-

ics analysis studies in the literature, where the type of relationship between each

mRNA and the hormone receptor ER and PR recognised in this research is re-

vealed and proved. Some of these biomarkers have been explored individually by

other bioinformatics studies in the literature, in addition to our research. There-

fore, there is growing evidence that the gains or declines in the expression levels

of these biomarkers contribute to human breast cancers and the positivity of the
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hormone receptors ER and PR.

The biomarkers that are detected in this PhD work to have a positive asso-

ciation with ER levels are: {‘AGR3‘, ‘ESR1’, ‘GFRA1’, ‘SIAH2’, ‘SLC39A6’,

‘SCUBE2’, ‘C6orf97’, ‘ANXA9’, ‘CA12’, ‘NAT1’, ‘GATA3’, ‘PCP2’, ‘FSIP1’,

‘EVL’, ‘LRRC56’, ‘IGFALS’}. In the literature, there is increasing evidence about

the existence of some of these biomarkers in breast cancers like {‘ESR1’, ‘GFRA1’,

‘AGR3’, ‘SIAH2’, ‘NAT1’, ‘SCUBE2’, ‘GATA3’}, while {‘C6orf97’, ‘SLC39A6’,

‘ANXA9’, ‘CA12’, ‘EVL’, ‘FSIP1’, ‘IGFALS’, } have been detected by few stud-

ies, where limited information is available about {‘PCP2’, ‘LRRC56’}, which are

recognised for the first time to be positively correlated with ER levels.

The biomarkers that are found in this research to have an inverse corre-

lation with ER positivity are: {‘PSAT1’, ‘PPP1R14C’, ‘TMEM40’, ‘VGLL1’,

‘C1orf106’, ‘BBOX1’, ‘SOX11’, ‘PROM1’, ‘DKK1’, ‘PARRES1’, ‘S100A8’, ‘S100A9’,

‘TRPV6’, ‘B3GNT5’, ‘KRT16’, ‘KRT81’, ‘HRASLS’, ‘PPP1R1A’}. There is

growing evidence in the literature that some of these biomarkers are frequent

events in breast cancer and triple-negative breast cancer, such as {‘VGLL1’,

‘PROM1’, ‘PSAT1’}, while {‘PPP1R14C’, ‘SOX11’, ‘B3GNT5’, ‘KRT16’, ‘DKK1’,

‘ S100A8’, ‘ S100A9’, ‘TRPV6’}, have been discovered by a few studies, where

little is known about {‘TMEM40’, ‘C1orf106’, ‘BBOX1’, ‘KRT81’, ‘RARRES1’,

‘HRASLS’, ‘PPP1R1A’} and their inverse association with the hormone receptor

ER has not yet been recognised.

For the hormone receptor PR, the biomarkers that are discovered in this PhD

study to have a positive association with PR expression levels are: {‘FGD3’,

‘GFRA1’, ‘GRPR’, ‘PGR’, ‘SUSD3’, ‘GREB1’, ‘SIAH2’, ‘SCUBE2’, ‘AGR3’,

‘PGLYRP2’}. In the literature, there is growing evidence that demonstrates

the role of some of these biomarkers in breast cancers and PR positivity such

as {‘FGD3’, ‘SUSD3’, ‘GRPR’, ‘PGR’, ‘GREB1’}. While limited information is

available about the role of {‘AGR3’, ‘GFRA1’, ‘SIAH2’, ‘SCUBE2’, ‘PGLYRP2’}
in high PR levels. The biomarkers that are discovered in this study to be nega-

tively associated with PR expression levels are: {‘LAD1’, ‘ATP6V0A4’, ‘NXPH1’,

‘C9orf58’, ‘CLCA2’, ‘FGFR4’, ‘PPP1R1A’, ‘TRPV6’, ‘C1orf115’, ‘TSPAN8’}.
These biomarkers have also been detected by a few studies in the literature,

whereas the inverse correlation between their expression patterns and the hor-
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mone receptor PR has not yet been recognised.

Furthermore, four subsets of biomarkers from the METABRIC breast cancer

dataset were discovered robustly to be relevant to breast cancers and the hormone

receptors ER and PR. Most of these mRNA markers were also discovered from the

(Nature 2012), (Cell 2015) and (Provisional) datasets, as discussed in Chapter

6. The clinical relevance of these biomarkers is investigated in the literature

individually by bioinformatics research. For example, a very recent state of the

art finding that is congruent with the results of our research is the biomarker

CD24 that is shown in our research to be negatively associated with ER levels.

A very recent study from Stanford University [16] has revealed CD24 as ‘don’t

eat me’ signal, which stops immune cells engulfing and destroying the cancer cell.

The recent study has found CD24 to be present in high quantities on the surface

of both ovarian and triple negative breast cancer cells and was investigated to see

if blocking this could lead to tumour shrinkage.

As a result, this thesis identifies diverse biomarkers that are positively and

negatively associated with breast cancer and the hormone receptor ER and PR.

The new risk determinants can be further investigated by domain experts to

examine the potential of these genes to be clinical markers for the presence and

progression of this heterogeneous disease, in addition to the predictivity, they can

add to the diagnosis and prognosis models. Moreover, more personalised treat-

ments or monitoring plannings for breast cancer could be developed by scouting

the mechanism underlying the association of the expression patterns of these

molecular markers and ER/PR positivity.

Herein, it is important to mention a significant obstacle for biomarker dis-

covery research, which is the need for more effective interdisciplinary research

environments. There are relatively few examples of situations where novel molec-

ular markers originating from the cancer research community has found its way

into routine clinical practice. Effective inter-disciplinary research is therefore

paramount if findings from state-of-the-art machine learning research is to be

truly exploited and brought into the service of precision medicine.
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7.3 Directions for Future Work

Our deep feature learning and mining models drive novel molecular markers for

breast cancer. The discovered biomarkers are reported after the rigorous and

detailed designation of each step of the biomarker discovery process, which al-

low reproducing the molecular markers across independently generated cancer

genomic datasets. Furthermore, it has been shown through this thesis that the

discovered biomarkers are exhibiting clinical relevance potential to the hormone

receptors ER and PR. The breast cancer datasets used in this thesis are publi-

cally available, thus investigating the findings of this thesis by biomedical experts

can contribute in developing approaches for personalised cancer medicine that

can prevent, screen, manage and treat this complicated disease and enhance the

breast cancer patient’s life and survival.

Moving forward, we will investigate the capacity of our deep mining model to

detect generic biomarkers for selected cancers across a range of independent high-

quality genomic samples collected from different studies. This will indicate which

of these the academic and wider biomedical community should explore further.

Furthermore, research studies have shown that complex diseases like cancers are

extremely heterogeneous and caused by the complex interaction of various under-

lying factors, including genetic, genomic, behavioural and environmental effects

and factors. The rise of high quality integrated and multi-modal omics data, such

as the TCGA database which contains a combination of genomic, epigenomic,

proteomic, imaging and clinical data for matched patient groups, will enable us

to develop sophisticated ’integrative models’ that may reveal even more valuable

indicators of disease. We feel this will provide a sound basis for the development

of more effective diagnostic and prognostic systems in the future.

Several studies have constructed various integrative analysis models to inves-

tigate the integration gain of diverse biomedical data. Most of these integrative

studies have adopted clinicogenomic models that rely on combining clinical and

genomic datasets. Clinicogenomic integrative models focus on addressing the

challenges of integrating disparate dimensionalities of clinical and high dimen-

sional genomic datasets. In terms of biological problems, most clinicogenomic

studies use gene expression data from widely available public genomic datasets,
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despite the fact that each of these datasets provides variant aspects about the

cellular activity. Therefore, the next generation of diagnosis and prognosis sys-

tems is to develop approaches for examining the potential interactions between a

range of diversified cancer data.

The development of integrative prediction models from HDSSS genomic data

poses a range of challenging issues that arise due to experimental, computational,

and statistical complexities. All of these challenges were already discussed in our

research paper: “Challenges in Developing Prediction Models for Multi-Modal

High-Throughput Biomedical Data” [9]. The various challenges encountered are

based on the characteristics of the data, the aim of the integration, and the

level of the integration. Furthermore, three integration levels namely the Early,

Intermediate, and Late were illustrated in this paper and the emphasis was made

that the appropriate integration stage can be identified based on the aim of

the analysis model and the characteristics of the datasets. The directions are

introduced briefly in this paper to address these challenges and some possibilities

for future work are discussed.

Therefore, as a direction for future research, we are aiming to design and

implement an integrative analysis model that can leverage various cancer datasets

for answering diverse systems biology questions. The integration gain and the

differences in performances between multi-modal and uni-modal approaches using

multiple datasets and diverse biomedical modalities will be investigated.
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Appendix A

Table 1: The sizes of the training-validation sets of ovarian cancer dataset and
METABRIC dataset with ER and PR groups.

Dataset Training Sets Validation sets

Ovarian Cancer [173, 172, 173, 173, 173] [43, 44, 43, 43, 43]
METABRIC [1524 1523 1523 1523 1523] [380, 381, 381, 381, 381]

Table 2: The average MSE of each SCAE of ovarian cancer dataset and
METABRIC datasets with ER and PR groups.

Dataset L1 L2 L3 L4

Ovarian Cancer 0.0016 0.0010 0.0024 0.0024
METABRIC with ER 0.0356 0.0130 0.0074 0.0037
METABRIC with PR 0.0373 0.0125 0.0079 0.0036

Table 3: The sizes of the training-validation sets of the breast invasive carcinoma
datasets with ER groups.

Dataset Training Sets Validation sets

(Nature 2012) [416, 415, 415, 415, 415] [103, 104, 104, 104, 104]
(Cell 2015) [332, 332, 332, 332, 332] [83, 83, 83, 83, 83]
(Provisional) [416 415 415 415 415] [103, 104, 104, 104, 104]
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Table 4: The sizes of the training-validation sets of the breast invasive carcinoma
datasets with PR groups.

Dataset Training Sets Validation sets

(Nature 2012) [415, 414, 414, 414, 415] [103, 104, 104, 104, 103]
(Cell 2015) [332, 332, 332, 332, 332] [83, 83, 83, 83, 83]
(Provisional) [415, 414, 414, 414, 415] [103, 104, 104, 104, 103]

Table 5: The average MSE of each SCAE of the breast invasive carcinoma datasets
with ER groups.

Layer (Nature 2012) (Cell 2015) (Provisional)

L1 0.1446 0.1363 0.1368
L2 0.0160 0.0147 0.0158
L3 0.0087 0.0084 0.0087
L4 0.0037 0.0041 0.0040

Table 6: The average MSE of each SCAE of the breast invasive carcinoma datasets
with PR groups.

Layer (Nature 2012) (Cell 2015) (Provisional)

L1 0.1334 0.1351 0.1356
L2 0.0158 0.0147 0.0161
L3 0.0089 0.0088 0.0088
L4 0.0038 0.0039 0.0039

Table 7: The sizes of the training-validation sets of the integrated datasets with
ER groups.

Dataset Training Sets Validation sets

NCP1 [583, 582, 582, 582, 583] [145, 146, 146, 146, 145]
NCP2 [520, 520, 520, 520, 520] [130, 130, 130, 130, 130]
NCP3 [584, 583, 583, 583, 583] [145, 146, 146, 146, 146]
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Table 8: The sizes of the training-validation sets of the integrated datasets with
PR groups.

Dataset Training Sets Validation sets

NC [528, 527, 527, 527, 527] [131, 132, 132, 132, 132]
CN [474, 473, 473, 474, 474] [118, 119, 119, 118, 118]
NP [556, 556, 556, 556, 556] [139, 139, 139, 139, 139]
PN [557, 556, 557, 557, 557] [139, 140, 139, 139, 139]
CP [473, 472, 473, 473, 473] [118, 119, 118, 118, 118]
PC [528, 527, 527, 527, 527] [131, 132, 132, 132, 132]

Table 9: The average MSE of each SCAE of the integrated datasets with ER
groups.

Layer NCP1 NCP2 NCP3

L1 0.0827 0.0770 0.0824
L2 0.0194 0.0198 0.0197
L3 0.0096 0.0097 0.0098
L4 0.0045 0.0047 0.0044

Table 10: The average MSE of each SCAE of the integrated datasets with PR
groups.

Layer NC CN NP PN CP PC

L1 0.1049 0.0962 0.0931 0.0846 0.0922 0.1000
L2 0.0188 0.0191 0.0199 0.0198 0.0194 0.0189
L3 0.0091 0.0094 0.0095 0.0094 0.0098 0.0093
L4 0.0041 0.0049 0.0043 0.0043 0.0044 0.0042
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Appendix B

Figure 1: The performance of the SSCAE at the final iteration of ovarian cancer
dataset and METABRIC dataset with ER and PR groups.
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Figure 2: The performance of the SSCAE at the final iteration of the breast
invasive carcinoma datasets with ER groups.
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Figure 3: The performance of the SSCAE at the final iteration of the breast
invasive carcinoma datasets with PR groups.
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Figure 4: The performance of the SSCAE at the final iteration of the integrated
datasets with ER groups.
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Figure 5: The performance of the SSCAE at the final iteration of the integrated
datasets with PR groups.
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Figure 6: The performance of the SSCAE at the final iteration of the integrated
datasets with PR groups.
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Figure 7: The performance of the SVM and BDT models at the final iteration of
ovarian cancer dataset.
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Figure 8: The performance of the SVM and BDT models at the final iteration of
METABRIC dataset with ER groups.
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Figure 9: The performance of the SVM and BDT models at the final iteration of
METABRIC dataset with PR groups.
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Figure 10: The performance of the SVM model at the final iteration of breast
invasive carcinoma dataset with ER groups.
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Figure 11: The performance of the BDT model at the final iteration of breast
invasive carcinoma dataset with ER groups.
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Figure 12: The performance of the SVM model at the final iteration of breast
invasive carcinoma dataset with PR groups.
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Figure 13: The performance of the BDT model at the final iteration of breast
invasive carcinoma dataset with PR groups.
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Figure 14: The performance of the SVM model at the final iteration of the
integrated dataset with ER groups.
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Figure 15: The performance of the BDT model at the final iteration of the inte-
grated dataset with ER groups.
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Figure 16: The performance of the SVM model at the final iteration for the
integrated dataset with PR groups.
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Figure 17: The performance of the BDT model at the final iteration of the inte-
grated dataset with PR groups.
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Figure 18: The performance of the SVM model at the final iteration of the
integrated dataset with PR groups.
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Figure 19: The performance of the BDT model at the final iteration of the inte-
grated dataset with PR groups.

207



References

[1] Ossama Abdel-Hamid, Abdel-rahman Mohamed, Hui Jiang,

Li Deng, Gerald Penn, and Dong Yu. Convolutional neural net-

works for speech recognition. IEEE/ACM Transactions on audio, speech,

and language processing, 22[10]:1533–1545, 2014. 35

[2] Thomas Abeel, Thibault Helleputte, Yves Van de Peer, Pierre

Dupont, and Yvan Saeys. Robust biomarker identification for can-

cer diagnosis with ensemble feature selection methods. Bioinformatics,

26[3]:392–398, 2009. 30, 32

[3] M Gordian Adam, Sonja Matt, Sven Christian, Holger Hess-

Stumpp, Andrea Haegebarth, Thomas G Hofmann, and Car-

olyn Algire. Siah ubiquitin ligases regulate breast cancer cell migration

and invasion independent of the oxygen status. Cell Cycle, 14[23]:3734–

3747, 2015. 135

[4] Paul J Adam, Joanne Berry, Julie A Loader, Kerry L Tyson,

Graham Craggs, Paul Smith, Jackie De Belin, Graham Steers,

Francesco Pezzella, Kris F Sachsenmeir, et al. Arylamine n-

acetyltransferase-1 is highly expressed in breast cancers and conveys en-

hanced growth and resistance to etoposide in vitro. Molecular cancer re-

search, 1[11]:826–835, 2003. 138

[5] Heli I Alanen, Richard A Williamson, Mark J Howard, Anna-

Kaisa Lappi, Heli P Jäntti, Sini M Rautio, Sakari Kellokumpu,

and Lloyd W Ruddock. Functional characterization of erp18, a new

endoplasmic reticulum-located thioredoxin superfamily member. Journal

of Biological Chemistry, 278[31]:28912–28920, 2003. 134

208



REFERENCES

[6] Gabriela Alexe, G. S. Dalgin, Ramakrishna Ramaswamy,

Charles DeLisi, and Gyan Bhanot. Data perturbation independent

diagnosis and validation of breast cancer subtypes using clustering and pat-

terns. Cancer Informatics, 2:243 – 274, 2006. 169

[7] Babak Alipanahi, Andrew Delong, Matthew T Weirauch, and

Brendan J Frey. Predicting the sequence specificities of dna-and rna-

binding proteins by deep learning. Nature biotechnology, 33[8]:831, 2015.

34

[8] Prasanna G Alluri, Corey Speers, and Arul M Chinnaiyan.

Estrogen receptor mutations and their role in breast cancer progression.

Breast Cancer Research, 16[6]:494, 2014. 133

[9] Abeer Alzubaidi. Challenges in developing prediction models for multi-

modal high-throughput biomedical data. In Proceedings of SAI Intelligent

Systems Conference, pages 1056–1069. Springer, 2018. 185

[10] Sarah A Andres and James L Wittliff. Co-expression of genes with

estrogen receptor-α and progesterone receptor in human breast carcinoma

tissue. Hormone molecular biology and clinical investigation, 12[1]:377–390,

2012. 141

[11] Christof Angermueller, Heather Lee, Wolf Reik, and Oliver

Stegle. Accurate prediction of single-cell dna methylation states using

deep learning. BioRxiv, page 055715, 2017. 34

[12] Lindsay Angus, Nick Beije, Agnes Jager, John WM Martens,

and Stefan Sleijfer. Esr1 mutations: Moving towards guiding treat-

ment decision-making in metastatic breast cancer patients. Cancer treat-

ment reviews, 52:33–40, 2017. 133

[13] T Arentsen, Y Qian, S Gkotzis, T Femenia, T Wang, K Udekwu,

H Forssberg, and R Diaz Heijtz. The bacterial peptidoglycan-sensing

molecule Pglyrp2 modulates brain development and behavior. Molecular

Psychiatry, 22:257, nov 2016. 164

209



REFERENCES

[14] Francisco Azuaje. Bioinformatics and biomarker discovery. Wiley On-

line Library, 2010. 1, 19

[15] YI Bao, Antao Wang, and Juanfen Mo. S100a8/a9 is associated with

estrogen receptor loss in breast cancer. Oncology letters, 11[3]:1936–1942,

2016. 155, 157

[16] Amira A Barkal, Rachel E Brewer, Maxim Markovic, Mark

Kowarsky, Sammy A Barkal, Balyn W Zaro, Venkatesh Kr-

ishnan, Jason Hatakeyama, Oliver Dorigo, Layla J Barkal,

et al. Cd24 signalling through macrophage siglec-10 is a target for cancer

immunotherapy. Nature, page 1, 2019. 183

[17] Daniel H Barnett, Shubin Sheng, Tze Howe Charn, Abdul Wa-

heed, William S Sly, Chin-Yo Lin, Edison T Liu, and Benita S

Katzenellenbogen. Estrogen receptor regulation of carbonic anhydrase

xii through a distal enhancer in breast cancer. Cancer Research, 68[9]:3505–

3515, 2008. 140

[18] Hamid Behravan, Jaana M Hartikainen, Maria Tengström, Ka-

tri Pylkäs, Robert Winqvist, Veli-Matti Kosma, and Arto

Mannermaa. Machine learning identifies interacting genetic variants con-

tributing to breast cancer risk: A case study in finnish cases and controls.

Scientific reports, 8[1]:13149, 2018. 14

[19] Richard Bellman. Dynamic Programming. Princeton University Press,

Princeton, NJ, USA, 1 edition, 1957. 2

[20] Asa Ben-Hur, Cheng Soon Ong, Sören Sonnenburg, Bernhard
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[216] I Moy, V Todorović, AD Dubash, JS Coon, James B Parker,

M Buranapramest, CC Huang, Hong Zhao, Kathleen Janee

235



REFERENCES

Green, and Serdar E Bulun. Estrogen-dependent sushi domain con-

taining 3 regulates cytoskeleton organization and migration in breast cancer

cells. Oncogene, 34[3]:323, 2015. 162

[217] Sayan Mukherjee. Classifying microarray data using support vector

machines. In A practical approach to microarray data analysis, pages 166–

185. Springer, 2003. 24

[218] Naoki Nanashima, Kayo Horie, Toshiyuki Yamada, Takeshi

Shimizu, and Shigeki Tsuchida. Hair keratin krt81 is expressed in nor-

mal and breast cancer cells and contributes to their invasiveness. Oncology

reports, 37[5]:2964–2970, 2017. 154

[219] Cancer Genome Atlas Network et al. Comprehensive molecular

portraits of human breast tumours. Nature, 490[7418]:61, 2012. 51

[220] Wing WY Ng, Guangjun Zeng, Jiangjun Zhang, Daniel S Ye-

ung, and Witold Pedrycz. Dual autoencoders features for imbalance

classification problem. Pattern Recognition, 60:875–889, 2016. 37

[221] Jie Niu, Xiao-Meng Li, Xiao Wang, Chao Liang, Yi-Dan Zhang,

Hai-Ying Li, Fan-Ye Liu, Hua Sun, Song-Qiang Xie, and Dong

Fang. Dkk1 inhibits breast cancer cell migration and invasion through sup-

pression of β-catenin/mmp7 signaling pathway. Cancer cell international,

19[1]:168, 2019. 154

[222] Joanna Obacz, Veronika Brychtova, Jan Podhorec, Pavel

Fabian, Petr Dobes, Borivoj Vojtesek, and Roman Hrstka. an-

terior gradient protein 3 is associated with less aggressive tumors and better

outcome of breast cancer patients. OncoTargets and therapy, 8:1523, 2015.

134

[223] Il-Seok Oh, Jin-Seon Lee, and Byung-Ro Moon. Hybrid genetic

algorithms for feature selection. IEEE Transactions on Pattern Analysis &

Machine Intelligence, [11]:1424–1437, 2004. 33

236



REFERENCES

[224] Lydia E Pace and Nancy L Keating. A systematic assessment

of benefits and risks to guide breast cancer screening decisions. Jama,

311[13]:1327–1335, 2014. 15

[225] Marco Padilla-Rodriguez, Sara S Parker, Deanna G Adams,

Thomas Westerling, Julieann I Puleo, Adam W Watson,

Samantha M Hill, Muhammad Noon, Raphael Gaudin, Jesse

Aaron, et al. The actin cytoskeletal architecture of estrogen receptor

positive breast cancer cells suppresses invasion. Nature communications,

9[1]:1–16, 2018. 141

[226] Soonmyung Paik, Gong Tang, Steven Shak, Chungyeul Kim,

Joffre Baker, Wanseop Kim, Maureen Cronin, Frederick L

Baehner, Drew Watson, John Bryant, et al. Gene expression and

benefit of chemotherapy in women with node-negative, estrogen receptor-

positive breast cancer. J Clin Oncol, 24[23]:3726–3734, 2006. 141

[227] CS Park, TK Kim, HG Kim, YJ Kim, MH Jeoung, WR Lee,

NK Go, K Heo, and S Lee. Therapeutic targeting of tetraspanin8 in

epithelial ovarian cancer invasion and metastasis. Oncogene, 35[34]:4540–

4548, 2016. 174

[228] Yudi Pawitan, Stefan Michiels, Serge Koscielny, Arief Gus-

nanto, and Alexander Ploner. False discovery rate, sensitivity and

sample size for microarray studies. Bioinformatics, 21[13]:3017–3024, 2005.

19

[229] Hanchuan Peng, Fuhui Long, and Chris Ding. Feature selection

based on mutual information criteria of max-dependency, max-relevance,

and min-redundancy. IEEE Transactions on pattern analysis and machine

intelligence, 27[8]:1226–1238, 2005. 31

[230] Bernard Pereira, Suet-Feung Chin, Oscar M Rueda, Hans-

Kristian Moen Vollan, Elena Provenzano, Helen A Bard-

well, Michelle Pugh, Linda Jones, Roslin Russell, Stephen-

John Sammut, et al. The somatic mutation profiles of 2,433 breast

237



REFERENCES

cancers refine their genomic and transcriptomic landscapes. Nature com-

munications, 7:11479, 2016. 62

[231] Charles M Perou, Therese Sørlie, Michael B Eisen, Matt Van

De Rijn, Stefanie S Jeffrey, Christian A Rees, Jonathan R

Pollack, Douglas T Ross, Hilde Johnsen, Lars A Akslen, et al.

Molecular portraits of human breast tumours. nature, 406[6797]:747, 2000.

16

[232] Amelia A Peters, Peter T Simpson, Johnathon J Bassett,

Jane M Lee, Leonard Da Silva, Lynne E Reid, Sarah Song,

Marie-Odile Parat, Sunil R Lakhani, Paraic A Kenny, et al.

Calcium channel trpv6 as a potential therapeutic target in estro-

gen receptor–negative breast cancer. Molecular cancer therapeutics,

11[10]:2158–2168, 2012. 157

[233] Trang Pham, Truyen Tran, Dinh Phung, and Svetha

Venkatesh. Deepcare: A deep dynamic memory model for predictive

medicine. In Pacific-Asia Conference on Knowledge Discovery and Data

Mining, pages 30–41. Springer, 2016. 34

[234] Zheng Ping, Yuchao Xia, Tiansheng Shen, Vishwas Parekh,

Gene P Siegal, Isam-Eldin Eltoum, Jianbo He, Dongquan Chen,

Minghua Deng, Ruibin Xi, et al. A microscopic landscape of the in-

vasive breast cancer genome. Scientific reports, 6:27545, 2016. 54

[235] Richard Possemato, Kevin M Marks, Yoav D Shaul, Michael E
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