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ABSTRACT

Millimetre-wave broadband fixed wireless access systems are particularly suited to meet 
the growing demand for the provision of cost-effective, high capacity broadcast, data and 
telecommunication services over the 'last-mile' connection between the service provider 
and the user’s home. In Europe, the allocated spectrum band of 40.5-43.5 GHz for 
Multimedia Wireless System is envisaged to support the convergence and provision of 
these services.

The research detailed in this thesis focuses on the investigation and development of 
relevant hardware and infrastructure necessary to establish long-term, widespread field 
measurements on a live 42 GHz Multimedia Wireless System.

The 42 GHz campus network experimental test-bed, on which the field measurements are 
based, is described. This includes an investigation into equipment integration, radio 
calibration, and provision of digital video and high-speed data network services into the 
local trial area. In order to facilitate signal measurements, an innovative, low-cost 
measurement system was developed. Utilising a custom-designed data acquisition module 
in combination with off-the-shelf satellite set-top boxes and an inexpensive weather 
station, a system able to monitor and log various parameters of the millimetre-wave signal 
and meteorological conditions has been developed, and successfully integrated into the 
field measurement campaign. Novel application of an iterative cumulative sum analysis 
with associated randomisation test, is shown to successfully mitigate the variation in the 
long-term local mean level of the measured, received signal power, arising due to system 
gain variation. This has enabled accuracy to be maintained despite the low cost of the 
measurement system.

Measured data from the field are statistically analysed within the specific context of 
long-term precipitation, propagation through foliage and the spatial correlation of 
precipitation fade. The results obtained and the empirically-drawn conclusions are 
compared to measurements, predictions and models where available in the literature. These 
results include the testing of the ITU-R availability prediction model using data from 
consecutive years and different sites, substantiation of the fade duration model, and the 
effects of seasonal and weather variation on the millimetre-wave signal as it propagates 
through foliage.
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INTRODUCTION 1

Chapter 1 

Introduction
Terrestrial millimetre-wave broadband fixed wireless access (BFWA) systems, such as 

42 GHz Multimedia Wireless System (MWS), are particularly applicable to the growing 

demand for the provision of cost-effective, high-capacity broadcast, data and 

telecommunication services over the 'last-mile' connection between the service provider 

and the users’ home [1, 2]. A MWS essentially consists of all the network elements 

necessary for it to serve as a generic delivery mechanism for providing broadband services 

to multiple users in the same geographic area, using millimetre-wave radio as the 

fundamental transport medium. It operates in the spectrum band of 40.5-43.5 GHz that has 

been designated by regulatory organisations as the harmonised band for the introduction of 

MWS in Europe following a European Radiocommunications Committee (ERC) decision 

[3]. With such large available bandwidth, MWS could support and provide the said 

services.

The suitability of 42 GHz MWS is, however, hampered by the limited range and coverage 

over which such systems can provide an effective service, as a result of propagation effects 

and blockage considerations [1]. Restrictions due to propagation arise when the 

propagation medium for the millimetre-wave signal is perturbed by atmospheric effects, 

the most dominant of which being precipitation. These effects are more significant at 

millimetre-wave frequencies, and in the case of precipitation, cause excess attenuation to 

the propagating signal. The blockage restriction that occurs owing to terrain, foliage and 

building, forms shadowed regions that are shielded from having clear line of sight (LOS) 

to the transmitting base station. As the millimetre-wave signal impinges on the different
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blockages, it generally suffers severe attenuation, thus confining the MWS to having radio 

links that are dictated by the need of LOS between transmitting and receiving antennas.

At the current time, the studies of 42 GHz MWS and the associated millimetric transport 

medium are by no means exhaustive, particularly when it comes to the available statistical 

information on long-term link and system performance of realistic deployed radio links 

under different spatial distribution and propagation scenarios. Such studies, and the 

associated analysis, are important in providing insight into reliable MWS design and 

deployment.

The most direct method to investigate these millimetre-wave transmissions in order to 

achieve meaningful statistical models and verify propagation theory is via signal 

measurements. Since the studies should ideally mirror a realistic deployment, a long-term 

field measurement campaign covering the appropriate measurement sites will need to be 

carried out. Hence, both the enabling core 42 GHz MWS network and an appropriate 

measurement system need to be made available. This core network will serve as the 

experimental test-bed that provides the signal source and remote sites from which field 

measurements can be made and carried out from. The requirement for numerous 

measurement sites necessitates the development of a cost-effective measurement system to 

ensure that the field measurement campaign will not be limited by cost constraints.

In addition, for MWS to be commercially viable, it must be able to offer a rich set of 

services at an affordable cost to consumers. One way of accomplishing this is to make use 

of existing services flexibly, which drives the requirement for investigation into 

determining efficient interoperability between MWS and the different available broadcast 

and interactive technologies.
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1.1 Trends toward Millimetre-wave System

One of the main focus areas of telecommunication today is the provision of efficient 

transport capacity, at acceptable cost, for the so-called Tast-mile’ connection; the access 

network [1, 2], The need for on-demand, broadband capacity has increased at a remarkable 

rate as a consequence of the increasing use of not only voice communication, but also 

capacity demanding data and multimedia applications. A recently published strategic 

report on worldwide broadband access forecasts that the number of broadband Internet 

connections will overtake narrow band by year 2007, with almost 300 million businesses 

and residents being connected via different access technologies [4]. Of this, broadband 

business premises will exceed 30 million, of which one-third will be located in 

Western Europe.

Existing network operators, from both broadcast and telecommunication, are facing the 

broadband requirement challenge by leveraging on and improving existing 

technologies [5]. The first step of digitising the broadband access network has already been 

made to allow the wireline and wireless technologies to cover a wide range of services. 

Broadcast networks are developed into two-way networks through the addition of an 

interactive channel that is very often based on a different technology [6]. The conversion 

of broadcast satellite networks and cable TV networks into interactive networks are 

representative examples. For the telecommunication side, upgrading on existing copper 

networks is undertaken to facilitate possibilities of transport capacities in the 

megabits-per-second range.

All these developments are in parallel with the current broadband access trend in Europe 

which is characterised by the ongoing deregulation of the traditional market segment of 

telecommunication, data and broadcast services [7]. This implies that the hitherto largely 

separate market segments are gradually being replaced by network operators offering 

multiple or full services in a strongly competitive market-place.

To provide profitable operation in this environment, the operators of access networks must, 

in general, be able to operate at low take-up rates and with rapidly changing service 

requirements. These circumstances lead to the demand of a highly flexible, scaleable and 

cost-effective access technology offering broadband capacities. In this context BFWA
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technology has, through the recent development and demonstration of MWS [8] in 

providing broadcast and interactive services, become a proven alternative for 

broadband access.

The adoption of millimetre-wave frequencies for realising broadband radio access systems 

is primarily due to the uniquely large bandwidth availability of up to several hundreds of 

megahertz (MHz), which is non-existent in the congested lower frequencies. Since the 

signal propagation at these frequencies is limited in range, the resulting small coverage cell 

size allows high frequency reuse potential [9, 10] which effectively increases system 

capacity. For a fixed antenna size, the gain of the antenna increases with frequency 

[11, 12]. Consequently, the use of millimetre-wave transmission is an advantage where a 

high gain antenna is required, as the antenna size will be smaller and less obtrusive.

1.2 MWS Access Network

The size and shape of a MWS cell serving a local geographical area are determined by 

coverage, single-cell network capacity and access network availability. A typical cell is 

composed of a 90° sector with a diameter of 2-5 km. Figure 1-1 depicts the configuration 

for a basic MWS network cell.

External
networks

Figure 1-1: Basic MWS network configuration.

The main constituting network elements for providing broadband access are the 

base station at the head-end, and the customer premises equipment (CPE) on the user-end. 

Conversion from the wired to wireless infrastructure occurs at the base station, in which 

the base station connects the cell to the external networks and provides connections to 

individual CPEs. Due to the directional antenna of the CPE, the radio topology for the 

latter connection is a point-to-multipoint downlink from the base station, while the uplink

MWS cell

B ase station

B ase station 
indoor equipment
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from an individual CPE is through a point-to-point uplink. The radio transceiver of the 

base station is generally sited at an elevated position, and provides a single sector 

edge-feed cell into the local area. Full coverage around a base station thus requires a 

number of radio transceivers corresponding to the beamwidth coverage of each one. 

Termination of the MWS network at the customer site is provided by the CPE.

The advantages offered by the MWS can be summarised as follows [13]:

• Possible multi-gigabit capacity following large allocated bandwidth, enabling the 

provision of various broadband services.

• Ease and speed of system deployment with minimal disruption to the community 

and environment.

• Lower entry and deployment costs, as customer premise equipment is not 

pre-installed.

1.3 42 GHz MWS Campus Network Trial

The campus network trial project was undertaken by the Communication Research Group 

of The Nottingham Trent University to establish a campus wide 42 GHz MWS radio 

network, through sponsoring of MMRadioLink Ltd. (Philips, U.K.) and Hughes Network 

Systems Ltd. The trial is based at the university’s city campus in the centre of Nottingham, 

with links from the base station at the university’s main building to other university 

buildings and departments, halls of residence and individual homes. This radio access 

network enables extension of the existing university network to remote sites, with 

provision of services such as high-speed university Intranet and Internet access and 

broadcast digital TV [14, 15, 16].

The campus network trial philosophy is summarised as follows:

• Demonstration of a live 42 GHz MWS access network offering broadband 

broadcast and interactive services.

• Provision of an experimental test-bed for investigation into millimetre-wave 

propagation, network performance and quality at 42 GHz.

• Examination of equipment integration and service provision issues for a MWS 

network.
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• Exploration of possible new applications and services that can be facilitated by 

the high-capacity transport medium.

The trial aims to establish a live multi-user radio network on which to demonstrate 

broadband applications and to undertake analysis of the link and system performance, 

including equipment and integration issues, as well as deployment and implementation of 

the radio hardware [14, 15]. Of these analyses, the core investigation will come from the 

envisaged long-term, widespread field measurement campaign which monitors the 42 GHz 

wideband millimetre-wave transmission under the various realistic deployment scenarios, 

and in a live network which is providing services.

As a trial environment, the university campus has a number of contributing attributes [16]. 

Implementation of a broadband radio network is simplified with access to existing high 

capacity communication networks, connection to a broadband data backbone and extensive 

real-estate infrastructure. Most students and staff are familiar with using the existing 

university network facilities and have work patterns that enable them to participate 

constructively in a trial of this type. Furthermore, many of them live within the coverage of 

the campus network cell. In addition, other departments in the university could also 

potentially make use of this broadband access technology in unique ways, such as the 

distribution of content created by students.

1.4 Research Objectives

The main thrust of this research programme concentrates on the investigations and set up 

of the relevant hardware and infrastructure necessary to establish a long-term field 

measurement campaign, obtain accurate and useful field trial measurements, and analyse 

the measured data and its implication with the aim towards presenting results that can be 

used to devise new approaches for 42 GHz MWS design and deployment. The 

investigation philosophy of the long-term field measurement campaign is to research the 

performance of deployed 42 GHz wideband millimetre-wave radio links under different 

scenarios of coverage, blockage and propagation effects as encountered in a real 

deployment.
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The objectives that facilitate the said investigations are summarised as follow:

• Setting up of a basic real live 42 GHz MWS network which provides broadcast 

and interactive services.

• Investigation and development of cost-effective means for long-term monitoring 

of the transmission performance and quality of the 42 GHz radio link.

• Establishing and maintaining a long-term field measurement campaign.

• Statistical analysis of field trial measurement data with aim of verifying and 

contributing to available predictions and procedures for 42 GHz MWS.

1.5 Research Achievements

The undertaken work in this research has resulted in the following main contributions:

• Provision of a reliable digital video source using cost-effective digital terrestrial 

front-end modules, in place of professional terrestrial integrated receiver decoders, 

which are an order of magnitude more expensive. The obtained digital video feed is 

required for the provision of broadcast service.

• Setting up of the core 42 GHz MWS campus network trial which provides 

broadcast and interactive services*. The MWS network serves as the underlying 

experimental test-bed on which the field measurement campaign can thus be 

carried out.

• Development of a cost-effective signal measurement system which utilises an 

off-the-shelf satellite set-top box in combination with a custom built data 

acquisition module. The signal measurement system facilitates widespread, 

long-term field measurements, of the 42 GHz wideband millimetre-wave signal 

received by the radio receiver, with potential for further multiple sites without 

significant cost constraint.

• Development of a similarly cost-effective meteorological measurement system 

which measures rainfall, wind speed and direction, and temperature, to enable 

correlation of the collected signal data to the weather condition under which the 

measurement is made.

This was undertaken with the appropriate technical support from the university and 

sponsoring companies.
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• Novel implementation of an iterative cumulative sum analysis with associated 

randomisation test to mitigate the temperature dependent variation in the local 

mean level of the monitored received signal power. Through the proposed 

algorithm, the conventional use of a single baseline level to derive fade values is 

discarded in favour of the estimated significant local mean levels, which better 

reflect the measured data.

• Unique results from statistical analysis, and comparison to prevailing 

measurements, predictions and models, of the measured 42 GHz wideband 

millimetre-wave signal, within the specific context of long-term precipitation fade, 

propagation through foliage and spatial correlation of precipitation fade 

distribution.

1.6 Structure of the Thesis

The organisation and brief description of the thesis on a chapter by chapter basis is as 

follows:

Chapter 2 details the investigation into equipment integration and calibration tasks 

involved in the set up of the 42 GHz MWS campus network trial experimental test-bed. 

Service provision in the form of digital TV feeds and a high-speed Internet protocol (IP) 

based data network is delivered into the local trial area, and is received by the suitably 

deployed remote sites. A thorough literature review then follows, focusing on background 

materials and progress of research work on BFWA, with attention specifically to 

millimetre-wave propagation and MWS. The review work identified the key areas of 

long-term precipitation fade, propagation through foliage and spatial distribution of 

precipitation fade as possible research direction.

Chapter 3 covers the research into, and development of, a cost-effective signal 

measurement system for measuring the signal parameters of the millimetre-wave radio 

link. The signal measurement system integrates the use of low cost consumer satellite 

set-top box (STB) and custom built data acquisition module. Additional development work 

presented includes a similarly cost-effective meteorological measurement system for 

monitoring of weather conditions, and a fade simulation system for use in relevant 

calibration and testing tasks.
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Chapter 4 highlights the issues of the temperature dependent variation in the long-term 

local mean level of the monitored received signal power, and proposes a mitigation 

technique in the form of the novel use of an iterative cumulative sum analysis with 

associated randomisation test. Testing of the proposed algorithm on actual measured data 

indicates a more accurate unbiased derived fade statistic.

Chapter 5 presents a comprehensive statistically based analysis of the data from the 

long-term field measurement campaign. Verification using measured data from different 

years and links, shows that the availability prediction model needs further improvement, 

while the fade duration prediction model gives reliable estimate. Previously unavailable 

results showing the effect of seasonal and weather variation on the signal propagating 

through foliage are also given, based on analysis of the measured data that was gathered 

over 6 months. Other results covered include indication of route diversity improvement 

using measured data from two moderately spatial distributed radio links.

Finally, Chapter 6 summarises the research work undertaken and defines further possible 

research directions.
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Chapter 2

Millimetre-wave Broadband Fixed Radio 

Access

A literature review of millimetre-wave broadband fixed wireless access is covered, with 

the aim of establishing the background and rationale for the research work undertaken. It 

includes previous trials and measurement campaigns, and specific propagation issues. An 

overview is also given of the campus network trial which forms the basis for the field 

measurement campaign of the research.

The literature review establishes that available results lack measurement of; (i) the actual 

42 GHz signal, (ii) a wideband signal, and (iii) a long-term time period. Key areas for 

research direction were also identified to be the specific analysis of long term precipitation 

fade statistic, propagation through foliage and spatial distribution of precipitation fade.
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2.1 42 GHz MWS Campus Network Trial Measurement Test-Bed 

SetUp

The trial arises from the enabling campus network platform which serves as an 

experimental test-bed for, the exploration of millimetre-wave propagation, equipment and 

integration, and broadband application issues at 42 GHz. Within the context of the campus 

network trial, the measurement campaign aims to undertake long-term statistical studies of 

the millimetre-wave radio link under a realistic deployment scenario. The investigation 

includes various aspect of propagation, through foliage blockage and coverage. To 

facilitate these studies, a suitable 42 GHz MWS with appropriate remote sites was set up.

2.1.1 Service Provision

The aim of a MWS access network is to provide the transparent transport of user services 

from the core network to the end user. Historically, these services have been broadcast TV 

and circuit switched telephony, but have since been equalled or even surpassed by the huge 

growth in demand for broadband data access such as fast Internet [5]. For the campus 

network trial to be a relevant implementation of a realistic MWS deployment, it needs to 

provide the basic broadcast and interactive access services. The relevant technology and 

equipment integrations and set up were thus investigated, with the aim of realising the 

provision of these services.

Broadcast Service

In order to enhance the overall value of the broadcast services, which has the added 

advantages of encouraging and getting trial participants on board, a variety of suitable 

digital video content sources need to be procured. The broadcast service used in previous 

trials [8] is comprised of direet-to~home (DTH) satellite digital TV transmission, as it 

allows off-the-shelf satellite STB to be used at the remote sites for reception of the signal. 

This DVB satellite (DVB-S) compliant satellite signal is quadrature phase shift keying 

(QPSK) modulated and encoded with the forward error correction (FEC) concatenation of 

convolutional and Reed Solomon (RS) codes [17]. For quasi-error-free reception (QEF) of 

the Motion Picture Expert Group Layer 2 (MPEG-2) transport stream encoded video, the
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typical required carrier-to-noise ratio (CNR) (see Section 2.3) at the satellite integrated 

receiver decoder (IRD) is approximately 6.8 dB [18].

The re-broadcasting schemes utilised in the previously conducted trials cover the three 

possible approaches of using frequency conversion, DVB-S re-modulation, and 

re-multiplexing with re-modulation. When only frequency conversion is used, the signal 

suffers a CNR degradation from off-air reception of 4 to 5 dB, while receiver site 

measurements showed that the CNR was typically 11 to 12 dB [7]. This limits the dynamic 

range available for partial LOS measurements such as through foliage, envisaged for the 

campus network trial measurement campaign.

A suitable alternative, apart from the expensive equipment cost of re-multiplexing, will be 

to re-broadcast using DVB-S re-modulation. The typical configuration involves using a 

professional satellite IRD that is connected to a satellite dish, to tune in to a single satellite 

transponder multiplex. The demodulated and decoded MPEG-2 transport stream (TS) 

transponder data that is made available on the serial parallel interface (SPI) of the IRD is 

then fed to a DVB-S modulator prior to re-broadcasting.

However, in terms of TV content, suitable unscrambled TV channels that are available on 

satellite transmission are fairly limited and also distributed among the different satellite 

transponders [19]. To make available the different channels will necessitate a separate 

satellite dish, IRD and DVB-S modulator for each required transponder. More suitable TV 

channels were found on the digital terrestrial transmission, grouped together into the BBC, 

ITV/Channel 4 and Channel 5 multiplex [20]. As both transmission schemes adhere to the 

DVB standard, the common MPEG-2 TS layer [21] should guarantee a seamless 

interoperability between the terrestrial and satellite TV signals.

A hardware interoperability test was performed to validate this approach. The test involves 

demodulating the received off-air DVB terrestrial (DVB-T) signal into a MPEG-2 TS 

which is then delivered to a DVB-S modulator for modulation onto a suitable carrier, as 

depicted in Figure 2-1. Each of the DVB-T digital TV multiplex signals which is coming in 

at a rate of 24.13 Mbits/s [22] can be completely retransmitted in a 23.625 MHz wide 

channel at a DVB-S modulated symbol rate of 17.5 Msymbols/s using the common 

3/4 code rate.

* ' -> k  .■ ri  - • - -________... :■■■ ■'■‘ir-v,--'.-* C-i,. -“w v y  c,:-
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receiver
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DVB-S digital TV 
multiplex signal

Figure 2-1: Broadcast service digital video source.

To test the compatibility of this modulated signal, a suitable consumer satellite STB with 

manual tuning capability, is used for reception and viewing of the digital TV channels. 

With the exception of two TV channels on the BBC multiplex, all the others could be 

viewed correctly, proving the interoperability between the standards. For those channels in 

question, the entire picture frame was shifted approximately a quarter of a frame to the 

right, with a resulting black vertical bar running on the left. No plausible explanation could 

be given and no further enquiry was made as this is beyond the main scope of the campus 

network trial. Whilst this phenomenon is unexplained, it did not have a significant bearing 

on the campus network trial since the TV channels affected are available on analogue 

transmission.

Several professional terrestrial IRDs were evaluated in the interoperability test for 

extracting the MPEG-2 TS. Having demonstrated the viability of this approach, a 

cost-effective alternative consisting of a sub-£300 DVB-T front-end module was found to 

replace the professional terrestrial IRDs, which is an order of magnitude more expensive. 

This front-end module requires only an external low voltage differential signal (LVDS) 

level conversion on its MPEG-2 TS output for compatible interface to the SPI input of the 

DVB-S modulator. Two units of the DVB-T front-end module with the corresponding 

DVB-S modulator are currently employed to provide two digital TV multiplex video 

sources, which comprises of the ITV/Channel 4 and Channel 5 multiplex.

Interactive Service

The campus network trial adopts the DVB-RC [23] access technology designed for hybrid 

fibre coaxial cable (HFC) network to provide interactive service. The rationale behind 

using cable technologies is that readily available, proven equipment may then be used in a 

hybrid network employing both cable and radio media with the associated cost benefits. 

Integration of the cable network equipment to the radio system involves a frequency
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translation of the modulated downstream and upstream signal of the cable to the 

intermediate frequency (IF) interface of the radio network.

The main enabling equipment is the Interactive Network Adapter (INA) from 

Hughes Network Systems which controls the bidirectional broadband data communication 

over the HFC network to the connected cable modems. It uses the in-band architecture to 

carry the interactive data. IP packets are transported bidirectionally in ATM cells that are 

encapsulated in MPEG-2 TS frames [24]. With QPSK modulation, the 8 MHz downstream 

data channel offers a raw data rate of 13.8 Mbits/s. This downstream capacity is time 

division multiplexed between all users. On the upstream return channel, the data is carried 

over a 2 MHz channel using differential QPSK (DQPSK) modulation. The resulting raw 

data rate of 3 Mbits/s is shared between users on a time division multiple access basis 

(TDMA), governed by a user specified fixed rate, reserved or contention access protocol.

System management of the INA is based on the simple network management protocol 

(SNMP) standard. Apart from the standard management software, the Hewlett-Packard 

OpenView Network Node Manager software is also use for better administration of the 

cable network.

Complete networks of PCs emulating a real deployment scenario were set up under the 

cable network environment to both investigate and resolve any device configuration and 

internetworking issues. This task has resulted in a stable working data network for porting 

over to the radio system.

2.1.2 MWS Configuration

Both the broadcast and interactive service technologies are integrated to the 42 GHz radio 

network, forming the core MWS configuration of the campus network trial. This provides 

a test-bed from which the field trial measurement campaign can be carried out. Apart from 

that, the performance of the current system configuration could also be continuously 

assessed in line with the exploratory aim of the campus network trial into equipment 

integration issues.
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Investigation of the millimetre-wave radio architecture and the overall system 

configuration of the campus network trial is required if any accurate channel measurement 

is to be made. Even simple received signal power measurement necessitates knowledge of 

the transmitter and receiver gain in order to determine the absolute level of the 

measurement. Other issues which might affect the measurement campaign due to the 

hardware implementation of the MWS will also need to be accounted for.

Head-end System Configuration

The base station equipment is separated at an IF interface based on DTH satellite downlink 

frequency band, into an outdoor unit (ODU) comprising of the millimetre-wave radio 

transceiver, and an indoor unit (IDU) which consist of signal sources and interfacing 

equipment. Adoption of this IF interface enables the ODU hardware to be minimised, in 

addition to ensuring compatibility with various indoor equipment. Figure 2-2 shows the 

architecture of the ODU 42 GHz millimetre-wave radio transceiver that is provided by the 

sponsor company, MMRadiolink, for deployment in the campus network trial.

Input 
IF signal

X 3 ALC

■A/V*
Downstream  

42 GHz signal

<13.52 GHz
PLO

50  MHz,
— I r \ j  ]

X 3

Output r  X. /

IF signal \ o u
r\ r  Upstream  V KS 42 GHz signa)

Figure 2-2: Head-end radio transceiver architecture.

The millimetre-wave radio transceiver is essentially a broadband linear up/down-converter 

and amplifier, converting between the IF and 42 GHz. In order to be tolerant to frequency 

stability and phase noise issues, the radio transceiver employs a phase locked local 

oscillator with an ovenised crystal reference. An automatic level control (ALC) module is 

present on the transmit chain to compensate for temperature dependent gain change while 

permitting back-off control of the monolithic microwave integrated circuit (MMIC) 

amplifier power output. Total output power of the head-end radio transceiver was fixed to 

16 dBm. This is shared equally among all available downstream channels.
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Separation and isolation between the downstream and upstream signals is achieved through 

spatial duplexing via separate antennas, orthogonal polarisation and bandpass filtering for 

transmit and receive. The head-end unit uses sectorial horn antennas with a large 

beamwidth of 64° and gain of 15 dBi.

An overview of the IDU equipment set up for the head-end base station is given in Figure 

2-3. The campus network is configured to deliver a broadcast digital TV network and a 

parallel IP based data network.

SuperJANET

University MAN

IDU <- -► ODU

Hub Interface
unit

Switch

DVB-T

Linux
router INA

DVB-T
receiver

DVB-S
modulator

DVB-S
modulator Combiner

Management
PC

Radio
transceiver

Figure 2-3: Head-end base station network topology.

To integrate the cable network equipment to the radio system, the lower operating band of 

the INA is translated to the higher frequency range of the IF interface via an interface unit. 

As the baseband modulation occurs in the cable modem, the MWS in essence becomes a 

transparent extension of the cable network. Besides frequency translation, the gain of the 

interface unit is also configured to ensure that both the data and broadcast signals are at the 

appropriate IF power level.
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A Linux PC router serves as the gateway to the university Metropolitan Area Network 

(MAN). Access to the Internet is then made possible through the university’s SuperJANET 

broadband data backbone connection.

With the current implementation, the radio network enables extension of the existing 

university's network to remote sites, with provision of high-speed university Intranet and 

Internet access, along with broadcast digital TV. The associate frequency and polarisation 

plan adopted by the campus network trial is as defined in Figure 2-4.
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8 MHz 23.625 MHz 23.625 MHz

h - A  h ^
41.719 GHz 41 .81G H z-H ------1---- 41.84  GHz  1----

Forward 
Downstream data channel

Digital TV 
multiplex

Digital TV 
multiplex

Return 
data channel

Vertical 
polarisation

-► Frequency
42.47  GHz

Hh-
2 MHz

Horizontal
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Figure 2-4: Campus network trial frequency and polarisation plan.

Three RF channels are transmitted downstream at 42 GHz using horizontal polarisation. 

Two of these channels carry the DVB-S re modulated terrestrial digital TV multiplex while 

the remaining channel is the DVB-C compliant QPSK modulated data stream. The vertical 

polarised narrowband return data stream forms the only upstream channel.

User-end System Configuration

The CPE at the user end is similarly separated at the IF level. Figure 2-5 illustrates the 

user-end radio receiver architecture for broadcast only reception.

Output 
IF signal

Downstream  
42 GHz signal

X 2 ALC

14.5 GHz 
DRO

Figure 2-5: User-end broadcast only reception radio receiver architecture.
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The millimetre-wave radio receiver ODU comprises an integrated 3° narrow beamwidth 

horn antenna, and a two-stage downconversion with amplification [25]. To keep the 

manufacturing cost down, the downconverter uses a low cost dielectric resonant oscillator 

(DRO) as the local oscillator. An ALC is built-in to limit the dynamic range of the output 

signal. Output from the radio receiver is in the common DTH satellite reception IF band.

If the radio receiver is to be used for channel measurements of the millimetre-wave 

transmission, any adverse effect of multipath signal is expected to be slight, due to 

employment of the narrow beamwidth antenna which causes the majority of multipath 

component signals to be very heavily attenuated (see Section 2.5.8). However, the 

combination of low cost volume manufacturing, outdoor mounting and lack of any 

temperature compensation circuit means that the received IF signal will be susceptible to 

changes in the ambient temperature. In addition, care must be taken to ensure that the radio 

receiver is operating in the linear range of the ALC when channel measurements are made 

with it.

Figure 2-6 depicts the configuration for the receive only system. The IF signals of the 

broadcast channels are directly fed from the millimetre-wave radio receiver to the 

satellite STB for viewing on a TV set.

ODU 4 IDU

42 GHz signal Radio IF signal Satellite TV
receiver STB

Figure 2-6: User-end broadcast only reception system set up.

For two-way links, the user-end millimetre-wave radio transceiver ODU has the same 

basic structure as the head-end unit shown in Figure 2-2, albeit with a few exceptions. 

Levelling of the RF output of the radio is achieved by adjusting the input IF signal power 

as there is no ALC on the transmit chain. In addition, the radio transceiver uses a much 

narrow 3° beamwidth conical horn antenna with 34 dBi gain. The system configuration for 

a typical two-way link CPE is given in Figure 2-7.
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Figure 2-7: User-end two-way system set up.

Frequency translation between the higher IF interface of the radio transceiver and the 

operating band of the cable modem is again realised by the interface unit, along with the 

necessary signal power level corrections. The cable modem incorporates a routing function 

with network address translation (NAT). This enables multiple PCs to be connected in a 

private network on the cable network side. Apart from two-way IP data channel, the 

interface unit also filters the broadcast channels for reception by the satellite STB.

2.1.3 Radio Subsystem Calibration

Channel measurements of the received IF signal that are made with the millimetre-wave 

radio receiver and transceiver need to be correlated to the equivalent 42 GHz RF signal for 

the measurement to be of any use. To achieve this and also ensure a more accurate 

measurement, the gain response of user-end ODU radios must be determined through 

calibration. The calibration process will need to take into account the previously defined 

frequency plan given in Figure 2-4. Of the three downstream channels, the RF signal of 

interest in the measurement campaign is the upconverted digital terrestrial TV multiplex 

channel at a carrier frequency of 41.84 GHz

User-end Radio Receiver Calibration

Initial calibration of the user-end millimetre-wave radio receiver is done using waveguides 

in place of the antenna and air interface. A similar 41.84 GHz signal source is fed though a 

rotary vane attenuator (RVA) and terminates into the receive chain of the radio under test. 

Output power of the IF signal from this radio receiver is then measured on a spectrum
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analyser. By successively attenuating the input RF signal via the RVA, the resulting gain 

response shown in Figure 2-8 is obtained.
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Figure 2-8: User-end radio receiver chain gain response.

The gain response indicates a sharp drop in gain when an RF signal larger than -65 dBm is 

present at the radio receiver. This is characteristic of the sharp activation of the ALC. 

When operating in the linear region, the gain of the receive chain is 44.2 dB. With 

knowledge of this gain, the user-end radio receiver is then tested across an actual radio 

link. By knowing the transmitted power and path loss, and ensuring that the radio receiver 

is not saturated, the gain of the antenna was determined to be approximately 32.7 dBi. The 

total gain of the radio receive chain is therefore 76.9 dB.

If the radio receiver is used for channel measurement of the millimetre-wave signal, it must 

be sited sufficiently far away from the head-end transmitting point to ensure that the 

received RF signal is not large enough to activate the ALC and bias the measurement. 

Based on the defined transmission and radio parameters, and assuming an ideal direct LOS 

radio link, this distance is shown to be approximately 1 km.

User-end Radio Transceiver Calibration

Using the same calibration process, the gain of the user-end millimetre-wave radio 

transceiver minus the antenna is found to be 37 dB, as shown in Figure 2-9. The receive 

chain can be seen to start saturating when the input RF signal is larger than -30 dBm.
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Figure 2-9: User-end radio transceiver receiver chain gain response.

Measurement across a radio interface yields an antenna gain close to 34 dBi, giving a total 

receiver gain of 71 dB. Similar argument and preventative measure must be taken to ensure 

that radio transceiver is sited at least 21m  away from the head-end transmitter to ensure 

that it is operating in its linear region.

2.1.4 Remote Sites Deployment

The campus network trial is sited at the university’s city campus in the city centre of 

Nottingham. A single sector edge-feed MWS cell is provided into the local area by the 

base station head-end radio transceiver, which is mounted on the rooftop of the university’s 

Newton building. Conducted field site survey has indicated that there are more potentially 

suitable remote sites towards the North-Eastern segment of the base station. These sites 

include other university buildings, a halls of residence and individual homes of staff and 

students. Figure 2-10 shows a photo of this radio transceiver and the local service area.
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Figure 2-10: Photo of the base station millimetre-wave radio transceiver.

Remote sites for the initial phase of the campus network trial will be selected in order to 

give locations that are valuable from both a service utilisation and channel measurement 

perspective. Appropriate remote sites for the latter requirement should ideally consist of 

spatially diverse distributed remote sites with combination of LOS and through foliage 

links, as this will maximise the possible type of propagation measurement scenario as 

encountered in a realistic MWS deployment. Other stipulations for these remotes sites are 

that each must foremost be within coverage of the campus network trial service area, and 

permit feasible installation and ease of periodic access to the equipment.

Campus Network Trial Cell Coverage

The link budget directly determines the range and deployment pattern possible for the 

campus network trial [26], In addition to the parameters already defined by the MWS 

subsystems, the link budget also needs to account for network availability.

A remote site is considered to be within the area coverage of the campus network trial 

MWS cell if the received digital TV multiplex IF signal CNR is larger than 6.8 dB, as 

required by the satellite STB [18]. With knowledge of the transmitted signal, radio 

parameters and antenna beam pattern, the possible MWS cell coverage can be derived 

using Equation 2-15 (from later Section 2.5.3). An example of such coverage in terms of
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CNR contour plots, assuming the use of millimetre-wave radio receiver for all remote sites 

and transmission under clear-air condition, is depicted in Figure 2-11. These contour plots 

illustrates the decrease in CNR with distance, as calculated from the link budget using the 

stated transmitted output power and frequency plan in Section 2.1.2.

Jtfungenftillf
SGa(ia'3§WK

30 dB %

Figure 2-11: Campus network trial cell coverage.

Remote Sites Details

Figure 2-12 illustrates the geometry of millimetre-wave radio links from the chosen and 

deployed remote sites. Specific details of each link are further tabulated in Table 2-1.

Figure 2-12: Campus network trial radio links layout.
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Radio
link

Location Radio link type
Path length 

(km)

Angle 

wrt North (°)

l-BHall Blenheim

Halls of R esidence

Two-way LOS 1.17 18

l-YHouse York House -  

Dept, of Broad. & Jour.

Two-way LOS 0.26 38

LHomeLOS
L Tnaa+path

Residence house 1 Receive only LOS 

Receive only thru tree

0.78 51

LHome 2 Residence house 2 Receive only LOS 1.98 45

LArkUp
L wcLovv

Arkwright Receive only thru tree 

Receive only thru tree

0.10 5

Leal Newton rooftop Receive only LOS 0.06 306

Table 2-1: Deployed remote sites radio link details.

Link L b h q Ii connects the base station to one of the university’s halls of residence, which 

serves as the main demonstration site for the campus network trial. Communal access to 

the university network, fast Internet and digital TV is provided for students and hall 

manageress via the 42 GHz millimetre-wave radio link. However, this remote site has not 

been immune to roof-rights and local planning constraints which necessitate the user-end 

radio transceiver to be installed indoor with transmission through a window. Owing to the 

excessive path loss introduced by the double-glazed unit, which measured in excess of 

20 dB, the window was replaced with a clear perspex layer with negligible loss. As the 

radio transceiver is located indoors, the measured received IF signal is relatively stable 

allowing it to be possibly used as reference for comparing with other radio links in the field 

trial measurement campaign. The second main data access point is located in the 

Department of Broadcasting and Journalism on link L yH o u se■ Due to similar planning 

restrictions, the radio transceiver is also installed indoors.

The remaining remote sites are broadcast only reception sites. Link L u o m e lo s  and L pree+path  

are two parallel radio links terminating at individual millimetre-wave radio receivers. The 

former is a clear LOS link while the latter is partial LOS link with propagation through a 

tree. Each ODUs are mounted at the same residence house but spaced horizontally apart, to 

enable potential correlation between propagation though air and foliage. Link LA rkuP and 

Lak/cLow are another set of parallel radio links with propagation through foliage. The ODUs
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for these links are mounted onto a lamppost in the compound of Arkwright building with a 

local vertical separation between them.

A temporary remote site at another residence house, forming link LHome 2, is also deployed 

to provide a spatial distance complement to the other remote sites. The last remaining 

remote site is a reference radio link set up on the rooftop of Newton building to facilitate 

equipment calibrations and experimental measurements using the radio and air interface.

Photos of several of these remote sites are provided in Appendix A.

2.2 Trials and Research Work on Millimetre-wave Systems

Over the past several years, a number of trials have been conducted to address some of the 

issues that may arise within the application of terrestrial millimetre-wave BFWA. One of 

the major set of trials was undertaken in the Cellular Radio Access for Broadband Services 

(CRABS) project [27], carried out under the framework of the European Union Advanced 

Communication Technologies and Services (ACTS) research programme. The project 

involved a broad combination of operators, research and industrial organisations from 

several countries. The main objective of the project was to develop and demonstrate a 

42 GHz MWS with interactivity [8]. In addition to these trials, the project also involved 

extensive propagation studies, primary undertaken by project partners in the UK, Norway 

and Italy [28].

Another group operating under the ACTS program and complementary to the CRABS is 

CABSINET. The CABSINET project [29] was focused on building a demonstrator to 

enable performance evaluation of a two layer macro cell and micro cell cellular system, at 

40 GHz and 5.8 GHz, for interactive television and supporting both fixed and nomadic 

terminals. A follow-up and ongoing research programme, EMBRACE, carried out within 

the 1ST European Union funded framework, aims to develop a low cost radio access 

system for the mass market. Secondary to this is the extension of the work done in CRABS 

which had identified a need for improvement of the return link in the access systems and 

coverage issue. No significant propagation measurements or trial works are included in 

this project.
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Trials of LMDS systems [13] at the lower frequency band of 28 GHz have also been 

undertaken by universities. The trial at the University of Madrid was focused on testing 

prototype radio transceivers and integration of applications, services and management 

system [30]. At Virginia Tech, the LMDS trial is used to test and demonstrate the 

suitability of the access technology for providing broadband access to rural areas [31]. 

Apart from service provision, the trial also enables propagation measurements to be 

performed.

Studies of millimetre-wave radio systems have also been broadly covered in various 

research work outside the context of a trial. These includes significant work on different 

aspects of the millimetre-wave propagation channel fundamental to BFWA, encompassing 

areas such as effects of meteorological condition and obstruction on the millimetre-wave 

signal, as shown in the latter sections.

Other related research work in terms of millimetre-wave radio systems, include the 

investigations of high-altitude platforms (HAPs) as a viable alternative approach to the 

conventional terrestrial delivery of BFWA [32, 33]. A development project, HeliNet, has 

focussed on the design of a prototype aeronautic platform operating at 48 GHz and 

applications for the platform [34]. The succeeding CAPANINA project, under the 

European Union's Framework VI initiative, is currently looking into the provision of 

low-cost BFWA services from HAPs [35].

2.2.1 Channel Measurements from Trials and Research Work

Different measurement techniques have been developed to study different aspects of the 

RF channel. By convention, these techniques are classified as narrowband techniques and 

wideband techniques. In narrowband techniques, a continuous wave (CW) signal with 

known power is transmitted, and the received signal power is measured and analysed over 

space and time. Wideband techniques however, resolve each multipath component and 

provide time dispersion information of the channel. There are three types of commonly 

used wideband channel sounding system, namely the direct RF pulse, the vector network 

analyser (VNA) measurement, and the spread spectrum sliding correlator 

system (SCS) [37].
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Most of the measurements carried out at millimetre-wave propagation tend to be a 

measurement of the CW signal. More recent measurement campaigns use and measure the 

channel power of a modulated wideband signal as transmitted by a real radio network, as 

oppose to the CW signal. Compared to the latter two channel measurement techniques, 

wideband channel sounding systems are rarely employed due to the complexity, cost and 

limitation involved [37]. More importantly, concluded field results indicated that the 

wideband millimetre-wave signal tends to experience flat fading over the bandwidth of 

interest. This is further compounded by the fact that the MWS system employs a highly 

directional antenna which significantly reduces multipath issues. More detail explanations 

for these factors will be covered in the next few subsequent sections.

2.3 Propagation and Reception Fundamentals

In any wireless system, the received signal must exceed the receiver noise floor by a 

minimum carrier-to-noise ratio in order for the receiver to correctly detect the transmitted 

information [36]. The fundamental concepts of radio wave propagation and reception are 

introduced with the aim of determining the basic expression for CNR, and in preparation 

for the forthcoming discussions.

2.3.1 Path Loss Model

Channel induced attenuation is characterised by path loss, which is the difference of 

transmitted power and received power calibrating out system and antenna gains. The 

power attenuation in free space is given by F r i i s  f r e e  s p a c e  p a t h  l o s s , L pa th, as [37]

Lpath — 20 log
A n d

~ Y ~
(dB) 2-1

where d  is the separation between transmitter and receiver and k  is the wavelength.

Equation 2-1 is valid only for distances that are in the far-field or F r a u n h o f e r  r e g i o n  of the 

transmitter antenna. The far-field distance, is the region that satisfies the following [12]
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f f ~ X
2-2

where D  is the maximum aperture area of the antenna. For a 42 GHz radio transceiver with 

a 90 mm diameter antenna, as employed in the campus network trial, the far-field region is 

approximately 2 m.

2.3.2 Link Budget

The link budget allows the determination of possible coverage for a wireless system given 

a target CNR. Derivation for the link budget begins with evaluating the received signal 

power, P r, which is given as [12]

where P t is the transmitted power, G t and G r are the transmitter and receiver gains 

respectively, and L path evaluated as in Equation 2-1.

The noise power of the receiver, denoted as N ,  is determined by the effective receiver noise 

temperature and receiver bandwidth as [12]

where k  is the Boltzmann constant, T  is the effective noise temperature of the receiver and 

B  is the receiver bandwidth. Since both received signal power and noise power is known, 

the CNR can thus be evaluated as follow

At millimetre-wave frequencies, the coverage area for a system employing an antenna of a 

certain fixed gain is much reduced due to the increased free space path loss that scales with 

frequency. By manipulating Equation 2-5, the possible transmission distances for a given 

CNR and vice-versa, can be ascertained.

P r = P t + G t + G r -  L path (dBm) 2-3

N  = 10 log (£72?) (dBm) 2-4

C N R  =  P r - N  (dB) 2-5
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2.4 Terrestrial Millimetre-Wave Propagation

In order to provide the same system performance as a wired system, quantitative 

knowledge of the millimetre-wave channel is essential. The following sections present a 

detailed review on the fundamental propagation mechanisms relevant to terrestrial 

millimetre-wave channels and available channel measurements. Some results at microwave 

frequencies are also included for comparison purposes.

2.4.1 Refraction - Refractive Index Change

Variation in the climatic conditions such as temperature, pressure and humidity will cause 

changes in the refractive index of the air. Consequently, electromagnetic waves may arrive 

at the receiver antenna along slightly different paths. When these discrete multipath 

components are refracted to the receiver by the layered atmosphere, the received LOS 

signal will suffer frequency selective fading [38]. The probability of occurrence becomes 

smaller with shorter path lengths, but larger with higher frequencies [36].

2.4.2 Reflection - Rough Surface

When an electromagnetic wave impinges on a surface of finite conductivity, part of the 

energy is reflected back and part of the energy is transmitted into the surface. If the 

reflecting surface is smooth, the reflected wave and transmitted wave are related to the 

incident wave by reflection and transmission coefficients given by S n e l l ’s  l a w .  However, 

when the surface is made progressively rougher, the reflected wave becomes scattered 

from a large number of positions on the surface, broadening the scattered energy [36]. 

Figure 2-13 qualitatively shows the effect of surface roughness on the reflected wave.

Incident
wave

Reflected
wave

Scattering of 
reflected wave

Smooth surface Rough surface Rougher surface

Figure 2-13: Rough surface scattering.
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Surface roughness can be described using the R a y l e i g h  c r i t e r i o n , which consider a surface 

rough if [36]

h  > ———  (m) 2-6
8 cos#

where h  the is surface height difference, X  the is wavelength and 0  is the incident angle. 

Although the Rayleigh criterion is based on a simplified surface scattering scenario, it 

predicts the basic trends of rough surface scattering, whereby the given surface becomes 

rougher when the frequency increases or the incident angle decreases.

Due to the random nature of the surface profiles, characterisation of the surface roughness 

is a complicated problem and still remained unsolved. Both a rigorous theoretical 

approach [39] and numerical method [40] has been developed to try to solve the rough 

surface scattering calculations.

Measurements of reflected and scattered signals were made on a variety of surfaces at 

normal incidence by Violette [41]. The results show an apparent reduction of the reflected 

power with the increase of frequency from 9.6 GHz to 28.8 GHz and 57.6 GHz. Langen 

presented reflection measurement at 60 GHz; [42] where reflection loss at various angles 

was measured. As the incident angle increases, the measured reflection loss decreases. The 

result also indicates that when the standard deviation of the surface height is equal to or 

greater that 0.3 mm or over 6 % of the wavelength at 60 GHz, the rough surface structure 

has distinct influence on the reflection loss.

2.4.3 Diffraction - Fresnel Zone Clearance

Diffraction describes the phenomenon of radio waves propagating around obstacles such as 

buildings, hills and terrain, into a shadowed region. Diffraction can be explained by 

H u y g e n ’s  p r i n c i p l e  which states that each point on a wavefront can be considered as a 

source of a secondary wavelet, and these wavelets combine to produce a new wavefront in 

the direction of propagation [36].
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Figure 2-14 shows how plane wavefronts impinging on the edge of an absorbent plane 

(knife-edge) will curve, filling in the shadowed region with diffracted rays and results in a 

reduction of the received field strength.

Wavefronts

Knife-edge of obstruction
Incident

Tx Rx

0.6 x 1st Fresnel zone Shadowed
region1st Fresnel zone

Obstruction

where
d3+d4 = d,+d2+wavelength/2

Figure 2-14: Knife-edge diffraction.

The geometry shown in Figure 2-14 also illustrates knife-edge diffraction in terms of 

obstruction of the F r e s n e l  z o n e  around the direct ray. In addition to LOS clearance, any 

diffraction loss can be avoided if the obstruction does not occupy anywhere within 60 % of 

the first Fresnel zone clearance [43],

2.4.4 Attenuation and Scattering - Effects of Vegetation

At millimetre-wave frequencies, foliage appears as a medium of random discrete, lossy 

scatterers due to the haphazardly oriented scattering surfaces and much larger dimension of 

the foliage leaves relative to the propagating wavelength. Such propagation is characterised 

by attenuation, beam broadening and depolarisation [44,45,46], The two common 

approaches applied to study and treat the penetration of the millimetre-wave signal in 

foliage are by analytical or numerical electromagnetic modelling [47, 48, 49, 50, 51], or by 

measurement based empirical models [52, 53, 54, 55],

The theoretical description of the propagation of the radiowave signals through the 

vegetative medium is given by the fundamental t h e o r y  o f  r a d i a t i v e  e n e r g y  t r a n s f e r  [56], 

Based on this transport theory, S c h w e r i n g  [44] developed an important hypothesis to 

explain the results of a conducted comprehensive measurement campaign on microwave
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and millimetre-wave propagation in woods and forests, which becomes the basis for many 

subsequent modelling works.

The deterministic approach of the proposed hypothesis provides information on the field 

propagated through, and scattered from the foliage. It models the foliage environment as a 

statistical homogeneous medium of lossy random scatterers whose scatter pattern is 

assumed to consist of a strong narrow forward lobe superimposed over an isotropic 

background. A millimetre-wave signal penetrating into this foliage medium is treated in 

terms of a reduced coherent component of the field due to absorption and scatter of the 

incident wave by foliage, and an incoherent component due to the scattered wave.

Therefore, the total field intensity in the foliage half plane, I totai, can be defined as 

consisting of the reduced incident intensity, and the diffused intensity, I d . The latter 

term can be further split into forward and back scattered field intensity, f y  and lb s ,  

respectively [44], giving the following relation

T -  T i t . /  2-7total ri fs  ̂ '

At short distances, the coherent field component, /„ dominates and decreases exponentially 

due to absorption and scattering, whereas the incoherent field component, Id , increases 

linearly at short distances, and then decreases exponentially at large distances. Of the two 

incoherent field components, I / s is dominant at the intermediate distances while I t s ,  with the 

smallest magnitude and attenuation rate, dominates at large distances. While the original 

hypothesis is restricted to infinite foliage layers and first-order multiple scattering 

contributions, recent works have since expanded to the calculation of attenuation for finite 

isolated foliage such as single trees or bushes [57], and also enables consideration of the 

influence of actual vegetation volume, cross polarization and beam broadening on the 

propagation properties [58].

The measurement campaign performed by S c h w e r i n g  involved taking CW measurements 

at 9.6 GHz, 28.8 GHz and 57.6 GHz, over a path length of 0.1 to 0.9 km with 1 to 35 trees 

on the path [44]. Measurements were repeated under both in-leaf and out-of-leaf 

conditions.
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Curves of the received signal power showed that the range dependence or depth of 

millimetre-wave signals in foliage is not determined by a simple exponential decrease in 

signal strength at constant attenuation rate, but by a rapid attenuation rate at short distance 

into the foliage that transforms into a much reduced attenuation rate at larger foliage depth. 

Following the transition in attenuation rate, significant beam broadening and depolarisation 

occurs. These results are well explained by Equation 2-7 [44, 47], in terms of the interplay 

of the coherent and incoherent field components. For the study of frequency dependence, 

measurements at the two higher millimetre-wave frequencies indicate a much higher loss 

than at 9.6 GHz, with the loss at 28.8 GHz and 57.6 GHz being almost the same.

Implementation of the proposed deterministic model for propagation through foliage may 

be overcomplicated when the aim is to merely estimate the extent of attenuation on a 

known path. The model requires a precise knowledge of the geometry of the foliage 

boundaries in relation to the transmitter and receiver, and also of the scattering and 

absorption cross-sections and scattering profile of the foliage medium. Furthermore, the 

values for these parameters are obtained by comparison to measured data, and are therefore 

empirically fitted parameters, albeit more physically descriptive. In such scenario, a 

simpler empirical model may be more appropriate.

Through tree measurements by S e v i l l e  at 38 GHz [59, 53], and at 11.2 GHz and 20 GHz 

[54] also shows a dual mechanisms of propagation through the foliage, as seen at the other 

frequencies and predicted by the r a d i a t i v e  e n e r g y  t r a n s f e r  theory. The gradient of rapid 

attenuation becomes shallower as the foliage depth increases, as scatter from tree to tree 

becomes a significant mode of propagation which contributes to the received signal, and 

therefore reduces effective attenuation. Furthermore, the back scattered field was found to 

have higher value with greater fluctuation at the tree trunk than at the canopy level.

By taking account of the measurement site geometry and optimising parameters based on 

the available experimentally measured data from 9.6 GHz to 57.6 GHz, a semi-empirical 

dual gradient (DG) model was developed. This has since been adopted as the prevailing 

prediction model in ITU-R P.833-3 [60], for millimetre-wave signal attenuation in foliage.
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Other field measurement at 38 GHz [61, 62] indicate that the attenuation resulting from dry 

foliage obscuring the first Fresnel zone of a point-to-point link can account for 1-2.9 dB/m 

for a variety of deciduous trees. The degree of attenuation increases to 2.5-7 dB/m for the 

same foliage when wet.

2.4.5 Attenuation and Scattering - Effects of Precipitation

Millimetre-waves suffer attenuation when propagating through precipitation due to 

absorption and scattering process by the raindrop particle. In particular, the scattering 

process is strongly frequency dependent, since wavelengths which are short relative to the 

raindrop size will be greatly scattered. The attenuation effects of precipitation on radio 

wave propagation have been studied extensively, and the most fundamental rain 

attenuation model are those that are presented by Olsen [63] and Crane [64]. More rigorous

theoretical treatments of rain scattering have also been undertaken [65, 66].

Rain can be modelled as a random medium of sparsely distributed scatterers [64]. The 

specific attenuation, / r , is summarised as follow

r R =104 log, f'* "  Q ( D ) N ( D ) d D  (dB/km) 2-8
J 0

where Q ( D )  is the effective attenuation cross-section of a raindrop and N ( D )  is the number 

of raindrops of diameter D .

Detailed theoretical and numerical analysis of the effect of precipitation is given by 

Olsen [63] via applying a M i e  s c a t t e r i n g  calculation to obtain Q ( D ) ,  and for different drop 

size distribution. General precipitation attenuation is derived theoretically and simplified 

by an exponential relationship as

y R = a R h (dB/km) 2-9

where a  and b  are functions of frequency and polarisation, and R  is the point rainfall rate 

in mm/h.
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The precipitation attenuation model investigated by Crane [67] takes into account the 

variation of rain rates along a horizontal path. The path averaged rain rate is calculated 

based on the point rainfall rate. The proposed theoretical model is similarly based on the 

a R b precipitation attenuation model but with empirically derived multipliers.

2.5 42 GHz MWS Specific Issues

Issues which impede the terrestrial millimetre-wave propagation channel will need to be 

taken into account in the deployment and operation of a MWS network. However, the very 

nature of using the millimetre-wave signal as a point-to-multipoint transport medium 

within the MWS that is providing services, introduces further potential complications 

which need to be analysed, so that statistical procedures and site-specific methods can be 

developed to predict or even mitigate any problem that arises.

In the context of a point-to-multipoint area coverage, there is a need to distinguish the 

single radio link to a particular user, and all the associated radio links to a given number of 

users in the service area. The signal carried by the radio link will also need to be 

considered, as it is a digitally modulated wideband signal, typically several tens of MHz 

wide. The significant of these two aspects comes into play when investigations are carried 

out on blockage conditions and propagation effects, which influence the area coverage. 

Probable scenarios include obstruction of certain area by buildings, foliage and terrains, 

and precipitation showers that are horizontally localised.

2.5.1 Effect of Blockage -  Area Coverage

To obtain an insight on the problems of coverage at 42 GHz due to building and foliage 

effects, a comprehensive measurement campaign was made conducted in Oxford [28]. The 

signal from a 18 m high transmitter was recorded at over 130 locations using a receiver at a 

fix height of 8 m.

For any given distance range from the transmitter, the received signal values were found to 

be spread randomly between the expected free space level down to the system noise level. 

This is due to blockage by buildings or trees along the path to each receive position, 

indicating a strong dependence of the received signal on the specific local environment of
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the receiver. The total coverage in terms of sufficient margin for reception of services was 

63 %, while the measurements showed that approximately 25 % of the locations were 

obstructed by trees. These measured values of coverage and tree blockage are comparable 

with the extensive raytracing simulation performed on the 3D database of Oxford [28].

An independent coverage measurement at 28 GHz was also carried out in the urban area of 

Brooklyn [68]. Measurements were made at 77 different locations within 6 km of the 

transmitter that was sited at a height of 95 m. For a receiver height of 11.3 m, the coverage 

was found to be 68 %. A similar random signal spread highlighted by the measurements 

from Oxford were also apparent in the recorded data.

2.5.2 Effect of Precipitation - Availability Predictions

MWS access network availability is based on the yearly CNR statistics as determined by 

radio events. There are several radio propagation phenomena contributing to a reduction of 

the nominal CNR. By far the most important one in terms of reduced signal level is 

precipitation attenuation [28],

The estimate of average annual outage due to precipitation attenuation is determined from 

long-term statistics of local annual rainfall rates [69], ITU-R Recommendations contain 

well established procedures for predicting the attenuation due to precipitation. According 

to the current prediction method in ITU-R P.530-9 [43], the rain attenuation A ram for a 

given effective path length 4#, radio frequency, polarisation, rain climate and availability 

required, is given by

r̂ain ~ Train * ̂ eff (^B) 2-10

where y ram is the specific attenuation which can be obtained using ITU-R P.838-1 [70].

Since rainfall rate is not uniform along the path length, d ,  a path length reduction factor, r ,  

is introduced such that the effective length, d ef ,  is given by
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2-11

1 + 35e_aol5i?001

where R q.o i is the rainfall rate for 0.01 %  of time of the average year. While regional rain 

rate information is available and tabulated in ITU-R 837-3 [71], the use of local rainfall 

rate is preferred.

The attenuation exceeded, A p , for percentage of time, p ,  in the range of 0.001 % to 1 % 

may then be deduced from the attenuation at 0.01 % of time, Ao.oi, via the following 

power law [43]

Comparison between rain radar observations at Chilbolton and predictions from ITU-R, 

however, suggested that the path reduction factor should account for the observed 

dependence between rain cell structure and rainfall rate [72, 73]. A new path reduction 

factor which yields better agreement with measured cumulative distribution of 

precipitation attenuation statistics has been proposed, and is given by the minimum of the 

following expression

where R f t )  is the rainfall rate at the percentage time of interest.

Measurements of signal strength at 40 GHz have been made on fixed radio links in 

Norway [28]. The paths were configured as a 6-link star network, with paths ranging from 

0.5 to 6 km. The time exceedance statistic for precipitation attenuation for one year of 

propagation data was tabulated along with the ITU-R prediction models. The statistics 

agree well for lower fade depth on the longer links, but the measured attenuation was 

found to be more severe the longer the links are.

A p = o. 12^ '(0-546+0 0431oŝ  (dB) 2-12

r  = 1.35 + ( 2 d 0'053 -2.25) logR ( t )  and r ~  1 2-13
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Another factor in accessing availability currently not addressed in the ITU-R 

Recommendations, is information on the distribution of outages due to rain attenuation, in 

terms of the durations of fading events. An empirical log-normal model for rain fade 

durations was also developed from statistics of the duration of point rainfall rates and 

analysis of fade durations of a 38 GHz link over a 9 km path [73, 74]. This model is based 

on the rainfall rate R  (mm/h) which gives rise to a given attenuation, and make use of the 

RAL model for the path reduction factor from Equation 2-13. The number of fades, 77, 

of depth A  dB with durations t j  can be found from the following empirically determined 

expression

2.5.3 Effect of Precipitation - Link Availability

For a given path length and with the other link parameters specified, Equation 2-5 can be 

expanded to yield the maximum CNR as a function of unavailability for a MWS. The 

general expression for the MWS C N R  is defined by the following relationship

N  =  l . l A 0 4 R ~ h76e<
[ln(2737Ta89 + (0.166 + 0.01947?)C - 2 ) f

3.86-0.04097?

C N R  =  P t + G t + G r - F r - N - L path -  A gas rain (dB) 2-15

where P t transmitter power

G t transmitter antenna gain 

G r receiver antenna gain

(dBm)

(dBi)

(dBi)

F r receiver radio subsystem noise figure (dB)

N  noise power received from the external environment by the receiver

antenna 

L pa th  free space path loss

(dBm)

(dB)

A g a s gaseous attenuation due to dry air and water vapour over d  (dB)

A ra in  attenuation due to rain over d ,  for unavailability p  %  of time (dB)

d  path length (km)
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For a path length of d ,  the gaseous attenuation due to absorption by oxygen and water 

vapour which is always present, is given by

A s „ = r s „ ' d(dB) 2-16

The specific attenuation y gas, can be obtained using ITU-R P.676 [75].

To counteract the signal attenuation due to precipitation, a power margin corresponding to 

the predicted maximum rain attenuation is engineered into the radio subsystems. 

Consequently, the network availability is determined by the time percentage corresponding 

to the maximum rain attenuation given by the added margin.

2.5.4 Effect of Precipitation - Diversity

In a practical MWS, the severe attenuation on longer radio paths due to precipitation is 

unlikely to be compensated for by available fade margin alone. A possible mitigation 

technique to increase the potential availability of the system is through the use of site 

diversity The use of two separate links to lessen the effect of precipitation attenuation by 

taking into account the inhomogeneous nature of precipitation, was first proposed by 

H o g g  [76].

Precipitation varies considerably in time and in space both vertically and horizontally. 

Since the spatial distribution of rain cells depends on their temporal resolution such that 

convective events are localised whereas stratiform events are wide-spread [28], the 

attenuation statistics for each radio path of a remote site which have access to two diverse 

links will be different.

Studies of the spatial and temporal variation of precipitation usually involve using rain 

gauge networks [77] or radar measurements [78, 79]. These studies provide valuable 

information on structures inside the rain fields, such as the size, shape and orientation of 

rain cells. Rain cell modelling via radar indicates that vast majority of rain cells are less 

than 1 km2 and that more of the smaller cells occur for greater rain rate thresholds. It also 

appears that rain cells are shaped by the prevailing wind direction [78].
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Diversity improvements were demonstrated for a simulated 20 GHz slant path attenuation 

based on a dense network of rain gauge measurements for a year [77]. These compared 

well with the path angle diversity gain and diversity improvement results derived from rain 

radar measurements of the three-dimensional spatial structure of rain [79]. The results also 

illustrate that a typical remote site with two-way diversity on a path length of 4 km could 

maintain the same availability of 99.9 % with 4 dB less margin. Further simulations at 

42 GHz show that the diversity has a dependence given as

sin 2-17

where 0  is the angular separation between two route diversity links which a remote site 

have access to, and x  is a function of the link length ratio, L maJ L M m . For links of similar 

length, the optimum value for the coefficients of x  for diversity gain plots, x g , and diversity 

improvement plots, X j, are found to be 0.55 and 0.8 respectively. In the event of links 

having different lengths, the following is applicable

r  L  \ r L  1x = 0.6Mn max + 0.84 for l< max <28
min / V, 'Anin )

( L  ' ( L  ^
x . = 0.87-In max + 0.55 for 1 < max < 2I T

V mm > T
V, min

The derived precipitation attenuation of a one year measured data from a 40 GHz 

star-network links in Norway [28] similarly indicates statistical diversity improvement.

2.5.5 Effect of Foliage -  Attenuation Prediction

A reliable model for predicting the extent of attenuation due to foliage is important for 

situation where the system margin following propagation through a single tree, is still 

sufficient for service provision. The DG model [54] gives the attenuation through 

vegetation as a function of vegetation depth, by incorporating the dual slope nature of the 

measured attenuation versus depth curves. This model also accounts for the site geometry 

in the form of the illumination of the foliage medium, defined by the illumination
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The attenuation for a given foliage depth, d ,  is given by

2-19

where the initial and final attenuation slope are respectively

2-20

with /  as the signal frequency, and constants a , b , c ,  k , tabulated for in-leaf and out-of-leaf 

conditions [54].

The applicability of this model is further validated by measurement undertaken in Norway 

to determine the attenuation of an actual modulated digital video signal at 42 GHz signal as 

the receiver is lowered from LOS at treetop height to heights behind the tree [28]. 

Comparison of the measured attenuation at each height range which varies the foliage 

depth, with the prediction of the DG model shows reasonable agreement. As the receiver is 

lowered, the foliage depth encountered will tend to thicken from the top to the bottom. The 

corresponding measured attenuation increases and then flattens out as the foliage becomes 

sufficiently thick. This general trend is adhered by all the measurements at the various 

observation sites and correlates well with the prediction model. As the attenuation becomes 

almost constant, certain sites close to the transmitter showed that the received signal 

strength is adequate to provide a service.

2.5.6 Effect of Foliage - Variation in Fade

Millimetre-wave signal propagating through foliage exhibits attenuation characteristics that 

vary with time. The fade that occurs is likely to be due to the phasing of components from 

different scatterers within the foliage that changes radically as leaves and branches move 

with wind. Studies and measurements have been made for these short term fades, to give a 

statistical account of the signal variability over these timescales [46, 55, 80, 81].
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Time variability in signals through foliage is quantified in measurements surveying two 

suburban areas, with depolarisation caused by foliage found to be much greater than that 

induced by precipitation [46].

To quantitatively evaluate this time variability, a simulated swaying tree in wind was set 

up using foliated twigs and an electric fan in an anechoic chamber [55]. Measurements at

29.5 GHz indicate that the fading depth and variation scales with velocity of the wind, and 

is also dependent on the direction and foliage density. Depolarisation was also found to be 

significant. The fade was established to be 15 dB more compared to similar measurement 

at 5 GHz.

A comprehensive study comparing the various temporal characteristics of radio channels 

covering the broad range of 2.45, 5.25 29 and 60 GHz, in various foliage and wind 

conditions has been carried out [81]. Measurements were made on a CW signal 

propagating through deciduous trees when in-leaf and out-of-leaf, and coniferous trees, 

along with the local wind speed.

Statistical analyses of the measurement results depict a strong frequency and wind speed 

dependent for the signal when propagating through trees. The amount of attenuation is 

larger when the size of the obstruction in the foliage, whether leaves or branches, are 

comparable in size to the wavelength of the particular signal. In the plotted exceedance 

curves, the 5.25 GHz signal is the most attenuated for the in-leaf deciduous trees while the 

39 GHz signal exhibits more lost in the coniferous trees, but the variability is more 

significant for the largest two frequencies. The studies found the lognormal distribution to 

be the best representation of the temporal signal variations.

The possibility of service provision through the varying foliage medium has been shown 

through the reception of a 42 GHz modulated digital video behind a tree. A potential 

mitigation and improvement method in terms of local spatial diversity has also been 

demonstrated [82].



MILLIMETRE-WAVE BROADBAND FIXED RADIO ACCESS 43

2.5.7 Effect of Foliage -  Flat Fading

Although the deep fading associated with foliage attenuation is intrinsically caused by 

phase cancellations due to the multiple scatter, the frequency selectivity is shown to be 

small and hence flat across a typical MWS transmission channel [28], Measurement work 

undertaken using a filterbank with a 34 MHz wide channel transmitted through a single 

tree under simulated windy conditions showed a small fading level of 1.5 dB across the 

channel, suggesting that there is no significant frequency selective fading. The filterbank 

measurements confirmed that the rapid time variability present in the broadband channel 

was also seen in each of the narrowband filter channels. Simultaneous measurements of 

fade depth and reception of digital video also showed that the picture only failed when the 

signal level dropped below the system margin.

Flat fading was further demonstrated by wideband measurements conducted at 26 GHz on 

several radio links through different foliage density [83], The measurement results indicate 

that while the level of attenuation changes with foliage depth, the effect of any delay 

spread measured is negligible.

2.5.8 Effect of Buildings and Terrain - Multipath

Multipath effects occur when the received signal consists of a number of contributing 

signals that have travelled different path lengths. In a typical propagation environment, the 

millimetre-wave signal could potentially traverse different paths as a result of scattering, 

reflection or diffraction. Figure 2-15 illustrates the possible propagation mechanism that 

leads to multipath propagation.
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Diffraction
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Figure 2-15: Potential sources of multipath propagation.
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Due to the highly asymmetric radiation pattern of a typical head-end transmitter antenna, 

(which has a typical 3 dB beamwidth of 64° in the horizontal plane as opposed to 10° in the 

vertical plane) multipath reflections from vertical surfaces, such as from buildings, are 

likely to be the largest problem. A simple example of received signal consisting of a direct 

LOS signal and one reflected signal, is illustrated in Figure 2-16.

Antenna 3 dB Antenna 3 dB
beamwidth of 64° beamwidth of 3'

LOS signal

Tx Rx

Multipath signal

Reflecting surface

Figure 2-16: Geometry for a two path channel due to reflection.

Heuristic analysis of the scenario shown in Figure 2-16 [28] concluded that the reflecting 

surface must be sufficiently large and properly oriented in order to reflect directly into the 

narrow beamwidth antenna of the radio receiver. However, for the majority of receiver 

locations, this will probably not be the case even in an urban environment, due to the fact 

that buildings tend not to be randomly oriented, thus decreasing the chances of a suitable 

reflecting angle.

If a multipath signal is received, the resulting millimetre-wave channel transfer function 

may cause considerable distortion to the information signal. Extensive studies of building 

reflections and multipath have been carried out via measurement [84, 85], empirical 

modelling [86] and raytrace simulation [28],

Measurements at 28 GHz and 42 GHz in a realistic urban deployment scenario indicates 

the present of multipath components [84, 85, 28], that were obtained by looking at 

reflected signals received from all directions. However, virtually all of multipath signals 

are expected to be severely attenuated due to the use of receiver antennas with very narrow 

beamwidth employed at the user sites.
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When an adequate LOS signal was available to provide a service, the ripple across a 

100 MHz channel was found to be generally small [28]. The ripple is less than 6 dB for 

95 % of locations, most of which can be attributed to time variability of the channel rather 

than multipath. Depolarisation by building reflections and scatter was determined to be 

relatively unimportant. Raytrace simulation on a 3 dimensional database of Oxford, also 

predicted that the delay spread values will be insignificant such that it will be of no 

consequence for service provision at 42 GHz, due to the use of highly directive user-end 

antenna.

2.6 Research Directions

The literature review has primarily focused on the background materials and progress of 

research work associated with millimetre-wave BFWA, with attention specifically to 

42 GHz MWS and millimetre-wave propagation in general. At the current time, the studies 

of MWS and the associated millimetric transport medium is by no means complete, 

particularly when it comes to the available statistical information on long-term system 

performance.

Nearly all of the research work highlighted in the literature review tends to be based on 

measurements that were conducted for a relatively short duration. Apart from the few 

measurement campaigns carried out under the CRABS trial, data for long-term 

measurement is not readily available. The significance of long-term measurements is 

manifold. Firstly, results from long-term measurement are the best form of data to enable 

accurate modelling and prediction of the investigated scenario, as it accounts for all 

possible weather anomalies that will be experienced by a real link. Secondly, it potentially 

averages out any irregularity that could be present during the time of measurement.

Outside the context of long-term measurement, specific data for millimetre-wave signals at 

42 GHz is also uncommon. The general trend seems to be to either imply the 42 GHz data 

from results at nearby millimetre-wave frequencies, or derive it, directly or with frequency 

scaling via other means such as rainfall rate measurements. Additionally, most research 

work has treated the investigation as a point-to-point link using narrowband CW signal as 

the transmission source.
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The field measurement campaign undertaken in this work aimed to address all these 

shortcomings, whilst maintaining a live 42 GHz MWS network which is providing 

services.

No adequate comparison of actual measured 42 GHz signal is made with the prevailing 

availability prediction model recommended by ITU-R. This exercise is necessary in order 

to validate or improve the prediction model. Measurements spanning several years would 

permit statistically valid data to be obtained.

In a typical MWS deployment, blockage due to foliage is inevitable. To facilitate service 

provision through such a link when the system margin is adequate, a better understanding 

of the long-term performance of such transmission needs to be sought. At present, there is 

no published long-term measurement result for the propagation of 42 GHz wideband signal 

through foliage. A large matrix of environmental combinations needs to be considered 

when making the measurement. These include the transition from in-leaf to out-of-leaf 

with changes in season, the effect of wetness due to precipitation, and its impact on the 

overall millimetre-wave signal, and the temporal variability of the signal due to wind 

speed.

Apart from that, the statistics for route diversity gain covered in the literature review is 

mostly implied from rainfall and rain radar measurements, which could be considerably 

different to the actual attenuation measurement of a 42 GHz signal. In order to contribute 

to this research area, field measurement from proper spatially diverse millimetre-wave 

radio links need to be accumulated.

The combination of statistical parameters, measurement scenarios and time scale of the 

long-term measurements that will be undertaken, and to a lesser extent, the underlying live 

MWS on which the measurements will be made, should enable the long-term field 

measurement campaign of the campus network trial to provide a unique collation of data.

In order to facilitate widespread field measurements, a cost-effective and highly reliable 

measurement system must be available and is a central part of the research. The following 

chapter focuses on this aspect of developing the measurement system for realising the field 

measurement campaign.
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Based on the initial field measurement results, a novel iterative algorithm to mitigate the 

issue of changes in the local mean of the monitored signal was developed and presented in 

Chapter 4. Finally, Chapter 5 presents the analysis result of the extensive 42 GHz field 

measurement campaign.
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Chapter 3

Cost-effective Measurement System
The conventional use of dedicated measurement instruments to carry out channel 

measurement of the signal from the millimetre-wave radio receiver is not feasible when a 

large number of sites need to be monitored over a long-term observation period, due to the 

likely high costs that will be incurred. The feasibility of employing an off-the-shelf satellite 

STB as the measurement hardware for various signal parameters has been substantiated 

following a thorough investigation into the way measurements are performed by the 

satellite STB, and calibration of these measurements.

A custom data acquisition module was developed, in parallel, to obtain and log these 

measured signal parameters from an operational satellite STB. The data acquisition module 

also integrates sufficient storage media for the rapid sampling and extended duration 

requirement of the field trial measurement campaign. Pairing these two devices results in a 

cost-effective signal measurement system that comes in under £130 for each measurement 

site. Thus a widespread, long-term field measurement campaign is facilitated at a low cost.

The field measurement campaign also requires corresponding meteorological data to 

correlate with events on the channel measurements. To address this, a meteorological 

measurement system, consisting of a low-cost weather station which measures rainfall, 

wind speed and direction, and temperature, with automated data logging using a modified 

version of the developed data acquisition module, is developed. The selected 

instrumentation costs £150 for each measurement site.
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Both developed measurement systems are central in carrying out the 42 GHz MWS 

campus network trial field measurement campaign, and in obtaining the results presented 

in Chapter 5.

Prior to installation into the field, each signal measurement system needs to be calibrated 

in a consistent manner. In view of this, a fade simulation system is developed to provide a 

relevant stable signal source that can be degraded in a known manner for the calibration 

task. The fade simulation system is also employed to simulate a given fade profile for 

algorithm testing in Chapter 4.
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3.1 Measurement System Design Requirements

Signal measurements are the most direct method to study the millimetre-wave 

transmission, achieve statistical models and verify propagation theory. Accurate statistical 

characterisation of these millimetre-wave radio links requires, by convention, that the 

analysed signal data is obtained from continuous long-term measurement, spanning 

anywhere between a few months to several years. The measurements should also ideally be 

conducted at multiple sites with different propagation scenarios, to ensure a broad range of 

studies such as the spatial distribution of fade events and through foliage links, is possible. 

While the type of dedicated measurement instruments varies with chosen measurement 

techniques, these instruments share the same attribute of being fairly expensive due to the 

frequency of operation and high accuracy requirement. Therefore, it is not practical to 

make available and dedicate multiple units of these measurement instruments for use in the 

campus network trial measurement campaign.

To facilitate long-term, wide spread field measurements, the solution for a cost-effective 

signal measurement system needs to be investigated. The measurement system must be 

made robust to the uncontrolled operating environment at the deployment site, while 

measuring the millimetre-wave signal parameters. In addition, the integration of reliable 

data acquisition, logging and retrieval mechanism is also necessary.

Supporting meteorological data are required to enable correlation of the signal 

measurement to the weather condition under which the measurement was made. This 

meteorological measurement system should also share the similar requirement of 

cost-effectiveness and reliability.

In view of the potential deployment of numerous signal measurement systems, some 

means of calibrating them consistently must also be investigated.
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3.2 Millimetre-wave Signal Measurement

One of the primary objectives of campus network trial measurement campaign is to 

provide a statistical understanding of the long-term performance of a transmitted 42 GHz 

wideband signal. More specifically, this is the upconverted digital video multiplex signal, 

adhering to the DVB-S scheme at a symbol rate of 17.5 Msymbols/s with occupied 

bandwidth of 23.625 MHz (see Section 2.1.1 and 2.1.2). This millimetre-wave signal is 

transmitted from the head-end base station, and received by the millimetre-wave radio 

receiver at the user-end which downconverts it to a carrier frequency of 1.66 GHz.

By understanding the types of signal parameter data available and calibrating them, the 

satellite STB will serve as an ideal source of cost-effective signal measurement hardware. 

The suitability of using the satellite STB is further compounded by the fact this equipment 

is already present as part of the CPE set up for service delivery.

The aim towards the important criteria of a cost-effective signal measurement system is 

met by utilising off-the-shelf satellite STB. One of the main consideration which motivates 

the investigation of the use of the satellite STB is due to the fact that this equipment is 

already present as part of the CPE. Both the architecture and functional operation of the 

satellite STB is extensively examined to understand the type of measurements possible 

with it. Prior to deploying into the field trial, each satellite STB undergoes an identical 

calibration process. Results of the calibration indicate repeatability, thus verifying the use 

of the satellite STB as part of the signal measurement system set up.

3.2.1 Definition of Signal Parameters

It is common to refer to the QPSK modulated RF/IF signal employed by DVB-S as 

c a r r i e r  (C), to distinguish it from s i g n a l  ( S ) ,  which is generally used to refer to the 

baseband modulated signal. But, given that QPSK is a suppressed carrier modulation 

scheme [87], this parameter will be referred to as R F / I F  s i g n a l  in the rest of the text to 

remove any potential ambiguity.

The R F / I F  s i g n a l  p o w e r  is defined as the total power of the modulated RF/IF signal as 

would be measured by a thermal power sensor in the absence of any other signals. For
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DVB-S compliant systems, the RF/IF signal passband spectrum is shaped by root cosine 

filtering with a roll-off factor, a , of 0.35 [17]. Hence, in an ideal system, all the RF/IF 

signal power will lie in the frequency band

B W o a = f c ± { \  + a ) x |  (Hz) 3-1

Equation 3-1 defines the occupied bandwidth of the signal, where f c is the carrier 

frequency, and f s is the symbol rate of the modulation. The RF/IF signal power is the total 

power in this rectangular bandwidth with no further filtering applied.

When the RF/IF signal power is removed, the remaining unwanted interference power 

present in the system is known as the noise level. The occupied bandwidth as defined by 

Equation 3-1 is taken as the standard definition of noise bandwidth in DVB-S 

systems [88]. It is assumed that the noise power is evenly distributed across the frequency 

spectrum of interest and so can be described by a single noise power density value, N o ,  

which is the noise power present in 1 Hz bandwidth. From this, the noise power, N , present 

in any given system noise power bandwidth, BWtIOise, can be obtained by simple 

multiplication

N  =  N 0 x B W noise (dBm) 3-2

Within the context of the campus network trial, there are two signals of relevance which 

differ by one being a frequency translation of the other. The r e c e i v e d  R F  s i g n a l  outlined in 

the preceding text is the primary signal of interest in the measurement campaign. However, 

in terms of practicality, measurements can’t be feasibly carried out on the received RF 

signal directly. This leads to the other signal termed r e c e i v e d  I F  s i g n a l , which is the 

product of frequency downconversion from the received RF signal by the millimetre-wave 

radio receiver. All measurements from the campus network trial are carried out on this IF 

signal. Given that the millimetre-wave radio receiver is essentially a frequency 

downconverter, by knowing its gain and linearity, any variation in the monitored received 

IF signal can be directly correlated to the received RF signal.
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3.2.2 Signal Measurement via Satellite STB

In the campus network trial, the remote sites receiving live digital video broadcast services 

also serve as monitoring sites for the transmitted 42 GHz wideband millimetre-wave 

signal. Set up for the CPEs typically consists of a millimetre-wave radio receiver which 

downconverts the received RF signal, and a satellite STB that receives the converted IF 

signal. The Humax FI satellite STB was chosen for the campus network trial, as it is 

reasonably priced (at ~£70 each) which matches the required cost criteria, and it also 

allows manual configuration of the reception signal transmission parameters [89], This last 

factor is important as it enables the satellite STB receiver to lock on to digital video signals 

modulated at different frequency, symbol and forward error correcting rate.

In order to acquire the signal parameter data from the satellite STB, the architecture of the 

satellite STB need to be fully investigated and comprehended. The architecture here refers 

to the internal working of the satellite STB at the component level. Typical satellite STB 

platform entails separating the design into front-end and decoding-end [90], as depicted in 

Figure 3-1.
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Figure 3-1: Satellite STB architecture block diagram.

A tuner module and the satellite demodulator and decoder (SDD) integrated circuit (IC) are 

the primary components of the front-end. This highly integrated SDD chip performs the 

demodulation and forward error correction of the received IF signal into MPEG-2 TS data.

The decoding stage combines two key devices that form the operating core of the 

satellite STB. First of these is the MPEG-2 TS source decoder IC, which descrambles and 

demultiplexes the MPEG-2 TS into packetised elementary stream (PES). In addition, this 

IC also carries out all controller tasks related to the satellite STB digital television 

application, with the embedded processor core and peripheral interfaces such as universal 

asynchronous receiver-transmitter (UART) and inter-IC (PC) bus units. Further decoding
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involves the MPEG-2 audio video decoder IC, which performs audio and video decoding. 

This IC receives the MPEG-2 PES data and renders it into suitable audio and video signals 

for reception on a television set.

For the application of signal measurements, the device of interest is the SDD IC. The 

chosen satellite STB employs the Philips Semiconductors TDA8044AH chip. This highly 

integrated IC has minimum interface to the tuner, requiring only demodulated analogue 

I and Q input signals, and a single automatic gain control (AGC) loop back, in order to 

perform demodulation and decoding on the DVB-S input IF signal [18]. Accordingly, 

various received signal related parameters could then be obtained from the satellite STB 

SDD IC. Figure 3-2 illustrates the front-end architecture in more details.
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Figure 3-2: Satellite STB front-end architecture.

Variations in the received IF signal power can be monitored from the demodulation block. 

The quality of the transmission may be inferred from a demodulator bit-error-rate (BER) 

count that is obtained from the Viterbi module in the FEC block. Aspects of end-user 

service quality can also be gauged from this block in terms of Reed Solomon (RS) readout 

of packets corrected and packets lost. In addition, the carrier and clock recovery loop 

provides tracking of the frequency drift of the received IF signal. Data for all these signal 

parameters can be read from the internal registers of the TDA8044AH chip. Access to 

these registers, along with communication and control of the SDD, is via the I2C bus [18].

By comprehending the types of signal parameter data available and calibrating them, the 

satellite STB will serves as an ideal source of cost-effective signal measurement hardware. 

The suitability in using the satellite STB is further compounded by the fact this equipment 

is already present as part of the CPE set up. By adding a data acquisition module to query 

and log the signal parameter data from the STB, a very cost-effective signal measurement 

system can be implemented. Figure 3-3 illustrates the complete signal measurement system 

that will be employed in the campus network trial field measurement campaign.
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Figure 3-3: Configuration of signal measurement system.

3.2.3 Signal Power Measurement and Calibration

Measurements of the received IF signal power can be obtained from the AGC block of the 

SDD chip. This functional block is implemented to increase the effective dynamic input 

range of its embedded analogue-to-digital converters (ADC) input, which receive the I and 

Q channels from the tuner. The configuration for the AGC block is shown in Figure 3-4.
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Figure 3-4: AGC block layout.

The AGC peak detector constantly monitors for overshoots in the ADC window. It then 

provides a feedback signal to the tuner amplifier to ensure the use of the full span of the 

ADC. The loop filter averages the detector output which in turn drives the external 

amplifier inside the tuner. This gain or amplification factor, A G C amp, can be read with 8-bit 

precision. Therefore, the AGC loop when properly calibrated will provide an accurate 

indication, via A G C amp, of the received IF signal power present at the input of the 

satellite STB.

When a large input signal is present, the required gain is less, resulting in a small A G C amp 

(magnitude wise). It follows that as the signal power decreases, A G C amP will increase. 

However, the quantisation of A G C amP is non uniform, having fewer incremental steps for 

lower gain than at larger gain. Over the signal fade range of interest from -20 to -60 dBm, 

the typical A G C amp is seen to traverse 2 steps for each 1 dB change.
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Calibrating the values of A GCamp requires both a stable DVB-S signal source as transmitted 

by the head-end, and a means of degrading this signal in a known repeatable way. The fade 

simulation system (introduced in Section 3.6) was designed and implemented to address 

this requirement. The chief advantage of using this approach is that the calibration process 

can be easily automated for a large number of satellite STBs. Apart from the considerable 

saving in time over manual calibration, the precision can also be increased through the 

simple process of repetition and averaging.

In the calibration process, the signal source is successively attenuated at fixed steps and the 

corresponding AG C amp is noted. The attenuation range accounted for is 60 dB, with an 

attenuation of 0 dB giving a signal power level of -20 dBm. Since the signal source could 

potentially deviate by ±0.4 dBm due to the limitation of the fade simulation system (see 

Section 3.6.4), the calibration process is carried out in steps of 1 dB.

Samples of the AGCamp calibration results are presented in Figure 3-5. The plots for 

calibration of the same satellite STB that was carried out on three separate occasions are 

virtually identical, with minimal variations at each point. This demonstrates that the signal 

power measurement from the STB is valid given that it is consistent and repeatable over 

time. In relation to these, the calibration result for two different satellite STBs also exhibits 

similar trends albeit with slightly different shaped plot.
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Figure 3-5: AGC^p calibration result.

From the resulting calibration data, a look-up table consisting of consecutive signal power 

level and its corresponding assigned A G C amp for each satellite STB is constructed. These 

look-up tables will be required to convert the logged AG Camp into the equivalent received 

IF signal power in the field trial measurement campaign.

By using a look-up table, the calibration process is essentially quantising AG Camp in steps 

of 1 dBm, as illustrated in Figure 3-6.
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Figure 3-6: AGCamp calibration steps.

This procedure introduces a quantisation error, E quant, into the calibration data which is 

given as the deviation of half a calibration step
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= ± % L (dBm) 3-3

Apart from this error, the inaccuracy of the signal source will also need to be addressed. 

Figure 3-7 provides an extract o f  A G C a m p  and the actual IF signal power that it signifies.
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4 0 ---------------------------------------------------22.5 dBm

Figure 3-7: AGCamp corresponding actual power level.

The example shows the representation of a -22 dBm signal source that is fed to the satellite 

STB, denoted with a period, and its corresponding error bar due to the signal source 

inaccuracy. There are two possible outcomes during the calibration process. In the first 

instant, if the signal source is equal to -22 dBm or deviates by up to +0.4 dBm, AGCamp of 

39 will be correctly assigned to the level of -22 dBm. However, if the input signal drops 

below -22 dBm, the A G C amp of 40 will be incorrectly assigned to this level. Therefore, the 

ensuing calibration error, E cai„  is given as

Ka,=00r £ * ,)= -?«„  (dBm) 3-4

where q agc is the step interval represented by consecutive AG C amp in the range of interest. 

Both these errors need to be accounted for in determining the final accuracy of the received 

IF signal power represented by A G C amp. The accuracy, denoted as AG CamPtacc, is 

determined as

(dBm) 3-5

Using the example of Figure 3-7, when an AG Camp of 39 is received, the corresponding 

IF signal power is interpreted as -22 dBm with a maximum accuracy range of -1.0 to
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Figure 3-8 further demonstrates that the satellite STB can reliably measure the signal 

power over the range it was calibrated for. The recorded AG C amP values measuring a 

repeating up/down-ramp signal profile can be seen to faithfully reproduce the equivalent 

attenuation level. Any discrepancies from the ideal attenuation values is inside the range of 

the stated accuracy of Equation 3-5.
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Figure 3-8: AGCamp range test.

The satellite STB is also tested for it response at measuring rapid fade events. Result for 

this test is depicted in Figure 3-9.
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Figure 3-9: AGCamp response test.

A signal fade profile with an increasing fade slope from 1 to 20 dB/s, in 1 dB/s step, is fed 

to the satellite STB. The tested upper limit is adequate and much higher than typical 

recorded fade slope in previous field measurement [81]. Results shown in Figure 3-9 

indicate that the satellite STB could effectively track all the different fade slopes.

Combination of all the concluded calibration and test results thus justifies the use of the 

satellite STB as part of the signal measurement system set up for measuring the received IF 

signal power.

3.2.4 BER Measurement

The SDD chip performs the BER measurement prior to the Viterbi decoder stage inside the 

FEC block. To obtain this measurement, the signal after Viterbi decoding is coded again 

using the same coding scheme as in the transmitter, with the aim of producing an estimate 

of the original coded I and Q sequences. These sequences are then compared at bit level 

with the signals that are available before Viterbi decoding. Figure 3-10 illustrates the 

processes involved in this measurement.
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Figure 3-10: Pre-Viterbi BER measurement.

The BER measurement was found to be performed over a count period of 220 bits, with a 

valid measurement range limited to within 10'2 to 10’8 [18]. Depending on the selected 

convolutional code rate, the quasi error free threshold corresponds to a BER before Viterbi 

decoding in the range 7xl0'2 to 7xl0'3, or a BER after Viterbi decoding of 2xl0"4 [17].

For the BER measurement to be a useful signal measurement parameter, it needs to be 

expressed as a function of the ratio of wanted RF/IF signal power to the unwanted noise 

power (C / N ). Since C / N  depends on the noise bandwidth, it is common practice to 

normalise C / N  by using the ratio of energy-per-bit to N o , (E N N o ). The BER measurement 

from the satellite STB can then be related to E j / N o  (or C / N )  [88] as

1
B E R  =  - x e r f d  10ll° *oj 3-6

2

However, there is scope for ambiguity as E j / N o  can be measured at any arbitrary reference 

point within the satellite STB receiver chain. In general, E j / N o  can be measured i n  t h e  

c h a n n e l  and i n  t h e  r e c e i v e r  [88]. There are three filtering processes present in the satellite 

STB receiver which gives the different possible measurement points for E j / N o ,  as 

illustrated in Figure 3-11.
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Figure 3-11: Different stages of Et/N0 measurement.
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The first is a relatively broadband, tuneable, pre-selection simply to reduce the power 

present to the receiver front-end. A high-order channel selection filter is next, used to 

extract the desired signal. The third is the root-raised cosine Nyquist filtering, implemented 

in the low pass filters following I and Q demodulation. This low-pass root-raised cosine 

filters defines the overall satellite STB receiver’s bandwidth and band shape, as the 

intended purpose of the other filters is only signal pre-selection. Therefore, for i n  t h e  

r e c e i v e r  measurement, the modifying effect of the Nyquist filters has to be accounted for.

From Figure 3-11, derivation of the figure of merit for BER as a function of C / N ,  and at the 

various measurement points is given as follow

N „
10 log10

L

B W„ n  noise /
(dB) 3-7

E ,'b(dem)

N n
101og10 (number of bits per symbol) 3-8

Km)
N n

E ,'b(dem)

~n T
+ 101og10 1 a (dB) 3-9

The BER measurement from the satellite STB is made at the point prior to the Viterbi 

decoder stage. By manipulating Equation 3-7 to 3-9, this BER measurement can be related 

to each measurement point and utilised to measure and derive insight into the quality of the 

received RF/DF signal transmission.

3.2.5 Frequency Offset Measurement and Calibration

The phase-ffequency loop, which is part of the carrier recovery block, provides a measure 

of the frequency offset of the input signal to the SDD chip. This loop keeps track of the 

frequency and phase of the received signal to get a steady constellation diagram and valid 

I and Q values for the FEC unit. The configuration for the phase-frequency loop is as 

shown in Figure 3-12.
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Figure 3-12: Phase-frequency loop block layout.

To determine how well this frequency offset measurement track a real frequency drift, a 

signal source with a tuneable carrier frequency is fed to the satellite STB. This signal is 

obtained by using a mixer to appropriately shift the carrier of the mixer product, of the 

suitable signal and the local oscillator from a signal generator. The resulting signal source 

has a nominal frequency of 1.66 GHz and can be tuned over the range of ±5 MHz. Figure

3-13 shows the frequency measurement result of a signal source incrementing from 

1.655 GHz to 1.665 GHz in steps of 1 kHz every 50 ms.
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Figure 3-13: Frequency offset measurement calibration result.

The chosen test frequency range is representative of the possible frequency drift of the 

received IF signal in the measurement campaign, due to the construction and operating 

specification of the millimetre-wave radio receiver [91], Across this frequency range, the
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satellite STB can be seen to provide adequate tracking of the simulated frequency drift. 

While the smallest resolvable frequency step is approximately 120 Hz [18], the accuracy of 

the frequency offset measurement was found to be within ±3 kHz. This is depicted in 

Figure 3-14, as histogram of multiple frequency offset reads taken at several frequency 

point of interest.
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Figure 3-14: Frequency offset measurement accuracy test
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3.3 Data Acquisition Module for Satellite STB

The required signal parameter data needed to be acquired and logged in a reliable and 

cost-effective manner. Due to very specific interface requirement and also the obligatory 

large memory storage, commercially available data loggers are deemed unsuitable. In order 

to meet the stated requirements, a custom data acquisition module (DAM) was designed 

and constructed. The soundness of the DAM design has been demonstrated through 

operation in the measurement campaign, where numerous units were deployed.

3.3.1 Satellite STB Operation

Understanding the operation of the satellite STB is essential owing to the fact that apart 

from serving as signal measurement hardware, the satellite STB is also being used in 

parallel to receive and view digital video broadcast at the user-end. In this latter role, the 

satellite STB could be in any one of the three operating modes, namely s w i t c h  o n , s t a n d b y  

and s w i t c h  o f f .  Each operating mode could potentially disrupts the DAM from acquiring 

and logging the required signal parameter data.

When the satellite STB is in s w i t c h  o n  or normal operating mode, the tuner module will be 

supplying power to the millimetre-wave radio receiver. The IF signal from the 

millimetre-wave radio receiver will be continuously demodulated and decoded by the 

active SDD chip. When the user changes the video channel to one that is on a different 

broadcast multiplex, the tuner module will tune to this new broadcast multiplex which is at 

a different IF carrier frequency.

In s t a n d b y  m o d e , power output from the tuner is cut off in order to conserve power 

consumption. As a consequence, the millimetre-wave radio receiver will be non-functional. 

In addition, the satellite STB will also put its core ICs, including the SDD chip into sleep 

mode. The last possible situation is the s w i t c h  o f f  m o d e  in which the mains power to the 

satellite STB is cut off. In contrast to the previous mode, the power supply unit within the 

satellite STB is as expected, no longer providing any output when in s w i t c h  o f f  m o d e .
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3.3.2 I2C Bus Specifications

Given that the required signal parameter data can only be accessed via the satellite STB 

I2C bus, a proper understanding of the bus design and protocols are necessary. This is 

further compounded by the fact there is a distinct lack of commercially available tools for 

monitoring the I2C interface, which means that a custom interface must be built.

In many electronic systems such as the satellite STB, there are a number of peripheral ICs 

that have to communicate with each other and the outside world. To maximize hardware 

efficiency and simplify circuit design, Philips Semiconductors developed a simple 

bidirectional 2-wire, serial data (SDA) and serial clock (SCL) bus for inter-IC control. 

With its inherently simple operation coupled with the extremely broad range of PC 

compatible devices from Philips and other suppliers, the PC bus has become the embedded 

industry standard proprietary control, data, diagnostic and power management bus.

Each I2C compatible device is recognized by a unique address and can operate as either a 

receiver only or with the capability to both receive and send information. In each instance, 

the devices can operate in either master or slave mode, depending on whether the device 

has to initiate a data transfer or is only addressed. Figure 3-15 depicts the master-slave and 

transmitter-receiver relationship as well as the access protocol.

Master S lave Write data

Transmitter R eceiver .S lave  address ■JW . A ' Data . g A V  Data A P;.

R ead data

i R eceiver T ransmitter Slave address 5 g R V A Data •••;. A ’’ Data /A •, P.;,.

last data byte

S  = Start condition 
P = Stop condition 
R = Read  
/W  -  Write 
A = Acknowledge 
/A = Not acknlwledge

Figure 3-15:12C bus communication protocol.

Detailed signalling procedure for the bus can be obtained from the I2C specification [92]. 

Data transfer on the bus is serial, 8-bit oriented at the standard transfer rate of 100 kbits/s. 

PC is also a true multi-master bus with collision detection and arbitration to prevent data 

corruption if two or more masters simultaneously initiate data transfer.
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3.3.3 DAM Design Requirements

Analysis of the DAM design requirements starts with the essential issue of cost, and to a 

lesser extent, size. In keeping with the aim for a cost-effective measurement hardware 

solution, the cost of the DAM must be kept to a minimum. The Humax FI satellite STB 

cost of approximately £70 per unit, provides the most logical ceiling components budget 

for each DAM. In terms of physical dimension, the DAM will need to be sufficiently 

compact with the aim of incorporating it inside the enclosure of the satellite STB. This 

necessitates a well thought-out two-layered printed circuit board (PCB) board layout. To 

minimise both cost and size, the component count must be reduced by ensuring that the 

DAM is designed to make full use of all available resources on the satellite STB hardware 

itself.

A top-down method of design was used in developing the DAM. This allows for a clear 

definition of the overall structure of the interface involved and the flow from one block to 

the other. This context is illustrated in Figure 3-16.
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parameter data
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memory

Figure 3-16: DAM top level block diagram.

From this design approach, the DAM presents a simple premise. Essentially, it needs to 

acquire the signal parameter data and logged it for latter retrieval, with a user interface to 

communicate externally.

A user interface is necessary to allow communication with and control of the DAM. 

Requisite control commands include initiating the data acquisition, monitoring the 

acquisition process and retrieving the logged data. To keep the design simple, a common 

scheme such as the RS-232 communication protocol can be utilised. Furthermore, the 

DAM can share the unused lines of the RS-232 port on the satellite STB itself.
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Suitable data that is available from the satellite STB covers seven separate signal 

parameters. Table 3-1 gives the tabulated breakdown of each signal parameter and the 

physical storage space that it requires.

Signal param eter Number of bytes

AGCdemod 1

FEC lock flags 1

Frequency drift 3

CNR estim ate 1

BERdemod 3

RS block corrected 1

RS block lost 1

Table 3-1: Breakdown of signal parameter data bytes.

The amount of storage memory required will depend on the number of signal parameters 

that are to be stored, the rate of data acquisition and ultimately how long the logging 

process needs to last. For this last factor, a data retrieval of every 2 weeks is deemed a 

suitable compromise between reducing the frequency of visits to each monitoring site and 

the risk of losing data in the event of equipment failure. The data also needs to be 

time-tagged for it to be useful. A suitable real time clock source will be needed, along with 

a software solution to do away with tagging every single data to reduce the necessary 

storage memory.

A logic analyser was utilised to tap into the I2C bus when the satellite STB is in s w i t c h  o n  

m o d e .  In this mode, the onboard controller (in the MPEG-2 TS decoder IC) was observed 

to periodically query the same signal parameter data. Captured I2C waveforms reveal that 

the interval between successive queries is approximately 100 ms. While there is no 

available information on the firmware design of the controller, manual monitoring and 

testing demonstrated that controller uses this monitoring loop to ensure that none of the 

carrier recovery or FEC stages have come out of sync. If any stages do become unlocked, 

the controller will reinitialised the SDD chip and put it through the synchronising 

programming cycle to lock back on to the IF signal.
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By capturing this programming sequence, and further referencing the TDA8044AH 

datasheet [18], sufficient information is gained in terms of being able to manually 

reprogram the front-end of the STB. Therefore, the front-end can now be employed to 

demodulate and decode any DVB-S signal independently of the default setting of the 

satellite STB. An extract of the captured I2C waveform is shown in Figure 3-17.
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Figure 3-17:12C bus data waveform.

Since the signal parameter data is readily available, the DAM should thus operate as a 

non-intrusive monitor. The I2C bus being monitored will then operate in the same way, 

whether or not the DAM is attached. Seeing as there are many other communications on 

the I2C bus, the DAM in its passive monitoring mode will need to filter messages on the 

bus by slave and registry address.

In contrast, when the satellite STB is put into s t a n d b y  m o d e , all the main ICs are disabled 

and the I2C bus goes silent. During this state, the DAM will need to reactivate the tuner 

module first, followed by the SDD chip. With the controller IC still disabled, the required 

data will need to be actively queried. In both s w i t c h  o n  m o d e  and s t a n d b y  m o d e , the DAM 

could draw its power supply directly from the satellite STB power conversion and 

rectifying unit.
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While all attempts are made to keep the satellite STB continuously powered up, 

uncontrollable factors such as power failure or user error could completely cut off power to 

the satellite STB. In this s w i t c h  o f f  m o d e , the DAM has to be capable of maintaining the 

validity of the logged data in the storage memory, in the absent of system power. When 

power supply is resumed, the DAM must be able to automatically recommence acquiring 

and logging the signal parameter data. Some form of nonvolatile storage memory is thus 

required to maintain the storage memory address pointer. A nonvolatile real time clock is 

also necessary to maintain a power-up table to indicate when the new logging begins.

Table 3-2 summarises the DAM design requirements under the various operating modes of 

the satellite STB.

Satellite STB mode DAM requirem ents

Switch on - Passively monitor 1 C bus for data sequence.

- Draw power from satellite STB.

Standby - Activate tuner module and SDD chip.

- Actively query data from SDD chip.

- Draw power from satellite STB.

Switch off - Maintain logged data.

- Track power-up time and auto resum e data logging 

when coming out of this mode.

Table 3-2: DAM requirements under different satellite STB modes.

3.3.4 SRAM Based DAM

The initial version of the DAM only logged the A G C amp  data which is one byte long. Since 

the most expensive component of the DAM is the storage memory, the data acquisition 

was carried out once every 3 s to lessen the storage capacity requirement. With this data 

rate and a retrieval period of every two weeks, a static random access memory (SRAM) 

chip can be used as the main storage memory. The chosen SRAM is organised as 

524,288 words by 8 bits, giving a total storage capacity of 512 KiB. With this storage 

capacity, the DAM could run continuous for a maximum of 18 days. Figure 3-18 illustrates 

the functional block diagram of the SRAM based DAM.
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Figure 3-18: SRAM based DAM components layout.

Since, the SRAM requires a significant number of input/output (I/O) lines to function, a 

latch is employed to multiplex the address lines and data lines together to ensure that there 

will be sufficient I/O lines to access the SRAM.

In the event that the satellite STB is in s w i t c h  o f f  m o d e , the nonvolatile controller will 

supply the monitoring and logic required to make the SRAM nonvolatile. Precise voltage 

sense and comparator circuits monitor the supply voltage for power failure. When the 

voltage falls out of range, an automatic switch to battery power provided by the lithium 

coin cell activates. The logged data is thus maintained while power is out of range. A small 

part of the, now nonvolatile, SRAM is also partitioned off to store the address pointer and 

power-up table.

All controller tasks related to the data acquisition and logging are performed by a dedicated 

microcontroller. The microcontroller achieves this by executing a specifically programmed 

routine to control the onboard devices. Apart from being low-cost, the main criteria for the 

chosen microcontroller is having sufficient I/O lines and processing speed to cope with the 

task at hand. In both respects, this microcontroller copes well as it has an adequate 

well-defined I/O structure and peripherals that limit the need for external components, 

while featuring a fast core, running single cycle instructions. Furthermore, it enables quick 

code troubleshooting and optimising via an on-chip in-system programmable Flash 

memory. The clock source for this microcontroller comes from the crystal oscillator, which 

is also shared with the I2C controller.

The RS-232 driver is designed for RS-232 communication interface where a ±12 V supply 

is not available, using charge-pump capacitors to convert the +5 V input to the required 

levels. In the case of the microcontroller, this transceiver allows the user to communicate
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with it via a PC COM port. At a transfer rate of 57 kbits/s plus overhead, the entire content 

of the SRAM can be retrieved in approximately 4 minutes transmitted as American 

Standard Code for Information Interchange (ASCII) formatted string.

With the I2C controller, the microcontroller can use the parallel data bus to communicate 

bidirectionally with the serial I2C bus. Communication with the I2C bus is carried out on a 

byte-wise basis using polled handshake. This IC controls all the I2Cbus specific 

sequences, protocol, arbitration and timing. For the purpose of data logging from the 

satellite STB, the I2C controller can be configured to act as a passive I2C bus monitor. The 

main feature of this mode is that it allows passive monitoring the I2C bus traffic and 

automatic storing of any received data.

The chosen real-time clock (RTC) provides nonvolatile timekeeping with internal elapsed 

time counter. This counter constantly maintains real time by counting seconds, whether 

powered from the external power supply or from its internal battery backup. Output from 

the counter is binary data that can be read in standard clock and calendar format using a 

software algorithm. Communication to and from this real-time clock takes place via Dallas 

Semiconductor 3-wire serial bus interface [93].

Based on the selected components, a two-layered PCB board layout was designed and 

fabricated in-house. All components including the surface mount devices were then 

manually soldered onto the PCB board and tested for functionality. A photo of the 

completed DAM housed inside the satellite STB is shown in Figure 3-19.
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Figure 3-19: Photo of the SRAM based DAM.

3.3.5 Assembly Language Program for SRAM Based DAM

In order for the SRAM based DAM to carry out its tasks, an assembly language program is 

written to the microcontroller to provide it with the necessary intelligence. The final form 

of the program was achieved after having gone through many iterations of thorough testing 

and revision. An overview of this program flow is presented in Figure 3-20.
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Figure 3-20: SRAM based DAM program flowchart.

Upon start-up, the DAM will either resume or start the data acquisition process, depending 

on the present of a power-up condition or a user initiated acquisition cycle. The ensuing 

initiating program flow included routines to support the stated process when the DAM is 

activated.

Next, a delay loop fixes the acquisition rate. In this application, the delay loop exits after 

3 s has elapsed. The program flow then assumes that the satellite STB is in s w i t c h  o n  m o d e  

and attempts to passively monitor and log the required signal parameter data from the I2C 

bus traffic. If this data is not readily available such as when the satellite STB is put into
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s t a n d b y  m o d e , the program flow will initiate a write to the SDD chip registers and request 

for the relevant data readout. A timeout loop is implemented to limit the number of retries. 

Following timeout, a known error string will be written to the SDRAM memory in place of 

the data.

During each acquisition cycle, the program polls the RS-232 interface for user input. By 

adhering to a self-defined command set, the user can execute any of the indicated 

command routines. The principal activity of the user input routines include; setting the real 

time clock, retrieving the logged data, and starting a new data acquisition and logging 

cycle.

To ease troubleshooting and reduce the complexities of the many program routines 

involved, a modular approach to the coding is adopted. Partitioning the assembly language 

program flow into modules is intuitively done at the component level. Each one is treated 

as a separate entity, with well defined interfaces consisting of subroutines to execute the 

basic tasks specific to the component itself. A higher level program routine which needs to 

access the component can then simply manipulate these subroutines. Figure 3-21 shows the 

subroutines involved in the assembly language program for the DAM.
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Figure 3-21: SRAM based DAM program subroutines.

This modular design approach also enables simple addition of new module to the overall 

program flow, or modification to existing module without disruption other portions.

3.3.6 SmartMedia Based DAM

In order to log all the available signal parameter data totalling 11 bytes at a faster 

acquisition of every 1 s, a significantly larger storage memory is required. With the recent 

price drop in solid state memories, devices such as the SmartMedia memory card prove to 

be a viable alternative. At the stated data rate, a 32 Mibytes SmartMedia could store up to 

35 days worth of data. Yet, the cost for the SmartMedia is similar to the previous chosen 

SRAM.
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The original DAM was therefore updated with the improved storage memory solution. 

This SmartMedia based DAM still retains many of the previous design and components 

features, dropping only the SRAM along with its supporting devices. Figure 3-22 depicts 

the functional block diagram of the modified DAM, with shaded blocks representing the 

difference compared to the previous version.
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Figure 3-22: SmartMedia based DAM components layout.

The SmartMedia memory card is slotted into a compatible socket positioned on the outer 

side of the satellite STB’s enclosure. Collecting the logged data just be simple matter of 

ejecting the memory card and retrieving the data in a separate dedicated DAM. A ribbon 

cable connects this socket to the rest of the DAM module located inside the enclosure.

Internally, the SmartMedia is mounted with flash memory that is electrically rewritable 

and can retain data without the need of external power. Address and data lines for the 

SmartMedia are multiplexed into its 8 I/O ports. Having a data path of only 8 bits requires 

that the large addresses be broken up into byte-sized pieces, transferred, and reassembled 

internally. The format of a small, predetermined command enables the SmartMedia to 

know what is coming through [94], A p a g e , consisting of 512 bytes plus 16 redundant 

bytes of flash arrays, is the smallest portion of memory that can be written to the flash 

memory. The SmartMedia has a page size buffer to cater for this read/write operation. 

Conversely, the smallest portion of memory that can be erased is in units of 32 pages 

known as a b l o c k .

Hardware development based on SmartMedia requires an overhead of invalid block 

management. Invalid blocks are blocks that contained one or more invalid bits whose 

reliability are questionable. The SmartMedia may already contain, and further develop
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additional invalid blocks over its life time. Another additional complexity involves the 

different operating voltage of the SmartMedia. To mitigate this, a level shifter is used to 

interface between the 3.3 V environment of the SmartMedia and the predominantly 5 V 

environment of the rest of the DAM.

The original microcontroller is no longer adequate for the current DAM. An improved 

version with a larger internal working SRAM area is chosen to match the SmartMedia data 

buffering and invalid block management requirement. To augment the invalid block 

management, a nonvolatile ferroelectric RAM (FRAM) memory is utilised to store a table 

of invalid blocks. The FRAM also contains the address pointer and power-up table.

A Universal Serial Bus (USB) connection substitutes the relatively slow RS-232 interface 

for retrieving the large amount of logged data. The USB controller module is designed to 

be a drop in replacement for the I2C controller when the DAM is dedicated to just 

retrieving the logged data. It automatically handles all USB protocols and offers a 

first-in-first-out (FIFO)-like design for easy interface to the microcontroller. The USB 

module comes with a virtual COM port driver that masked the USB port as standard 

RS-232 port. To maintain a reliable data capture on the PC, the transmission rate is 

deliberately restricted to 800 kbits/s. Nonetheless, transfer of 32 Mibytes of data from the 

SmartMedia formatted in ASCII is still completed within a short time of 11 minutes.

All components for the DAM are manually soldered onto the two fabricated dual-layer 

PCB boards. Each DAM is thoroughly tested for functionality prior to deploying into the 

field. Figure 3-23 is a photo of the completed SmartMedia based DAM.
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Figure 3-23: Photo of the SmartMedia based DAM.

3.3.7 Assembly Language Program for SmartMedia Based DAM

Similar to the hardware, most of the assembly language program written for the previous 

version of DAM can be reused. This undertaking was fairly straightforward as the earlier 

program adopted a modular designed approach. Routines and modules related to the 

SRAM were simply substituted with those for the SmartMedia. Figure 3-24 shows the 

updated program flow, with shaded blocks representing new routines associated with the 

SmartMedia.



COST-EFFECTIVE MEASUREMENT SYSTEM 80

P o w e r-u p

Get user

Update
Output \  Np o w er-u p

address table t im e ? date?

Get address
pointer Get invalid 

block 
address table

Set time b lock

timestamp
Get power-up 
address table

Erase logged
signal dataStore

timestamp
Get address 

pointer
timestamp

signal data

Output logged 
signal data

Switch tuner 
& SDD on E nd

data?
Monitor signal

Store 
signal data

error?Query signal 
^Hdata^H

Update
address
pointer

I

Invalid block 
management

I
Update 

invalid block 
address table

Get user 
command

N /R e tries

te rru p t

Error str. for 
signal data

1 Y Update 
power-up 

address table
Invalid block 

management

. i 1
Update 

Invalid block 
address table

Update
address
pointer

Figure 3-24: SmartMedia based DAM program flowchart.

Two additional invalid block management program routines deal with the need to mask out 

invalid blocks of the SmartMedia from the storage address mapping. This task is 

non-trivial as the routines must be made transparent to the overall operation of the program 

flow. On top of this, the routines must also be made tolerant to the program flow restarting 

following a power-up cycle.
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The first program routine deals with the identifying of initial invalid blocks. Since the 

invalid block information in the SmartMedia is also erasable in most cases, the program 

routine recognises invalid block based on the original invalid block information and creates 

a separate invalid block table.

Management of additional invalid blocks is provided by the second program routine. An 

error-detection mechanism monitors the status flag of the SmartMedia for failure 

indication on every erase or write cycle. When an erase failure occurs, future access to the 

affected block is prevented by updating the invalid block table. If an error occurs after a 

write operation, the contents of the block in question are rewritten to the next available 

block by loading to and from an external buffer. Access to the invalid block is similarly 

prevented by updating the invalid block table. This block replacement procedure is 

depicted in Figure 3-25.

Block A

Block B

Figure 3-25: Block replacements following SmartMedia write failure.

In the event that the DAM is dedicated towards retrieval of the logged data, the data 

transmit function is replaced with a USB routine. Access to the user input commands still 

remains via the RS-232 routines.

Several new subroutines complement all the modified changes to the original assembly 

language program. These distinct subroutines come from the newly added components and 

are as shown in Figure 3-26.
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COST-EFFECTIVE MEASUREMENT SYSTEM 83

3.4 Meteorological Data Measurement

Study of the millimetre-wave transmission requires supporting meteorological data on 

which to correlate events on the channel measurement results. An observed fade event on a 

LOS link can, as an example, be attributed to rain attenuation and scattering only if the 

presence of rain is recorded during that time. But suitable weather stations that provide an 

array of weather conditions information including rainfall rate, wind speed and direction 

and temperature, at the necessary resolution and reasonable accuracy, are typically 

complex and expensive [95].

A cost-effective solution was found in the form of a weather station that employs an 

efficient power and data transmission technique. Collection of data from this weather 

station is automated using a modified version of the developed DAM. This pairing has 

been deployed in the campus network trial and throughout its operation in the field, proven 

to be a reliable source of meteorological measurement.

3.4.1 Meteorological Data via 1-Wire Weather Station

In the design of a conventional weather station, each sensor requires its own wiring and 

power supply. The sensor must also be signal conditioned before transmission. Adding 

sensors to an existing weather station will thus require more wires and electronics. These 

factors contribute to a meteorological instrument system that is inefficient and 

expensive [95].

The 1-Wire weather station developed by Dallas Semiconductor was determined to be the 

best option following an extensive search of available commercial offerings. It solves the 

stated problems by transmitting both power and bidirectional data for all sensors over one 

single twisted-wire cable. More importantly, the weather station cost only a fraction of 

professional systems, while closely matching them in accuracy and resolution. Rainfall, 

wind speed and temperature measurements essential to the campus network trial 

measurement campaign are provided, along with the less important wind direction 

measurement. To simplify communication with the sensors, the 1-Wire weather station 

features a serial-to-l-Wire bridge, thus requiring only a modest RS-232 interface.
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In terms of field deployment, a rainfall and temperature sensor has been installed next to 

the head-end millimetre-wave transceiver at the base station. The wind sensors were not set 

up given that no related signal measurement requires the data. Apart from that, the high 

elevation of the site will significantly bias the result. In contrast, a complete 1-Wire 

weather station has been deployed on the roof apex of a residential house which monitors 

both clear LOS and through tree transmission. Figure 3-27 is a photo taken during the 

installation of the weather station.

v-r;. 1 - <

- -  ̂ f
-

Figure 3-27: Installation of 1-Wire weather station.

3.4.2 Rainfall Rate Measurement

As discussed, the predominant cause of fade event on a millimetre-wave LOS link is due to 

rain. A tipping bucket rain gauge is employed to measure the intensity of the rainfall.

Since the data measured is effectively a single point rainfall rate measurement, factors such 

as inhomogeneities in the rain rate field will lead to errors in the specific attenuation to 

rainfall rate relationship. These errors will peak in the present of heavy rainfall which tends 

to be highly localised or strong wind that is perpendicular to the link. Variability in the 

drop size distribution will also lead to spread of specific attenuation versus rainfall rate 

data. Furthermore, this rain gauge is not as sensitive as a specialised rapid-response rain 

gauge and rain drop-size distrometer used in other measurement experiment for the said
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intention [28]. Rather, for the purpose of the campus network trial, the rainfall rate data is 

primary used to indicate the occurrences and duration of rain events.

Similar to conventional professional setup, rainfall is measured with the fill-and-tip 

method. Rain enters the collector, drips through a small hole in its funnel shaped bottom, 

and falls into one of two identical buckets on either end of a beam which pivots around a 

central axle. When the upper bucket is full, that end of the beam pivots down, spilling and 

draining the water away, while raising the other end up. Each time the beam moves, a 

magnet mounted to it momentarily closes a reed switch, with each closure indicating that a 

calibrated volume of rain has fallen. The rain gauge incorporates a 1-Wire counter chip 

with the read switch, which increments on each closure. Rainfall rate can thus be measured 

by counting the number of tips over the required integration time. The rain gauge is 

calibrated for a resolution of 0.25 mm per tip.

3.4.3 Wind Speed Measurement

Millimetre-wave transmission through foliage suffers attenuation and scattering. The 

amount of power variation also exhibits a strong dependency on wind speed. For 

measurement of wind speed, the 1-Wire weather station uses a rotating wind cups.

The sensor for the measurement consists of two magnets mounted on the edge of a second 

rotor attached to the wind cup’s axle. The magnets operate a reed switch connected to 

another counter chip and provide two counts per revolution. This two-magnet arrangement 

improves response at low wind speed while providing rotational balance to the rotor. The 

counter chip keeps track of the total number of wind cup revolutions and transmits the data 

on demand. Wind speed is derived by taking the difference between two values stored in 

the counter, one generated before and the other generated after a clocked interval, with the 

associated conversion constant. Wind speed measurement with this arrangement is 

accurate to ±2 % over the range of 5 m/s to 60 m/s. For application in the field 

measurement campaign, the absolute accuracy of the wind speed measurement within the 

stated range or lower is not essential, as the measurement is primary used to indicate period 

of light air, moderate breeze and strong breeze.
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For completeness, the wind direction measurement is briefly discussed. The wind direction 

sensor consists of eight reed switches mounted radially at equal intervals. These switches 

connect a voltage divider resistor to the pull-up inputs of a 1-Wire quad ADC. As the wind 

rotates the wind vane, a magnet mounted on a rotor that tracks the rotation opens and 

closes one or two of the reed switches. When a reed switch closes, it changes the voltages 

seen on the input pins of ADC. Since the wind vane produce unique 4-bit signals from the 

ADC, all 16 compass directions can be measured.

3.4.4 Temperature Measurement

The millimetre-wave radio receiver tends to be exposed to strong wind and solar loading, 

which changes the temperature within the radio enclosure. As a result, the gain of the 

amplifier and mixer stage will vary, thus affecting the measured millimetre-wave signal. 

Similar to the rainfall rate data, the temperature measurement serves as a site-specific 

indication of changes in the ambient temperature, and not an absolute reading. This 

limitation arises due to the fact that the sensor is sited inside the housing of the weather 

station. It is therefore subjected to similar temperature loading issues, that is likely to be 

different to that of the radio receiver.

Ambient temperature is measured with a 1-Wire digital thermometer. This self-contained 

sensor measures temperature as the difference between two oscillators, one of which is 

temperature dependent. The sensor provides an accuracy of ±0.5 °C over -10 °C to 85 °C.
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3.5 Data Acquisition Module for Weather Station

The DAM that was built for the satellite STB is retained for use with the meteorological 

measurement. Modification was made to match the 1-Wire weather station interface and 

enables acquisition of the meteorological data. In use, the DAM reliably carries out what it 

was designed for.

3.5.1 1-Wire Bus Specifications

The 1-Wire weather station is a highly cost-effective set up due to among other, its use of 

the Dallas Semiconductor 1-Wire technology [96], To access the sensors data, the bus 

design and protocol need to be understood.

The 1-Wire bus is a simple signalling scheme that performs two-way communications 

between a single master and peripheral devices over a single connection. Data transfers are 

half-duplex and bit sequential using short and long time slots to encode the binary ones and 

zeros. Parasite power is derived by the devices from this single bus line. Each device also 

has a unique code that identifies it to the bus.

The first part of any communication involves the bus master issuing a reset which 

synchronizes the entire bus. A slave device is then selected for subsequent 

communications. Once a device is isolated for bus communication the master can issue 

device-specific commands to it, send data to it, or read data from it. Because each device 

type performs different functions and serves a different purpose, each has a unique 

protocol once it has been selected. This 1-Wire bus protocol, including detailed commands 

and time slot requirements is provided in the individual device datasheet.

3.5.2 DAM Design Requirement

Interfacing to the 1-Wire weather station is carried out via a standard RS-232 port. 

However, this present port is already in use as the user interface to communicate with the 

DAM. Since the microcontroller only has one UART which handle the RS-232 

communication, some means of software emulation will need to be developed in order to 

create another interface.
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The meteorological data that are to be acquired from the weather station consist of a total 

of 15 bytes, comprising 14 data bytes plus one reply byte indicating proper 1-Wire 

operation. Breakdown of each meteorological parameter and the physical storage space 

that it requires is given in Table 3-3.

Meteorological param eter Number of bytes

Rainfall 4

Wind speed 4

Tem perature 2

Wind direction 4

Table 3-3: Breakdown of meteorological parameter data bytes.

Due to the typical integration time of 1 minute for rainfall rate measurement, the 

acquisition rate requirement can be significantly reduced compared to acquiring the 

received IF signal parameter data. At a chosen acquisition rate of 10 s, the 32 Mibytes 

SmartMedia used in the DAM could easily store over half a years worth of continuous 

data. These weather conditions will also need to be automatically logged with a timestamp, 

so that the signal measurement results can be exactly correlated to the weather conditions 

under which the measurements were made.

3.5.3 Weather Station DAM

The only hardware modification to the SmartMedia based DAM involves a simple extra 

RS-232 port connection to the RTS and CTS line originating from the I/O pins of 

microcontroller. These lines will generate the RS-232 transmit and receive signalling 

through software emulation. The components layout, and the hardware addition indicated 

by the shaded block, can be seen in Figure 3-28.
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Figure 3-28: Weather station DAM components layout.
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The RS-232 driver now does the voltage level translation for two RS-232 interfaces. 

Control and acquisition of the weather station data is carried out via the hardware UART 

while the software UART handles the user communication.

3.5.4 Assembly Language Program for Weather Station DAM

The assembly language program flow written for the SmartMedia based DAM is reused by 

replacing calls to the I2C routines with that of the RS-232 to 1-Wire routines. This 

modified program flow is shown in Figure 3-29, with shaded blocks representing the new 

subroutines.
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Figure 3-29: Weather station DAM program flowchart.

After start-up, the DAM will go through the initialisation process. This includes 

configuring the RS-232 to 1-Wire adapter. The following delay loop then generates the 

10 s interval between successive data reads.

The routine for acquiring the meteorological data draws on the hardware RS-232 routines 

to relay the command and data to and from the weather station. This acquisition process is 

carried out inside a watchdog timer loop that is running concurrently in the background. 

The loop serves as a fail-safe feature to ensure that in the event the weather station does
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not respond, the program flow will not stick in the acquisition phase, but timeout with 

writing a known error string to the SmartMedia memory.

Other changes include using a software RS-232 routine to replace the occupied hardware 

version that formerly handles the communication of the user interface. These latest 

subroutines are as listed in Figure 3-30.
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Figure 3-30: Weather station DAM program additional subroutines.
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3.6 Fade Simulation System

The calibration process for the signal measurement system requires a stable signal source 

which is similar to what it is meant to measure, and a means of degrading this signal source 

in a known calibrated way. A fade simulation system was therefore developed to address 

these requirements. The FSS is envisaged to provide a signal whose power level can be 

dynamically specified by providing the system with a fade profile to follow. For the 

calibration purpose, a ramp function can be applied to successively degrade the signal.

Since the FSS enables simulation of any fade profile, it can also be used for hardware 

testing of potential fade detection and mitigation algorithms. Deep fading on a real link is 

rare with large inter-event period and each event is different. By recording these events, the 

FSS can easily simulate them as required, dropping the impractical need to perform such 

tests on a real link.

3.6.1 FSS Design Requirements

Design of the FSS can be reduced into three functional blocks. The first of these provides 

the stable signal source. This signal source is then fed to an attenuation block which must 

allow control over the degree of attenuation. The final functional block consists of the user 

interface, which is required to receive the user specified fade profile and manipulate the 

attenuation block. Figure 3-31 depicts the adopted top-down design approach for the FSS.

Attenuator

User
interface

Signal Attenuated 
signal source

User

Figure 3-31: FSS top level block diagram.

The stable signal source takes the form of the upconverted digital video multiplex signal, 

adhering to the DVB-S scheme at a carrier frequency of 1.66 GHz and symbol rate of

17.5 Msymbols/s. Output from the FSS must cover the measurement range of -20 to 

-80 dBm possible with signal measurement system. Across this range, the accuracy of the 

power level must be known.
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3.6.2 FSS Hardware Development

The signal source is obtained by re-modulating an available MPEG-2 TS. The resulting 

signal is of known, stable amplitude with large C/N. Attenuation of the signal is provided 

by a pin switched programmable attenuator, with an attenuation range of 63.75 dB in steps 

of 0.25 dB and a fast maximum switching time of 2 ps. The programmable attenuator is 

supplied with a built-in interface which accepts control signals to activate or deactivates a 

particular attenuation cell. Figure 3-32 illustrates the layout of these two pieces of 

equipments in relation to the other components.
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Figure 3-32: FSS components layout.

Input of the fade profile data is carried out using a PC which interfaces to the FSS via a 

USB link. This data is in the form of magnitude of attenuation, from 0 to 63 .75 dB, and 

duration of the attenuation from multiples of 10 ms right up to a maximum of 255 s. The 

combined components are also sufficiently fast to receive and execute the real-time fade 

profile originating from the PC. Apart from auxiliary I/O header pins, the system also 

includes a general purpose RS-232 interface. These interfaces are envisaged to provide 

flexibility for the system in controlling other external hardware such as providing a 

synchronising signal.

The controller and interfacing components are mounted on a two-layer PCB board 

fabricated in-house. Figure 3-33 is a photo showing the FSS in use to calibrate the satellite 

STB on the far right.
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Figure 3-33: Photo of satellite STB calibration via the FSS.

3.6.3 Assembly Language Program for FSS

The FSS requires a simple assembly language program flow as depicted Figure 3-34.

(  Start )

Delay

fade profile

Get

fade profile

Figure 3-34: FSS program flowchart.

Upon start-up, the FSS will wait for user input of the fade profile data in a predetermined 

format. Each individual pair of attenuation level and delay data is then retrieved. The 

attenuation level is set accordingly by manipulating the microcontroller I/Os which fed the 

programmable attenuator. The program flow then enters a delay loop and maintains the
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current attenuation level for the duration required. This process is then repeated until all 

the available fade profile data has been executed.

3.6.4 FSS Calibration Results

The FSS is calibrated to determine the output accuracy of its signal within the range of -20 

to -80 dBm. A power meter is used to determine the level accuracy of the incrementing 

attenuation given by the system. Calibration results for the first half of this range is shown 

in Figure 3-35. The plot of residuals indicates that the maximum deviation from the 

expected values is within ±0.4 dB. This error will need to be accounted in the event that 

the FSS is used for calibrating other hardware.
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Figure 3-35: FSS calibration result.

Figure 3-36 demonstrates the response of the FSS in generating an up/down-ramp fade 

profile. Measurement in this instance is done with a spectrum analyser measuring the 

channel power. Results of the measurement are stored in real-time to a PC via a GBIP 

interface using a written Lab View program. A larger spread is apparent in the residuals but 

this is to be expected due to the increased measurement inaccuracy of the spectrum
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analyser compared to the power meter. Nevertheless, the plot clearly demonstrates that the 

FSS can generate the necessary fade within the range of interest.
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Figure 3-36: FSS response test.

3.7 Summary

A cost-effective measurement system for both the millimetre-wave signal parameters and 

weather condition has been developed. This can then allow an extended number of 

measurement sites. The signal measurement system is consists of a custom built DAM 

which acquires and stores the various measured signal parameters from off-the-shelf 

satellite STB. Relevant investigation and calibration tasks have been undertaken to 

determine and verify that measurements via the satellite STB are accurate and (have since 

been proven in the field to be) reliable. Each developed signal measurement system costs 

below £130.

The developed meteorological measurement system utilises a low cost weather station to 

measure rainfall, wind condition, and temperature, along with a modified version of the 

earlier DAM to acquire and automate logging of the relevant data. The total hardware and 

components cost is £150.
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The feasibility of the FSS system could enable automatic calibration of the numerous 

signal measurement systems and simulate any fade profile for hardware test of potential 

fade detection or mitigation algorithm.
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Chapter 4

Identifying changes in the local mean

The clear-air local mean level of the monitored received signal power varies primarily due 

to changes in the temperature loading on the millimetre-wave radio ODU. This variation 

needs to be accounted for when conducting a long-term field measurement, as it alters the 

baseline level from where the fade statistic is derived. A mitigation method in the form of a 

novel use of iterative cumulative sum (CUSUM) analysis with associated randomisation 

test, was developed to detect when these multiples changes in the local mean occur in the 

monitored data, so that significant local mean levels can be identified and used in place of 

the baseline level.

Software implementation of the proposed algorithm is then tested on a simulated and 

actual field measured dataset. Both results indicate that the fundamental changes in local 

mean can be detected, and statistical analysis using the latter dataset shows a more accurate 

unbiased derived fade statistic.
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4.1 Changes of Local Mean in Long-Term Measurement Trial

Long-term fixed wireless measurement trials at millimetre-wave frequencies that are 

undertaken generally involve a highly controlled environment for the radio subsystem. A 

typical practise comprises shielding the radio within an environmentally controlled 

enclosure with the antenna radiating outwards thru clear perspex layer [97].

In contrast to these highly controlled trials, the campus network trial [15] focuses on 

maximising the deployment of measurement monitoring sites, through the use of off-the- 

shelf equipment and in a real live network which is providing services. As the aim is to 

study the millimetre-wave links in an actual deployment scenario, the installed radios are 

thus not environmentally shielded. In addition to that, the cost involved in doing so will be 

impractical for the trial purpose. However, any influence that could then arise to bias the 

trial’s measurements itself needs to be properly understood, with the necessary mitigation 

method analysed in order to ensure that the measurements are as accurate as possible.

4.1.1 Radio Subsystem Gain Variation

In order to increase coverage, the millimetre-wave radio ODU is (obliged to be) sited at 

high elevation, increasing its exposure to strong wind and solar loading. Consequently, the 

gain of the amplifier and mixer stage varies somewhat as the temperature within the radio 

enclosure changes. The variation for such a subsystem can be as high as -0.035 dB/°C [98].

An example of this temperature induced gain deviation is shown in Figure 4-1. The 

measured temperature is obtained from a locally sited weather station, close to the user-end 

radio receiver. There is no observed or recorded rainfall (which attenuates the received 

signal) across the 7 days presented in the example. Thus, the diurnal variation in the 

millimetre-wave signal which tends to be more attenuated during the latter half of each day 

can be attributed to the rise in the afternoon temperature.



IDENTIFYING CHANGES IN THE LOCAL MEAN 100

Link L H o m -  H om e LOS, 41 .84  GHz, 0.78 k m  ( m o n th  o f  09/03)

11 12 13 14 15 16 17
Time (days elapsed since 01/09/03 00:00:00)

11 12 13 14 15 16 17
Time (days elapsed since 01/09/03 00:00:00)

ra -24
C
.2>(/>
|  -26 
<» s
“  -28 

10

Figure 4-1: Temperature induced gain variation of user-end radio receiver.

Figure 4-2 illustrates another probable (and interesting) scenario of a temperature induced 

gain variation on a relatively more stable user-end radio transceiver on the 19th and 20th, 

which is two consecutive clear-air days following heavy snowfall, and shower and snow 

the day after. During this time, the gradual variation of the received signal power by 2 dB 

over an interval of 14 hours can be seen to somewhat trace the measured change in ambient 

temperature at the base station radio transceiver.
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Figure 4-2: Temperature induced gain variation of user-end radio transceiver.

Accelerated aging test have shown that constituent components of the millimetre-wave 

radio such MMIC amplifiers will suffer degradation in RF gain over time [99], Therefore, 

apart from the influence of temperature, component aging will also attribute to the change 

in the millimetre-wave radio overall gain, albeit at a significant slower rate, but typically 

involving a permanent shift in gain. While the change in gain due to component aging 

might not be apparent in comparison to the more dominant effect of diurnal temperature 

variations, its influence will need to be accounted for since the field measurement 

campaign is carried out over a long-term time period.

4.1.2 Effect of Varying Local Mean

The conventional approach for deriving fade statistic in wireless communication adopts a 

defined baseline level from which the fade at any time is calculated by taking the 

difference of the instantaneous received signal power from the said level. This baseline 

level is the expected average received signal power during clear-air condition, which can 

be estimated from the link budget and confirmed with an on-site measurement. The final
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value settled upon is usually a compromise to ensure that the received signal power during 

periods where there is no fade event will drift around the chosen level.

However, this approach of deriving fade statistics is not suitable for measurements 

spanning a sufficiently long duration, such that there could be significant temperature 

change to influence the gain of the radio subsystem. For example, measurement covering 

several days will tend to exhibit a lower local mean during the warmer period of the 

afternoon compared to a higher local mean during the colder period at night. Similarly, on 

a larger time scale, measurement running for several years will experience a more extreme 

variation in the local mean with changes in season and components aging.

Furthermore, the primary source of fade event on a LOS terrestrial millimetre-wave radio 

link is due to precipitation attenuating and scattering the transmitted signal. The onset of 

rain generally results in colder ambient temperature, which suggests that the gain of the 

millimetre-wave radio could possibly increase as temperature drops. Consequently, a 

higher than expected local mean could be present during the precipitation fade event.

Figure 4-3 is the plot of the received signal power during the month of December for a 

sample data set of a typical site, along with the recorded rainfall rate. The plot from the 

middle of the 20th onwards seems to suggest that the local mean for this particular data 

segment have shifted upwards. If the originally determined baseline level of -20.5 dBm 

(from on-site measurement under clear-air condition) is used to derive the fade during this 

period, the result obtained will underestimate the actual fades that have occurred.
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Figure 4-3: Received signal power variation for a typical site.

4.1.3 Characteristic of Measured Data

In order to solve for these changes in the local mean, the characteristics of the observed 

received signal power data and the varying nature and fade profile that it exhibits need to 

be understood.

During transmission, the millimetre-wave signal will be modified by the various processes 

encountered arising from the propagating channel (see Section 2.4), of which the 

attenuation and scattering from precipitation events being the most dominating factor, in 

terms of reduction in the received signal power. These precipitation events, along with the 

effect of varying local mean, will introduce a fade profile to the received signal. In 

addition, the received signal is further modified by additive noise at the receiver which 

arises from the environment and radio components [36]. This noise is, under the standard 

assumption, additive white Gaussian noise (AWGN) [100], The down-converted received 

IF signal that reaches the measurement system is therefore characteristically noisy, with a 

varying fade trend.
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The final dataset is obtained by converting the logged AGC values from the satellite STB 

with reference to a calibrated look-up table. Usage of a look-up table implies that the actual 

continuous signal is quantised, first by the discrete AGC steps and followed by the 

calibration step size.

All these stated factors contribute to a measured received signal power data that 

intermittently fluctuate between the calibrated step sizes. These fluctuations need to be 

acknowledged as they are essentially noise and do not contribute any extra information to 

the data itself. If the measured received signal power is the only available information, any 

fade profile that is shown cannot be assumed to be attributed to precipitation fade event. 

The correct approach necessitates correlating this data with the recorded rainfall and 

measured fade profile data at different sites. Without these ancillary data, any fade profile 

that appears will have to be dismissed as possible random glitches.

4.1.4 Local Mean Problem Statement

The problem statement for the changes in the local mean is defined using an extract of a 

rain fade event on the 24th from the dataset in Figure 4-3. A more accurate fade statistic 

can be obtained by suitably splitting the data into separate segments characterised by its 

own local mean. Fade derivation is then via a similar manner, but with reference to the 

local mean instead of the baseline level. Figure 4-4 illustrates the data in the span of 

interest that have been divided into three segments, with the segment boundaries around 

the precipitation fade event.

Link Lbhm-Blenheim Hall, 41.84 GHz, 1.17 km (month of Dec. 00)
-16

-18
Eco-O

fade

-20

-26

Time (day)

Figure 4-4: Data segmentation of a fade event.
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The local mean of the fade precipitation event, f ifade, is given as

M ^  (dBm) 4-J

where ju i is the average of the local mean prior jUfade, and, y .2 is the local mean after.

The problem statement essentially equates to the identification of the points at which the 

change in the local mean occurs, which then allows the data to be suitably segmented at 

these points, and the local mean calculated. These points and local mean segments will 

then serve as a very powerful aid, in identifying and deciding on significant local mean 

levels that will be used to derive the final fade statistic.

While it is plausible to visually inspect and manually segment the data, the amount of work 

in carrying this out on the large collection of field trial data will be extremely tedious. 

More importantly, the decisions made visually will tend to be highly subjective and 

therefore unlikely to be repeatable. The solution to identifying these changes in local mean 

thus necessitates an algorithm that can be automated and highly repeatable.

4.2 CUSUM Analysis of a Single Change in the Local Mean

The occurrence of multiple changes in the local mean within the long time series of 

monitored received signal power data can be resolved by looking first at the simplest 

fraction, that which consists of a range of data which undergoes a single change in the 

local mean.

There are various methods available for detecting this single change in the time series. 

These can be loosely categorised into three classes; namely (i) gradient techniques, such as 

filtered derivatives, (ii) statistical techniques, such as generalised likelihood ratio test, and 

(iii) signal modelling techniques, such as autoregressive (AR) and autoregressive moving 

average (ARMA) based methods [101, 102]. The ordinary gradient techniques are fastest, 

but tend to be less reliable in the presence of random noise. Both statistical and signal 

modelling techniques on the other hand, deliver better performance, but at the expense of 

significant computational overhead.
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However, the problem is by no means solved since the majority of change-detection 

algorithms developed are parametric based. In other words, these algorithms employ a 

design or stopping rule based on knowledge of the underlying statistical distribution of the 

data, knowledge which is not readily available for the observed received signal power data.

A promising distribution free approach, in the form of the CUSUM algorithm, can be used 

to analyse the data, by detecting a departure in the mean from its initial condition, as used 

in industrial process monitoring [103]. The point where the mean changes, or 

change-point, can then be statistically inferred from the CUSUM using likelihood-type 

estimates [104], Alternatively, the application of resampling methods using bootstrapping 

to solve for the change-point has been demonstrated [105]. A further resampling method 

approach via randomisation, has also been described [106] for detecting trends in the 

distribution of a variable in environmental monitoring.

Building on these ideas, the change in the local mean can be identified through combining 

the use of the CUSUM algorithm to infer the change-point, and the associated 

randomisation test to determine its significance. An overview of the proposed algorithm to 

detect and identify this single change in the local mean is presented in Figure 4-5. Detailed 

explanation for each relevant stage is covered in the following few sections.

To infer if a change in the local 
m ean has occurred

To provide a test statistic to 
m easure the extend of the change

To determine if the detected  
change (via Sdm) is significant

To estim ate when the significant 
change occurs

Randomisation
test

Least-Square
estimation

CUSUM S,

CUSUM

Figure 4-5: Overview algorithm flowchart for single local mean change identification.
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4.2.1 Monitored Data as Mean-Shift Model

This local mean change in the dataset can best be modelled based on the notion of splitting 

the data into two segments at the change-point. One suitable choice is the mean-shift 

model.

Let the observed received signal power data be represented by the time sequence 

x \ ,  x 2, . . x n. The monitored data can then be represented by the mean-shift equation

U + e ,  =  ̂
[jU 2 + ^ t  ( t  =  T +  l , . . , , n )

The data segment of time 1 to t , and t + 1  to n , is the index that represents the data points 

prior to and after the mean has changed. Each data segment is in turn characterised by its 

own local mean, ju. In the mean-shift equation, the local mean of the two data segments, 

(Ai and 1x2, are defined as

t= \

T
n

2 > <
t= T+ 1

n - r

4-3

From Equation 4-2, e t is the random error associated with the time f-th value, and is 

independent and identically distributed (i.i.d.). This assumption is supported by the data 

itself [100] and is essential for justifying the latter statistical inference. Thus, at each 

sampling interval, the received signal power data, x t, is statistically independent, has a local 

mean fx and an associated i.i.d. error s  due to noise.
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4.2.2 CUSUM Method

CUSUM schemes were initially developed for industrial process control [107], and have 

since become a standard tool in that area [103]. The basic idea is that if the deviation of the 

monitored data from a baseline level are accumulated over time and plotted, then any 

systematic differences from the baseline level will be more (visually) apparent than would 

be the case if the deviation is plotted individually. The CUSUM method has been shown to 

be sensitive to small shifts in the monitored mean and reasonably robust to outliers [103], 

which is suitable for the time-varying nature of the data local mean.

The CUSUM is the cumulative sums of differences between the data values and their 

overall mean. Construction of the CUSUM chart involves calculating the summation of the 

difference between the current data point, x t, and the overall mean, /u , over the entire data 

range, n , as given by the following equation

n
4-4

where

n

4-5
n

Equation 4-4 can be written in a recursive form as

s0 = o
S t = *̂ -1 + Oq — f t )

4-6

which lends itself to easier algorithm implementation. The CUSUM chart is then a plot of 

S t  against t .
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The theoretical background and statistical properties of the CUSUM algorithm have 

already been thoroughly covered in previous literature [103], and as such will not be 

repeated here. Instead, Figure 4-6 is use to illustrate some possible CUSUM patterns that 

might be obtained and their interpretations.
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Figure 4-6: Possible CUSUM chart variations.

Visualisation of trends or changes in mean in the data is amplified by the CUSUM function 

as the chart indicates the manner in which the monitored data differs from the overall 

mean. As x t is statistically independent, Equation 4-6 clearly shows that the process S t  will 

randomly wander about the mean. Hence, periods where the local mean of the data did not 

change will result in a CUSUM that follows a relative straight path during that period, as 

indicated in Figure 4-6 (a).

If there is a step change S  increase in the mean, there will be a step shift upwards of S  in 

the quantity added to the CUSUM for each additional data point. Thus, an increase in mean 

is identified on the CUSUM chart as an upward slope, where the values for that time 

period tend to be above the overall mean.
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Data sequence with a monotonically increasing local mean will thus produce CUSUM 

defined by a positive parabolic curve. Conversely, a negative parabolic curve is true for a 

monotonically decreasing sequence. Figure 4-6 (c) and (d) gives the respective plots for 

each of these states.

The property of interest is when a sudden change in direction of the CUSUM chart occurs, 

as this indicates a sudden shift or change in the local mean. If the mean shift downwards, 

the corresponding change-point will appear as a peak on the chart, as depicted in Figure 

4-6 (b) (or as dip if the reverse is true).

The disadvantage of using the CUSUM method is that the CUSUM chart requires 

considerable skill to interpret visually, even with aids such as V-Mask [103], A CUSUM 

data analyst essentially learns by experience and by developing case laws. Therefore, to 

facilitate the automation of interpreting the CUSUM chart, it is helpful to have an idea 

whether it is significant in the sense that the chart obtained is unlikely to have occurred by 

chance alone. A change in mean that is detected by a CUSUM that tested significant will, 

by implication, be significant itself.

4.2.3 Randomisation Test

A randomisation test assesses the hypothesis that a given pattern that appears in a sequence 

of data is random versus the null hypothesis that the pattern occurs by chance. A test 

statistic S te s t is chosen to measure the extent to which the data shows the pattern in 

question.

The result of S te s t for the observed data in its original time series sequence, denoted here as 

5, is then compared with the distribution of S te s t that is obtained by performing many 

random permutations on the data. The argument made is that if the null hypothesis is true, 

then all possible orders of the data were equally likely to have occurred [108]. Hence, the 

observed data pattern will just be one of the equally likely patterns and s  should appear as a 

typical value from the distribution of S te s t• If this does not seem to be the case then the null 

hypothesis is discredited to some extent and, by implication, the alternative hypothesis is 

considered more reasonable.
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Therefore, in this instance, s  is significant. The significance level of s  is the proportion of 

values equal to or more extreme than s  from the randomisation distribution. For 1000 

random permutations, a level of 5 % or less is typically adopted to interpret that the null 

hypothesis is not true [108].

Justification for using randomisation test lies in the assumption that the mechanism 

generating the logged data needs to be such as to make the observed value equally likely to 

have occurred at any position in the time series. For the intended application of monitoring 

the received signal power, the use of randomisation is thus justified since the data being 

analysed is statistically independent, as each data has an associated random value due to 

noise [100].

4.2.4 Significance of CUSUM Plots

The usual estimate of point of change in mean is the index of the maximum deviation of 

the CUSUM from zero [104], This maximum deviation, defined as

^.v = max|5(| 4-7

will form the test statistic used in the randomisation test to determine the significance of 

the CUSUM chart.

The test for significance involves constructing a large number of randomised CUSUM 

charts, where for each one of these the received signal power data are randomly permuted. 

For each random sample, S dev is obtained.

The significance of the original CUSUM chart with the data in the correct order, is 

indicated by the percentage of time its test statistic is exceeded with the randomised data. 

As previously stated, if the original CUSUM S dev value is exceeded by 5 % or less of

randomisation, then this is an indication that there is a real significant change in the mean 

level that can’t be easily attributed to chance.
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4.2.5 Least-Square Estimation of Change-Point

Following the detection of a significant change, an estimate of when the change occurs can 

be made. From the mean-shift modelling of Equation 4-2, the received signal power data is 

essentially split into two segments, one on each side of the change-point. The choice of 

where to split the data is based on how well the mean of each newly created segment fits 

the mean-shift model.

The required change-point estimator, t  , is consequently a least-square estimator, which is 

to say that

i  =  mi n i * : +  £  ( x , - ^ )
i. t=l f=r+1

Value of t  that minimises f> is the best estimator of the last point before the change in 

mean, t . It follows then that the point r  + 1 estimates the first point after the change.

4.3 Iterative CUSUM Analysis of Multiple Changes in Local Mean

Available literature [102, 104-106] on detecting change in mean are restricted to the 

problem of detecting a single change. The proposed iterative approach builds on the 

previous CUSUM algorithm, to detect multiple changes in the local mean of the received 

signal power data by repeating the same analysis for each newly created segment. This 

approach further introduces robustness to false change detection through the reassessment 

of all change-points detected. For this reason, there are two steps involved, namely 

detection and assessment.

4.3.1 Detection of Potential Change-Points

Change is detected as before, but the CUSUM analysis is then repeated for each segment. 

Multiple changes can then be detected by continuously splitting each segment into two 

new ones for any additional significant change found. However, a change that tested 

significant in its original segment might no longer prove significant if this segment is 

modified when a more significant change is detected latter on. In order to account for this 

possibility, all points found at this step are treated as potential change-points.
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4.3.2 Reassessment of Change-Points

These change-points are then reassessed to eliminate those that test insignificant. The first 

and last point in the data are considered as significant change-points. Commencing from 

the first point, three successive potential change-points are obtained, with the aim of 

reassessing the significant of the middle change-point. Therefore, each potential 

change-point is assessed in the segment between the two nearest-neighbour potential 

change-points, including the first and last points as necessary.

The significance level of the change-point of interest is determined as before, within the 

constraint of the stated data segment. If the current change-point tests significant, the 

assessment continues on to the next potential change-point in the identification sequence. 

However, if a point no longer tests significant, the point is eliminated. Since this point was 

included in the previous evaluation, the apparent significance of the previous change-point 

is reassessed.

4.3.3 Local Mean Data Segmentation

Once all the significant change-points are identified, the original data can then be split up 

into multiple segments. As a consequence of the analysis done to obtain these segments, 

each segment is characterised by having a local mean which is significantly different from 

the neighbouring segments. Following segmentation of the data sequence, the next step 

will therefore be the derivation of the local mean value of each segment.

Depending on the length of the analysed data sequence, the number of local mean 

segments found can be potentially very large, as a consequent of the noisy nature of the 

measured received signal power which manifests as additional local mean levels of 

comparable magnitude. Therefore, as a first-order filtering exercise, any local mean 

segments that drop below a predefined threshold level can simply be replaced by the 

average of the local mean before and after the drop. The justification for this (and the 

choice of the threshold level) is that there is an absolute limit to the magnitude of drop in 

the local mean of the monitored signal due to temperature change. Under typical 

millimetre-wave transmission, only the occurrence of a fade event will bring the received 

IF signal below the defined threshold level.



IDENTIFYING CHANGES IN THE LOCAL MEAN 114

4.3.4 Software Implementation of Proposed Algorithm

A custom software application is written in the Java programming language to perform the 

iterative CUSUM analysis on the collected measurement data. The program flow for the 

written software is summarised in Figure 4-7.
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Figure 4-7: Iterative CUSUM analysis algorithm flowchart.

The change-points and local mean segments obtained from executing the implemented 

algorithm will aid towards identifying local mean levels that are significant, which is then 

eventually used in deriving the fade level of the processed data.

Due to the huge number of repetitive computations involved, the proposed iterative 

CUSUM analysis is highly computer-intensive. Running on a 2 GHz processor, a typical 

analysis cycle for a day long data sequence comprising of 86,400 data points takes 

approximately 7 minutes. For this reason, it is more practical to only use the analysis on 

data segments where manual distinction of significant change in the local mean is difficult 

or needs verifying.
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4.4 Hardware Test of Proposed Algorithm

The iterative CUSUM analysis is preformed on a test dataset to examine how accurate the 

algorithm is in signalling a change in the local mean of the monitored data. This test data is 

obtained from the converted logged data of a satellite STB which is measuring the power 

of a real signal. The signal source in turn comes from the fade simulation system (FSS) 

that is provided with a mean profile to simulate shifts in the local mean of the signal. In 

order to keep the test as close as possible to the deployed signal measurement system in the 

campus network trial, the stable DVB-S signal source for the FSS is replaced with one that 

is received over the radio link. Figure 4-8 illustrates the hardware set up to generate the 

required test data.

Simulated
shiftsIF signalRF signal Radio

receiver
Satellite

STB
Data acquisition 

module
Fade simulation 

system

Fade profile T est data

Figure 4-8: Hardware test for iterative CUSUM analysis.

The first set of test data simulates a signal under clear-air conditions which is experiencing 

minor shift in the local mean. Result of the iterative CUSUM analysis on this data shown 

in Figure 4-9.
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Figure 4-9: Local mean detection test

Overall, the proposed algorithm could identify all the onset of change in the local mean of 

the simulated signal. The position of the detected change-points for each instant does not 

vary by more than 5 samples, in relation to the setting provided by the mean profile.

The second test involves reusing the same mean profile to maintain the fundamental local 

mean shifts of the previous test. However, both a fast deep fade and a shallow long fade 

event are introduced into the signal. The resulting measured signal is shown in Figure 4-10.
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Figure 4-10: Local mean detection test in the present of fade events.

These fundamental local mean changes were again identified by the developed algorithm. 

The plot of Figure 4-10 is also used to demonstrate that the change-points prior to and after 

a fade event can be employed unambiguously to specify the baseline level from which the 

depth of the fade can be derived.

4.5 Power of Iterative CUSUM Analysis

While the developed algorithm has been demonstrated to be capable in identifying 

potential multiple changes in the local mean of the monitored data, the benefit and 

improvement offered to the actual derivation of fade statistics have yet to be assessed. To 

accomplish this, the statistical measure of fade non-exceedance is evaluated for the sample 

dataset reference in Section 4.1.2, using both the single baseline approach, and the multiple 

local baseline levels approach made possible with the algorithm. For the latter approach, 

changes in the local mean of the monitored signal that are significant need to be identified 

first. Figure 4-11 illustrates the detected local mean segments.
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Figure 4-11: Identified local means from iterative CUSUM analysis.

The resulting fade depth cumulative distribution plots are shown in Figure 4-12.
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Figure 4-12: Variation of non-exceedance curves with baseline level.
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Having acknowledged, from arguments put forward in the earlier section, that the multiple 

local baseline levels is the best representation of the data, the discussion need to be then 

focuses on the issue of inaccuracies in the fade non-exceedance statistic when derived with 

the single baseline approach.

For this particular millimetre-wave radio link from which the sample data set is obtained 

from, the link budget calculation indicates that the clear-air received IF signal power is 

approximately -18 dBm, whereas measurement conducted during installation of the 

receiver site yields a clear-air received IF signal power of -20.5 dBm. The fade 

non-exceedance curve using the link budget value as its baseline level is shown to 

overestimate the fade depth for all time. When the measured value is employed, the more 

crucial and rare deep fades were found to be underestimated by over 0.5 dBm. This plot 

also underestimates the many occurrences of small fades, which is expected as the local 

mean for a large segment of the sample data have shifted upwards relative to the used 

baseline level.

The non-exceedance curves for the in-between baseline level values are also plotted out. 

All these curves highlight the fact that the single baseline approach is not suitable for the 

form of monitored data, as the choice of baseline level values to use will greatly vary the 

resulting statistic. Therefore, in order to mitigate the effect of changes in the local mean of 

the monitored received IF signal power data, the iterative CUSUM analysis will be used in 

the ensuing analysis of the field measurement results.

4.6 Summary

The novel application of an iterative CUSUM analysis with associated randomisation test 

is implemented to mitigate the dominant effect of temperature loading on the 

millimetre-wave radio ODU, which varies the long-term local mean level of the monitored 

received signal power. This proposed algorithm provides an estimate of significant local 

mean levels that can be used to derive a more accurate fade values, in place of the 

conventional use of a single baseline level.

When the proposed algorithm is tested on a hardware-based simulated data, all the 

underlying local mean segments are effectively found. The proposed algorithm is further
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verified through testing using actual field measurement data, where a more accurate 

derived fade non-exceedance statistic is shown to be achievable.

However, practical use of the iterative CUSUM analysis might need to be limited to data 

segments that are difficult to interpret manually, as analysing the entire (or a long) 

sequence of data increases the number of detected local mean due to noise, and incurs 

significant computational time.
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Chapter 5

Analysis of Field Measurement Results
The extensive amount of field trial data accumulated from the long-term field measurement 

campaign of the modulated 42 GHz wideband millimetre-wave signal and supporting 

meteorological data, are analysed and presented, with the aim of addressing the lack of 

available long-term statistics and propagation information of the actual measured signal, 

and comparing the obtained results to prevailing measurements, predictions and models 

where available in the literature. Analysis of the field measured data was carried out within 

the specific context of long-term precipitation fade, propagation through foliage and spatial 

correlation in the distribution of precipitation fade.

Results for the long-term fade statistic of LOS links, uniquely covering consecutive years 

and multiple sites, indicate that the availability prediction given by the prevailing ITU-R 

model is not adequate and needs further improvement. Work has also been undertaken to 

compare and verify the available fade duration prediction model, and it has found the 

prediction model is reliable for the 42 GHz radio link. Prior to this, no known verification 

of this prediction model, apart from the author’s own work, is in publication.

Study of the 42 GHz wideband signal propagating through foliage is also presented, under 

different combinations of meteorological conditions. The collected field data encompass a 

long-term measurement duration covering 6 months, of which over 100 days involve the 

in-leaf period. The statistical results and empirical modelling from this study are 

themselves unique as the measurement is conducted over a long-time scale previously 

unavailable.
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In addition, the measured fade from two spatially separated radio links, in the study of 

spatial correlation in the precipitation fade distribution, shows the potential for diversity 

improvement.
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5.1 Long-Term Fade Statistic

The literature review in Section 2.4.5 identified precipitation as the predominant 

attenuating factor for millimetre-wave transmission. Propagation through such a medium is 

characterised by considerable absorption and scattering of the millimetre-wave signal by 

raindrop particles, which result in an overall excess attenuation to the signal. An excerpt of 

the measured signal data taken from the monitored link L bh o ii is presented in Figure 5-1, 

illustrating the effect of precipitation on a 1.17 km long, 42 GHz millimetre-wave link. 

Strong signal fade is evident during the intense rain event on the 7th, while sustained fade 

can be seen during the extended rain events on the 29th and 30th.

L|nk L BHaU- Blenheim Hall, 41.84 GHz, 1.17 km (month of Oct. 03)
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Figure 5-1: Effect of precipitation on the received signal power.

In the provision of services via MWS, a fade margin is typically allocated to mitigate the 

precipitation attenuation up to a certain threshold. Larger precipitation attenuation will thus 

result in outages in the service provision. Estimation of average annual system 

unavailability, due to precipitation attenuation, is generally determined from precipitation 

prediction models which reference a long-term statistical source of local rainfall rates [43],

While the attenuation effects of precipitation on radio wave propagation have been studied 

extensively, there is a lack of any long-term measurement of the millimetre-wave signal 

itself as it experiences fade due to precipitation. In particular, there is inadequate
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measurement data to permit a proper comparison between the actual measured 42 GHz 

millimetre-wave wideband signal, and the available prediction models. Suitable long-term 

measurement campaigns are thus necessary in order to both validate and, if possible, 

improve on the prediction models.

5.1.1 Fade Non-Exceedance Statistic

Path profiles and details of the millimetre-wave radio links referenced in the ensuing 

analysis are given in Figure 2-12 and Table 2-1. The predicted annual statistics of 

precipitation attenuation for the each radio link are obtained according to the ITU-R 

P.530-9 [43] prediction model procedures highlighted in Section 2.5.2, which is then 

scaled to cover the percentage of time from 0.001 % to 1 %. Both ITU-R and RAL path 

reduction factor [72, 73] are included in the derivation using the prediction model. Results 

from the model are then overlaid over the measured data in order to verify the model’s 

accuracy.

The long-term fade non-exceedance cumulative distribution (NECD) for link L b h o U 

spanning two consecutive complete years of 2002 and 2003, have been derived and 

compared with the predicted fade for all events, as shown in Figure 5-2 and Figure 5-3 

respectively. The cumulative time recorded when the time series of fade data exceeds the 

determined threshold is normalised to the total sample time of the entire measured fade 

data time series.

Link lbh—-Blenheim Hall, 41.84 GHz, 1.17 km (year of 2002)
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Figure 5-2: Link Lbhou fade NECD for year of 2002.
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Link Blenheim Hal1-41-84 GHz, 1.17 km (year of 2003)
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Figure 5-3: Link LBHau fade NECD for year of 2003.

Comparison between both plots indicates that the overall fade experienced in year 2003 is 

slightly lower than the preceding year. This difference highlights the variability of the year 

to year statistic. If year 2003 is taken to be a typical year, then the previous year can be 

assumed to be a wetter year with more rainfall.

From Figure 5-3, an increase in fade margin of 5 dB from 4.5 dB is needed to decrease the 

system unavailability of 101 % (525.6 minutes of an average year) to 10'2% 

(52.56 minutes of an average year). This equates to an improvement of the system 

availability at 99.9 %  by an order of magnitude to 99.99 %. A similar improvement for 

year 2002 requires an additional 6 dB on top of the current 6 dB fade margin.

The ITU-R availability prediction model can be seen to underestimate the fade of link 

L fjo m e l o s  over the scaled time percentages of 10'3 % to 10° %. However, extrapolation of 

the prediction model along the same curve for the smaller time percentages seems to 

indicate an overestimation of fade when compared to the actual measured value. This 

discrepancy is also evident in the plots of in Figure 5-4, which is the fade non-exceedance 

statistic for a shorter radio link path, using the long-term measured fade data of link 

L H o m e L o s of an average year. The extrapolation of the predicted curve is valid as the 

prediction model appears to be limited by the power law function [43] that is used to 

deduce the fade over the stated scaled time percentages.
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Figure 5-4: Link LHomeLOS fade NECD for year of 2003.

For the ITU-R prediction, the only meteorological input parameter used is the long-term 

statistic of point rainfall rate obtained from rain gauge measurement. Since only the 

precipitation attenuation component is considered in the prediction model, whilst the 

measured fade likely includes attenuation due to all hydrometeors such as hail, snow and 

fog, the fade statistic derived from the measured data is thus expected to be greater than the 

ITU-R prediction. Furthermore, the effect of wetting due to precipitation, and built up of 

frozen precipitation [28], on the antenna of the millimetre-wave radio could potentially 

account for a few dB additional attenuation. Between the two different ITU-R and RAL 

path reduction factor, the latter one seems to provide a better approximation to the 

measured fade of link L b h q ii-

However, there does not appear to be an obvious reason as to the overestimation of fade 

given by the prediction model for the smaller time percentages (from 10 ■3 % onwards), 

which is apparent in all the presented results. What it does suggest, is that, the ITU-R 

prediction model will need to be improved to reflect these under- and overestimation of the 

fade for the two time percentage range.
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5.1.2 Fade Duration Statistic

Fade duration is defined as the period of time between two consecutive crossings of the 

received signal power on the same given fade threshold. In other words, the duration of a 

given fade event is the period between the time at which the received signal power crosses 

the said fade threshold with positive slope, to the time at which the received signal power 

level falls below the same fade threshold, with negative slope.

The fade duration statistic is an important parameter to be taken into account in MWS 

design and deployment, as it provides an insight into the statistical distribution of a fade 

event which may then be used to determine system unavailability, define compensation 

duration for fade mitigation techniques, and impact on the choice of improved coding 

schemes [109]. Results from fade duration analysis are generally presented as a statistic of 

the number of fade events above a given fade threshold (see Section 2.5.2)

A prediction model for fade duration due to precipitation events has been developed based 

on statistics of the duration of point rainfall rates and analysis of fade durations of a 

38 GHz link over a 9 km path [73, 74]. This prediction model has only been tested on a 

3.3 km, 39 GHz link, which seems, in general, to underestimate the number of events for 

any given duration.

In order to use the prediction model, the rainfall rate R a  (mm/h) which gives rise to a given 

fade depth, A  (dB), is required along with the RAL path reduction factor. Deriving the 

latter requires the simultaneous solving of the expression for both the precipitation specific 

attenuation from Equation 2-10, and the RAL path reduction factor from Equation 2-13. 

For link L b h o u, the derived rainfall rate for a required fade threshold of 2 to 20 dB in steps 

of 2 dB is as tabulated in Table 5-1.

;v A (dB) 2 4 6 8 10 12 14 16 18 20

Ra (mm/h) 5.02 10.61 16.45 22.73 29.97 37.61 45.60 53.92 62.54 71.45

Table 5-1: Tabulated Ra for link Lniiaii-
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Figure 5-5 gives the fade duration NECD curves for the dataset of measured fade from link 

L b h o U covering the year of 2003. Each distribution curve is a plot of the duration statistics 

as a function of fade threshold, in steps of 2 dB to 18 dB. The predicted statistic for each 

curve, obtained from the fade duration prediction model, is also included, and is 

represented by the corresponding smooth line plot.

&
E
23
z

Fade duration (s)

Figure 5-5: Link LBHaU fade duration NECD for year of 2003 (prediction given as smooth line plot).

The effect of increasing fade margin for a given MWS can be clearly seen from the fade 

duration distribution curves. For example, for a fade margin of 4 dB, there were 68 events 

where the received signal fade duration exceeded 100 s. If the fade margin is increased to 

8 dB, the corresponding number of cases reduces significantly to 4 events.

Comparison of the measured and predicted fade duration statistic yields promising results. 

For the lower number of fade events from 100 and below, the prediction model gives 

increasingly good approximation as the fade threshold increases. As an example, at fade 

threshold of 2, 4, 6 and 8 dB, the difference in measured and predicted fade duration 

exceeded by 10 events is 317, 126, 121 and 66 s respectively.

Discrepancies in the predicted fade duration statistic are to be expected as the prediction 

model is derived from point rainfall rate. Previous studies have shown that actual rain 

events are spatially distributed and vary as the rain cell moves (see Section 2.5.4). Thus, a
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rain cell that travels along a radio link in comparison to the same rain cell that passes 

transversely across same radio link, will give rise to durations of events with the same level 

of attenuation that are somewhat longer than in the transverse case, depending on the 

length of the link and the speed with which the rain cell travels.

From the level of 100 fade events and above, the measured fade duration statistic starts to 

deviate extensively from the predicted value. This increase in the number of events is 

characterised by events having increasingly smaller duration. Consequently, at least part of 

these events can be attributed to quantisation noise (arising from the signal measurement 

system) in the measured, received signal, which produces many fluctuating fade events 

with short duration.

There is no known published work comparing and verifying the fade duration prediction 

model to actual measured data, apart from the one undertaken during development of the 

prediction model. The results shown here confirm that the fade duration prediction model 

can reliably predict the said statistic for any similar 1.17 km long, 42 GHz wideband 

millimetre-wave radio link.
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5.2 Dynamics of Foliage Blockage

Coverage measurement, highlighted in the literature review, indicates that blockage due to 

foliage in a typical MWS deployment can be as high as a quarter of the target service area 

(see Section 2.5.1). However, depending on the type and depth of foliage, and 

environmental conditions, a receiver site where foliage encroaches on the signal path may 

not suffer sufficient mean attenuation so as to take the received signal level below the 

system margin. In such instances, the provision of services is still, and has been shown to 

be possible [83], This is especially true for receiver sites near the head-end base station 

where the system margin is greatest.

When considering the effects of foliage blockage, it is clear that the signal propagating 

environment will not remain static. While the foliage itself is undergoing change due to 

seasonal growth, its leaves and branches are subjected to movement disturbances due 

primarily to wind, and to a lesser extent rainfall. Coupled with the further effect of wetness 

as a result of precipitation, the foliage emerges as randomly distributed scatterers for the 

millimetre-wave signal. Apart from absorption loss due to moisture within the foliage, the 

millimetre-wave signal propagating through the foliage will also likely suffer multipath 

fading due to scattering, leading to rapid amplitude variations with deep nulls that can 

render the signal useless with conventional coding. Under such circumstances, even the 

best radio receiver position at point of installation may change over time.

In order to facilitate and enhance the provision of services for 42 GHz wideband signal 

propagating through foliage with sufficient system margin, the long-term performance and 

temporal statistic need to be understood. A measurement campaign covering a duration of 

6 months has been undertaken to address the said statistic and lack of any published 

material on long-term measurement.
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5.2.1 Measurement Set Up

Two (locally sited) millimetre-wave radio receivers and the associated signal measurement 

system were set up for the measurement campaign. The first of these radio receivers was 

placed behind a tree forming a through tree link, L pree+path , while the other forms a LOS 

link, L fjo m e l o s , running horizontally in parallel to the first. Figure 5-6 depicts the path 

layout of the two spatial diversity links.

42 GHz signal

0  7 5 2  km

Tree path Tr»a path 2

Sycam ore tree

-0 .78  km-

Weather
station

Radio

” T .............1 receiver

Data
acquisition

Signal

Radio acquisition

receiver

Figure 5-6: Aerial view of the spatial diversity links path profile.

Measurement of the 42 GHz wideband transmitted digital video signal is carried out at a 

time resolution of 1 s. A complete weather station measurement system is also installed to 

provide local, site-specific measurement of wind speed, rainfall rate and temperature for 

correlation with the logged signal parameters data.

The chosen tree type in the measurement path is a Sycamore tree ( A c e r  p s e u d o p l a t a n u s ), 

as shown in Figure 5-7 during the autumn season. This is a deciduous tree, approximately 

10 m high with spreading branches and oval crown. The leaves of the Sycamore tree are 

typically around 7.5 cm wide with 5 lobes.
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Figure 5-7: Photo of the spatial diversity link set up.

Several considerations prompt the installation of the second link, L n o m e l o s ■ The radio 

subsystem gain of the millimetre-wave receiver is shown to vary with ambient temperature 

(and to a lesser degree, with aging) (see Section 4.1.1). The extent of variation is fairly 

significant when conducting long-term measurement as both diurnal and seasonal 

temperature changes alter the local mean baseline level from which the fade statistic is 

derived.

While the proposed iterative CUSUM analysis is a valid mitigation technique for a typical 

LOS link (see Section 4.3), its effectiveness in discerning changes in the local mean of a 

through tree link with an expected highly varying signal level is in doubt. Therefore, link 

L fjo m e  l o s  in conjunction with the iterative CUSUM analysis is used as the reference local 

mean level for the link L pree+ path , as both radio receivers experience similar ambient 

temperature condition due to their close proximity.

Apart from that, link L u o m e w s  is also required to isolate fade events caused by the through 

air link, L fr e e  path and L p re e  path 2, from link L pree+ path , leaving only fade events that are due 

solely to signal propagation through the tree. This through tree link is denoted as, L p re e ■ If 

the fade, F ,  is given as a function of link type, the previously stated relationship can then 

be expressed as

~ F Lrnepath + F Lnapath2 (dB) 5-1
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where, due to the insignificant path length of link Lpreepath 2 relative to link Lpreepath,

F r  « 0  (dB) 5-2
J~7Yee path 2

and, as a result of comparable path length and close proximity of link L p re e  path and

Lpiome LOS,

F ,  * F L (dB) 5-3
LjTree path " HomeWS N '

Hence, the fade that arises from just the actual through tree link L p re e  at sample time t , from 

the time series of measurements of the spatial diversity links is obtained by solving 

Equation 5-1, 5-2 and 5-3, yielding

F r  ( t ) = F L ( t )  — F L ( t )  (dB) 5-4
L Tne  V /  ‘-Trec+palh \  /  LHomelOS V  /  x  '

Any fade statistic of link L m e  that is derived from Equation 5-4 will be independent of the 

effect of the preceding propagating path, which in turn enables a stand-alone through tree 

signal propagation model to be obtained. Such a model is highly relevant to the design and 

planning of MWS deployment. In view of this, most of the statistical analysis will be 

carried out on the actual through tree link L p re e , based on the definition given in 

Equation 5-4.

5.2.2 Through Tree Signal Power Variation Characteristics

The temporal variation of the received signal propagating through the in-leaf tree of link 

L jre e + p a th , is evident in the received signal power plot of the spatial diversity link in Figure 

5-8.

Through tree signal power variation over the range of -42 to -22 dBm has been observed, 

as measured at the IF output of the millimetre-wave radio receiver. The latter range of 

-42 dBm also appears to be fairly constant, representing the received IF signal level 

following maximum attenuation by a Sycamore tree with a foliage depth of approximately 

7 m.
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Figure 5-8: Measured received signal power from spatial diversity link.

In contrast, the received signal power variation of link L n o m e w s  is very conservative, with 

variation typically from -25 to -23 dBm. Correlation of the received signal power to the 

measured temperature shows that the slow fluctuation in the local mean of the signal is due 

to diurnal temperature changes. Except for the identified rain event period on the 10th, 22nd 

and 28th, the excess signal variation in link L free+ p a th  can be attributed to movement in the 

leaves and branches of the tree that is very likely caused by wind.

A time expanded view of Figure 5-8 encompassing the rain events on the 22nd and 28th, 

along with the measured wind speed and rainfall rate is presented in Figure 5-9. The 

influence of wind speed on the through tree signal variation is evident by observing the 

time period where the wind speed, w s ,  is minimal (w's < 2 m/s), at the start of the day on 

the 24th, 25th and 26th, during which the through tree signal variation is also at its 

minimum. The corresponding received signal power level during these times provides a 

rough indication of the mean attenuation provided by the near static Sycamore tree. As the 

wind speed starts to increase and peak in the middle of each respective day, the through 

tree signal variation also significantly increases.
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Figure 5-9: Influence of wind speed and rain on signal variation.

The effects of excess attenuation due rain events on the through tree signal variation, does 

not appear to be perceptible in this initial inspection of the chosen data set of Figure 5-9. A 

plausible explanation could lie in the fact that the influence of rain could have been 

masked by the influence of increase in wind speed during those periods.

Apart from wind speed and rain condition, the seasonal growth and senescing state 

undergone by the Sycamore tree, in transiting from in-leaf to out-of-leaf and vice versa, 

also influences the through tree signal variation. The long-term measurement campaign has 

enabled the unique observation of the effect of this seasonal transition Analysis of the 

measured signal parameters data has been carried out by first, splitting the data into 

different segments according to the senescing state of the tree, and analysing each 

independently.
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Figure 5-10 depicts the through tree signal variation across several defined senescing states 

of the Sycamore tree, during the month of October, 2003. Both signal variation and 

maximum attenuation decreases in transiting from the in-leaf to out-of-leaf segment. The 

local mean of the received signal power can also be seen to increase from the initial 

approximate level of -28 dBm to -22 dBm. Based on these observations, segmentation of 

the measured signal parameter data is necessary, so as not to bias the statistical analysis.

Link LHomtrm-Home through tree, 41.84 GHz, 0.78 km (month of Oct. 03)
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Figure 5-10: Influence of seasonal transition from in-leaf to out-of-leaf on through tree signal
variation.

The decision for the region to segment is subjectively chosen based on the combination of 

visual inspection and referencing the measured through tree signal power. Representative 

photos of the Sycamore tree taken approximately in the middle of each defined segment 

are shown in Figure 5-11.

(a) (b) (c) (d)

Figure 5-11: Photos of the sycamore tree covering the time period of (a) in-leaf-segment, 
(b) yellow-senescing, (c) rapid leaf shedding, and (d) out-of-leaf.
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The influences of both wind speed and rain on the through tree signal variation for the 

same month of October, 2003, is given in Figure 5-12. For the time period of the 1st to 23rd, 

which covers the in-leaf, yellow-senescing and rapid leaf shedding segment, variation in 

the through tree signal is shown to be strongly correlated to wind speed. The 

yellow-senescing segment continues to exhibit signal variation albeit to a lesser extent, 

both in dynamic range and frequency of occurrence as compared to the in-leaf segment. 

The corresponding photos from Figure 5-11 indicate that while the volume of leaves is still 

comparable to the in-leaf case, the lack of moisture in the yellow-senescing leaves is likely 

to contribute to the observed decrease in signal attenuation.
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Figure 5-12: Influence of wind speed and rain on the through tree signal variation.

Figure 5-11 also shows that the decreases in signal variation towards the middle of the 

rapid leaf shedding segment may be attributed to the lost in leaf volume, (which previously 

serves as random scatterers to the propagating millimetre-wave signal). The influences of 

wind speed on the through tree signal variation during the out-of-leaf segment is not 

perceivable.

Link L H o m t n e m Home through tree, 41.84 GHz, 0.78 km (month of Oct. 03}
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Aspects of end-user service quality, in the reception of the broadcasted digital TV on link 

LH ome tree, are indicated in Figure 5-13, via the plot of pre-Viterbi BER, and scatter plots of 

the number of RS packets corrected and lost. The quality of the through tree received 

broadcast service can be seen to deteriorate under the similar influences of the observed 

weather conditions, in particular during the period of in-leaf. A huge improvement to this 

broadcast service is observed when the tree eventually goes into the out-of-leaf state.
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Figure 5-13: Service quality of the through tree broadcast signal.

Table 5-2 lists the time period over which the measurement campaign was conducted. The 

available measured signal parameter data for the in-leaf time segment encompasses over 

100 days. Statistical analysis of the measured data will focus primary on these in-leaf data, 

under the influence of different wind speed threshold, with comparison made between arid 

and rain conditions.

Link L Hometrm- Home through tree, 41.84 Ghb, 0.78 km (month of Oct. 03)
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Senescing sta te Segm ent start time Segm ent end time

In-leaf 01/07/03 00:00:00 11/10/03 23:59:59

Yellow-senescing 12/10/03 00:00:00 18/10/03 23:59:59

Rapid leaf shedding 19/10/03 00:00:00 23/10/03 23:59:59

Out-of-leaf 24/07/03 00:00:00 31/12/03 23:59:59

Table 5-2: Segmentation of the through tree signal variation measurement period.

Fade Variation Statistic

The time series fade data for link L jr e e , is determined according to Equation 5-4. Having 

accounted for free space path loss and the issues of changes in the local mean baseline 

level, the derived through tree fade data is representative of the attenuation caused solely 

by the Sycamore tree, on the 42 GHz millimetre-wave wideband signal propagating 

through it.

Variation of the through tree fade on a daily basis for the first ten days of October, 2003, is 

depicted in Figure 5-14. With the exception of the 6th and 7th which experiences outbreak 

of rain, the higher occurrences of variation and magnitude in the through tree fade tend to 

be concentrated in the middle of the day.
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Figure 5-14: Fade diurnal variation.
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To facilitate a better understanding of the fade variation statistic, a larger set of through 

tree fade data is examined. Using fade data from link L n o m e l o s , Lrree+path, and L r ree, an 

analysis of the fade variation non-exceedance distribution (NED) at various fade thresholds 

is carried out. For each link, the influence of wind speed is also accounted for. Figure 5-15 

shows the resulting fade variation distribution curves for the in-leaf data segment, under 

arid conditions.
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Figure 5-15: Influence of wind speed on fade variation NED for in-leaf, arid condition, 
for (a) link LHomeLOS, (b) Link LTree+path, and (c) link LTree-

Link L n o m e  l o s  exhibits a distribution where the bulk of fade variations are concentrated in 

the region of 0 to 1 dB. In the derivation of link L r ree, removing the effect of link L n o m e l o s  

appears to produce a link L r r e e , that is a shift of the curve of link L rree+ pa th  by -1 dB. The 

derived link L r ree is also shown to maintain a similar shaped fade variation curve as link 

L rre e+ p a th ■ Thus, it can be inferred that the effect of adding any path length to 

millimetre-wave signal propagating through tree generalises to shift in the through tree 

fade variation distribution by an equivalent of the predominant fade due to the path.
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The majority of fade for link L p re e  can be seen to converge at the threshold of 9 dB, which 

is justified if this level is the mean attenuation for the through tree signal when it is static. 

In order to determine where the through tree mean attenuation lies, all the recorded cases 

of fade during period of no wind is averaged. The obtained fade will then be the best 

estimate of the required level, as the absence of wind during these times indicates that the 

attenuation suffered is a direct result of absorption and scattering by static leaves and 

branches of the tree.

This through tree mean attenuation level, F n e e ,  mean, was eventually found to be

F  =9.7 dB 5-5
TYee, mean

Hence, the incidence of more fades near the threshold of 9 dB is to be expected as this is 

the level of which through tree fades will tend to rise from and fall to. The existence of 

fades above 9 dB indicates activities of enhancement in which random movement of the 

leaves and branches of the tree combine in such a way as to permit a less attenuating 

propagation path for the millimetre-wave signal.

Figure 5-15 (a) also indicates that wind has negligible influence on link L n o m e  l o s ■ In 

contrast, as wind speed increases, the through tree fade variation curve becomes flatter and 

wider. These changes in the curve indicate more variation in the fades, with increase in 

occurrence of higher magnitude fades.

The plots in Figure 5-16 shows the fade variation NED curves, covering fade data during 

rain instead of arid conditions. The derived link L r r e e  is also shown to have a comparable 

shaped fade variation curve as link L rre e+ p a th , and is, in essence, a shifted version of link 

L rree+ p a th  curve. The magnitude of the shift is approximately by -2 dB, which matches the 

concentration of fades for l i n k  L n o m e  l o s .
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Figure 5-16: Influence of wind speed on fade variation NED for in-leaf, rain condition,
for (a) link LHomcLos, (b) Link LJrte+palh, and (c) link LTree.

In comparison to arid conditions, rain is shown to give rise to excess attenuation with a 

significant increase of fade in the region of 14 to 18 dB. Furthermore, the rain seems to 

cause the distribution to degenerate into a bimodal curve, with a possible second peak at a 

fade of 17 dB. The effect of increase in wind speed shows a similar increase in fade 

variation as in the case of arid conditions. However, the difference in influence of medium 

and high wind speed is negligible.

A set of fade variation NED curves for link L r r e e , obtained using the dataset from both 

yellow-senescing and rapid leaf shedding segment, under arid conditions, is given in 

Figure 5-17. The fade variation for the yellow-senescing segment is significantly reduced 

compared to the in-leaf segment from Figure 5-15 (c). This observation can be attributed to 

the lack of moisture in yellow-senescing leaves as highlighted in Section 5.2.2. Further 

reduction in fade variation is apparent for the rapid leaf shedding segment in Figure 

5-17 (b), as it experiences significant loss in leaf volume.



ANALYSIS OF FIELD MEASUREMENT RESULTS 143

(a)
35

jgg 3°
I?  25■S a 20
41  15f- TO
o 10

5ro 0
Fade (dB)

—  ws^OnVs 
0*ws< 4nVs 
4 £ ws < 8 nVs 
wszQ  rrVs

a jo

0 2 4 6 8 10 12 14 16 18 20 22 24
Fade (dB)

Figure 5-17: Influence of wind speed on fade variation NED for arid condition and link /-/>«, 
for (a) yellow-senescing, and (b) rapid leaf shedding.

The fade variation NED curves for the in-leaf data segment, for the different wind speed 

range and arid condition, are fitted with the selected relevant Gamma and Lognormal 

distribution [110], and the Extreme Value distribution that was used in similar work [81]. 

Of these three distributions, the former two are common in the domain of RF propagation 

modelling, whereas the latter is typically used to describe extreme meteorological events 

such as the size of floods [81].

To test the goodness-of-fit (GOF) of a particular distribution to the studied fade data, the 

Kolmogorov-Smirnov (K-S) test and Anderson-Darling (A-D) test [111] is utilised, instead 

of the more conventional Chi-squared (%2) test. Omission of the x  test l s  due to the fact 

that this test requires partition of the test data and as such introduces ambiguity as the 

interpretation is dependent on the selected partitioning [112].

The use of two GOF tests is motivated by the tendency of the GOF test to reject the chosen 

distribution fit, as a consequence of the large number of fade data that is to be tested [112]. 

The GOF test is thus taken as a guide, in which a smaller test static value indicates a 

better fit.
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Figure 5-18 illustrates the distribution fitting analysis undertaken, with the best fit 

distribution overlaid onto the fade variation NED curves. The result of the K-S and A-D 

GOF test for all the different wind speed range is summarised in Table 5-3. It is observed 

that curves of the fade variation NED for the in-leaf data segment under arid condition, can 

be appropriately represented by the Extreme Value distribution for all wind speed 

condition, with the exception of the high wind speed range, which is better fit by the 

Gamma distribution. The suitability of the Extreme Value distribution is in agreement with 

other work [81].

BSran* VUu* (9.40, 3.19) 
Losncrmt (11.21,4.03) 
Gmrrm (8 71,1 28) shift +0.02

0 2 4 6 8 10 12 14 16 18 20 22 24
Fade (dB)

Figure 5-18: Distribution fitting of link L Tree fade variation NED for ws > 0 m/s, arid condition.

Wind Speed, s  (m/s) Fitted distribution K-S test A-D tes t

s;» 0

Extreme Value 0.0472 7.4272e3

Lognormal 0.0500 6.6454e3

Gamma 0.0633 1.1793e4

0 s  s  < 4

Extreme Value 0.0444 4.8398e3

Lognormal 0.0482 4.1917e3

Gamma 0.0601 8.0030e3

4 s  s  < 8

Extreme Value 0.0399 1.0447e3

Lognormal 0.0438 1,0987e3

Gamma 0.0452 1,2658e3

s 2  8

Extreme Value 0.0703 1,3596e2

Lognormal 0.1007 2.8967e2

Gamma 0.0233 7.4532e0

Table 5-3: GOF test for distribution fitting of link L Tree lade variation NED 

for different wind speed range, under arid condition.
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Similar distribution fitting analysis is carried out for the through tree fade variation NED 

for in-leaf data segment under rain condition. Example of the fitted distribution is shown in 

Figure 5-19. The result of the analysis for all the different wind speed range is summarised 

in Table 5-4. The Extreme Value distribution is again found to best represent the fade 

variation curves for the low wind speed range, while the medium and high wind speed 

range is better represented by the Gamma distribution.

  E4reme Value (9.40, 3.19)
—  Lognormal (11.21,4.0$

Gamma (8.71,123) shift +0.02

10 12 14
Fade (dB)

Figure 5-19: Distribution fitting of link LTree fade variation NED for ws > 0 m/s, rain condition.

Wind Speed, s  (m/s) Fitted distribution K-S GOF tes t A-D GOF test

S 2  0

Extreme Value 0.0443 3.5710e2

Lognormal 0.0467 3.8452e2

Gamma 0.0503 4.0424e2

0 s  s  < 4

Extreme Value 0.0S36 3.1107e2

Lognormal 0.0550 3.2803e2

Gamma 0.0602 3.7410e2

4 s  s  < 8

Extreme Value 0.0546 1.4164e2

Lognormal 0.0605 1,4668e2

Gamma 0.0466 7.5765e1

s a 8

Extreme Value 0.0544 1.5452e1

Lognormal 0.0893 3.3949e1

Gamma 0.0509 4.6951e0

Table 5-4: GOF test for distribution fitting of link LTref fade variation NED 
for different wind speed range, under rain condition.
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The Extreme Value distribution is defined by two parameters, denoted as m o d e , m ,  and 

s c a l e , s .  Its probability distribution function (PDF) is given as [113]

/ (x) = — - Z ' e  z for - o o < x < c o y - c o < m < c o , s > 0 5-6

- I t 2)where z - e

For the case of the Gamma distribution, it is defined by three parameters, namely, 

l o c a t i o n , L ,  s c a l e , s ,  and s h a p e ,  p .  The PDF for the gamma distribution is given as [113]

( x - L y - \  ■ & )
e

sf  (x) = ............■. r--------- if X > L ,  -Q O  <  j!3 < C O , - 0 0  < s  < C O ,r ( f i ) s

5-7
f ( x )  =  0 if x  <  L

where F is the Gamma function.

From Equation 5-6 and 5-7, the relevant parameters for the best empirical fitted 

distribution from Table 5-3 and Table 5-4, is detailed in the following Table 5-5 and Table 

5-6 respectively.

Wind Speed, s  (m/s) Fitted distribution , m ; . V S t' f P
s& O Extreme Value 8.16 2.07

0 £ s <  4 Extreme Value 8.10 1.86

4 £ s <  8 Extreme Value 8.41 2.66

8 Gamma 0.42 -22.06 77.64

Table 5-5: Parameters for best empirical fitted distribution of link LTrec fade variation NED 
for different wind speed range, under arid condition.
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Wind Speed, s  (m/s) Fitted distribution m s L P
5 2  0 Extreme Value 9.40 3.19

0 £ S  < 4 Extreme Value 9.03 3.01

4 s s < 8 Gamma 0.42 -21.53 81.79

S 2: 8 Gamma 0.46 -20.31 70.30

Table 5-6: Parameters for best empirical fitted distribution of link LTree fade variation NED 
for different wind speed range, under rain condition.

The tabulated values in Table 5-5 and Table 5-6 enable a stand-alone, through tree signal 

propagating model for 42 GHz millimetre-wave radio link that accounts for different 

weather conditions, to be obtained. Such a model is highly relevant towards the 

deployment of MWS, as it serves as an important input parameter for MWS planning and 

simulation tools such as ray-tracing software, or as model for testing through tree fade 

mitigation algorithm.

5.2.3 Fade Non-Exceedance Statistic

Figure 5-20 presents the through tree fade NECD as a function of the chosen wind speed 

range. The period covered is the in-leaf data segment. For a given percentage of time, the 

fade exceeded is shown to increase with rise in wind speed. In the case of the arid 

conditions, the fade for the three different wind speed range at 1 %  of time is 16.5, 18.5 

and 19 dB respectively. If this latter fade of 19 dB is adopted as the fade margin for service 

provision in a MWS network, the service time unavailability will not exceed 1 % 

(or approximately 7 hours for a typical month of 30 days) regardless of wind speed.
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Figure 5-20: Influence of wind speed on fade NECD for in-leaf, (a) arid, and (b) rain condition.
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However, this dependence on wind speed is not significant for rain condition. At the same 

time percentage, the difference in fade is within 1 dB. Excess attenuation caused by the 

rainfall itself could likely mask the effect of wind, which in turn manifest into the obtained 

result.

The slope of the distribution curve can be seen to fall rapidly for the smaller time 

percentage. In terms of providing services this outcome is beneficial as the increase in fade 

margin is heavily offset by the gain in service time availability. As an example, in the 

distribution curve of all wind speed range of Figure 5-20 (a), an increase of 3 dB in fade 

margin improves the service time availability from 99 % to 99.9 % .  From that point 

onwards, only a maximum increase of 1 dB or less is required for an additional magnitude 

improvement in service time availability.
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5.3 Route Diversity Improvement

Precipitation varies considerably in space and time. The spatial distribution of rain depends 

on the type of cell; convective events are typically localised whereas stratiform events tend 

to be widespread [28]. During periods of intense rain, severe precipitation attenuation will 

be experienced. In order to provide and maintain high system availability, some form of 

fade mitigation techniques will be necessary.

Studies on rain field databases have demonstrated that angular and route diversity 

(see Section 2.5.4) may be used as a way of exploiting the non-uniform spatial and 

temporal distribution of rain in improving system availability. There has been much 

research carried out into earth-space site diversity, with recent work starting to focus on the 

application of diversity for millimetre-wave terrestrial LOS site systems [77, 79]. 

However, most of these studies are based on widespread rainfall rate measurement, and not 

on the actual long-term measured millimetre-wave signal itself.

To address this, the available measurement data of link L n o m e  l o s  and L b h o ii for the year of 

2003 is used to study the long-term effect of route diversity improvement. Due to the 

inhomogeneous nature of the precipitation event, the horizontal structure may well be such 

that, if a receiver site can be served by more than one transmitter, it is likely that 

connecting to the transmitter with the strongest signal at any instant can offer considerable 

improvement in availability.

Figure 5-21 illustrates the details of the path used in the route diversity study, in which the 

actual role of link L H ome l o s  and L b h q U  is reversed to simulate two base stations, denoted as 

T x i  and T x 2, servicing the user end, R x j .  No attempt is made to normalise the fade statistic 

in terms of path length. Instead, it is assumed that the present configuration is a reasonable 

representation of a realistic MWS deployment scenario.
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Figure 5-21: Path details for route diversity analysis using link LHomeLOS and LBHaU.

5.4 Inhomogeneity of Precipitation Event

For a simple diversity scheme, such as switching between two base stations in order to 

receive the signal which suffers less fade, to function, variation in the rain cell, and hence 

fade experienced between the two links must be present. In order to demonstrate the 

occurrence of such a scenario, an excerpt, as shown in Figure 5-22, from the time series of 

measured signal parameter data for link L HomeL O S and L bh q ii during the month of June, 

2003, is examined.

Link l. -Home LOS, 41.84 GHz, 0.78 km (month of June 03)
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Figure 5-22: Received signal power of link LHomeLOS and LBHau for the month of June.
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During this particular summer month, both links experience numerous fade events which 

vary in intensity and duration, and have been identified as caused by precipitation. Of 

interest are the two deep precipitation fade events, on the 1st and 8th of the month. Figure 

5-23 and Figure 5-24 provide an enlarged time scale view of these two events.
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Figure 5-23: Received signal power of link LHomeLOS and L BHau during rain event on 01/06/03.
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Figure 5-24: Received signal power of link LHomeLOS and LBhou during rain event on 18/06/03.
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In the first instance, the shorter link, L n o m e  l o s -, experiences a smaller and shorter duration 

fade event, lasting only half as long as link Lbhoii- A s the fade event for link Lbhqii 

completely envelopes link L n o m e  l o s , the receiver site will thus benefit from maximum 

system availability by receiving from the latter link.

In Figure 5-24, the fade suffered by both links, appears to traverse; starting from 

Y m k L B H a ii,  and moving over to link L n o m e  l o s - Thus, in order to maintain maximum system 

availability, the receiver site R x j  which started receiving from base station T x j should 

switch over to T x 2 from the reference time of 32 minutes.

5.4.1 Diversity Statistic

The fade NECD for both link L b h o U and L n o m e  l o s  is obtained, along with that of the 

maximum signal time series data as obtained from the two route diversity links. These 

results are then plotted out, as shown in Figure 5-25. The combined route diversity 

distribution curve indicates an overall improvement in time availability and increase 

in gain.

0 2 4 6 8 10 12 14 16 18 20
Fade (dB)

Figure 5-25: Route diversity improvement to fade NECD for year of 2003.

In order to quantify the effect of diversity, two forms of measures can be used [76], First of 

this is the diversity gain, G ( A ) ,  which gives a measure of the reduction in the fade margin 

or an increase in the average signal value. It is defined as the difference, between the 

attenuation exceeded at a certain percentage of time for a single link and the attenuation 

exceeded at a certain percentage of time for a joint link, given as
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G ( A )  =  A ( t ) - A d ( t )  (dB) 5-8

where, A d ( t )  is the fade depth in the combined diversity path, occurring in time percentage 

t , and A ( t )  is the fade depth for the unprotected path. The other is diversity improvement, 

1 (A ) , which gives a measure of the increase in system availability. It is defined as the ratio 

of the single link to the joint link probabilities for a given fade depth, and can 

be expressed as

1 ( A )  =  5.9
PM)

Similar to diversity gain, Pd(A) is the percentage of time in the combined diversity path 

with a fade depth larger than A  dB while P(A) is the time percentage for the unprotected 

path. The diversity improvement, using the shorter link L n o m e w s  as the unprotected link, is 

derived and presented in Figure 5-26.
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Figure 5-26: Route diversity improvement factor for year of 2003.

Diversity improvement from 2 to over 6 times is observed during the low time availability 

period of high fade of 12 and 13 dB respectively. Even for a moderate spatially distributed 

links used in this analysis, the long-term measured data still indicates that diversity 

improvement is achievable.



ANALYSIS OF FIELD MEASUREMENT RESULTS 154

5.5 Summary

Statistics on the performance of a realistic 42 GHz MWS have been obtained from analysis 

of the results, obtained during the long-term field measurement campaign. The analyses 

encompass the three different areas of long-term precipitation fade, propagation through 

foliage, and spatial correlation in the distribution of precipitation fade.

The ITU-R availability prediction model is found to overestimate the fade for the smaller 

time percentages in the region of up to 10'3 % ,  but underestimate for all ensuing larger time 

percentages. In the case of the fade duration prediction model, it gives a reliable estimate. 

The former includes the first ever verification using measured data from consecutive years, 

while the latter is the only confirmation of the model independent of the originating 

published work.

Analysis of the effects of weather and seasonal variation on the through foliage signal, 

measured over a 6-month period, has for the first time shown the contributing influence of 

seasonal change and weather conditions, and has also permitted isolation of the effect of 

path loss due to precipitation.

The availability of a two-year long monitored radio links was also found to be effected by 

the spatial distribution of precipitation event. Improvement to this availability is shown to 

be possible through the use of route diversity.
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Chapter 6

Conclusions
This research concludes with summary of the work done. Further issues deserving more 

study and work are indicated.
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6.1 Summary and Conclusion from Work Done

The research detailed within this thesis focuses on the investigation and development of 

the relevant infrastructure and hardware necessary to establish a long-term, widespread, 

field measurement campaign on a live 42 GHz MWS, and analysis of the collected field 

trial data.

A review of broadband access trends shows the adoption and advantages of 

millimetre-wave BFWA technology such as 42 GHz MWS, in providing high capacity 

broadcast, data and telecommunication services from the service provider to the end user. 

However, various signal propagation impairments, and MWS implementation and 

deployment issues still need to be resolved. The 42 GHz MWS campus network trial was 

undertaken to demonstrate the viability of the access technology and facilitate 

such investigation.

Investigation into relevant equipment integration issues and calibration tasks has resulted 

in a hybrid radio network employing technologies from diverse media. Provision of 

reliable digital video source was found using low cost DVB-T front-end modules, costing 

£300 each, in place of (an order of magnitude more expensive) professional terrestrial IRD. 

For interactive service, a DVB-RC cable network system was adapted for use with the 

radio network. The resulting 42 GHz MWS demonstrates interoperability with DVB 

terrestrial, satellite and cable services, being able to deliver digital TV and high-speed IP 

based data into the local trial area. Through the investigation conducted, the limitation of 

the radio system in terms of stability and saturation, which could effect signal 

measurement, was also made known. With the integrated equipment and radio in place, 

appropriate spatially diverse, remote sites, encompassing both LOS and through foliage 

links representing different types of propagation measurement scenario were deployed.

In order to determine the type of channel measurement that needed to be addressed, a 

thorough literature review on the background and progress of research work on BFWA, 

with attention specifically to millimetre-wave propagation and MWS was carried out. It 

was found that available results lack measurement of; (i) the actual 42 GHz signal, (ii) a 

wideband signal, and (iii) long-term time period. Measurements of specific interest that are
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seen to be important include long-term precipitation fade, propagation through foliage and 

spatial distribution of precipitation fade.

A cost-effective signal measurement system utilising off-the-shelf satellite STB and 

custom built DAM, was developed to monitor and acquire various signal parameters of the 

millimetre-wave radio link from the ODU. Signal measurements via the satellite STB have 

been shown to be reliable, following a thorough exploration of the satellite STB 

architecture and conducted calibration work. The fabricated DAM integrates a reliable 

acquisition, logging and retrieval mechanism that works transparently to the normal 

operation of the satellite STB. This feature facilitated measurements in a live broadcast 

system. The combined cost for the satellite STB and DAM is low and does not exceed 

£130 for each measurement site. This work has thus proven the concept for a very low cost 

signal measurement system, and has facilitated the deployment of numerous measurement 

sites within the long-term field trial measurement campaign, with further potential to scale 

up without significant cost constraint.

Supporting meteorological data, sourced from a sub-£150 developed meteorological 

measurement system, consisting of the pairing of a low-cost weather station with 

automated data logging using a modified version of the developed DAM, has been used to 

correlate with the measured signal parameters. In addition, the development of a hardware 

fade simulation system has enabled reliable automated calibration of the signal 

measurement system, and also simulation of any fade profile for other hardware and 

algorithm tests.

Mitigation of the variation in the long-term local mean level of the monitored received 

signal power, which is primarily due to temperature loading on the millimetre-wave radio 

ODU, is realised through the novel implementation of an iterative CUSUM analysis with 

associated randomisation test. The proposed algorithm identifies significant local mean 

levels that can be used for a more accurate derivation of fade values, in place of the 

conventional use of a single baseline level. Implementation of the algorithm has been 

tested on data sets from both a hardware-based simulated fade, and from actual field 

measurement. Results indicate that the fundamental changes in local mean from which the 

fade value is derived, can be detected, and statistical analysis using the latter data set 

shows a more accurate unbiased derived fade statistic. The adopted randomisation test is
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highly computer-intensive, which suggests a more pragmatic approach of applying the 

iterative CUSUM analysis to data segments that are difficult to interpret manually, instead 

of analysing the entire (or a long) sequence.

Different subsets of data of relevant length, extracted from the long-term field 

measurement campaign that span over 3 years, have been analysed using appropriate 

statistical approaches. The ITU-R availability prediction model is found to overestimate 

fade for the smaller time percentages of up to 10‘3 %, but underestimate for all following 

larger time percentages, when compared to actual measured fade of LOS links covering 

consecutive years and also from different sites. Evaluation of the measured fade data 

against the fade duration prediction model, which has never been tested with other 

measured data, appears to indicate that the model is reliable for 42 GHz radio link. 

Measured data of the signal propagating through foliage is also analysed to show the 

influence of different foliage senescing states and meteorological condition on the derived 

statistics. The results and empirical modelling presented are new, as there is no known 

published work covering the continuous measurement period of 6 months, and is 

statistically reliable due to the long-term measurement involved. Other analysis includes 

study of spatial correlation in the distribution of precipitation fade, using the year long 

measured data from two different radio links. Outcome of the analysis corroborates the use 

of different radio paths for diversity improvement. These results combine to provide 

accurate statistics and insight on the performance of a realistic 42 GHz MWS that 

corroborate or supplement prevailing published work.
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6.2 Further Research Work

The framework presented in this research will serve, hopefully, for further rigorous 

research work. Three such areas are suggested.

An increase in the sampling resolution of the signal measurement system could be 

beneficial in terms of monitoring rapid fade events. Likely application includes 

measurement of through foliage signal. The present data acquisition module hardware caps 

the fastest possible logging to above 50 ms due to the time required in the SmartMedia bad 

block management routine. Possible solution could be the use of other much faster storage 

media.

The occurrence of diversity improvement even from moderately separated links indicates 

significant variation of fade within a cell. In order to determine the extent of this variation, 

a wider distribution of remote sites will be necessary, in order to facilitate a more elaborate 

collection of field measurement data of sites with varying spatial and range distribution. 

Increasing the number of sites within the service area will allow a more complete 

representation of events occurring within the entire cell. The measurement systems 

developed in this research could facilitate such work.

Actual practical implementation of route diversity to mitigate precipitation fade is 

non-trivial. Even simple diversity scheme that involves switching between two base 

stations in order to receive the least attenuated signal will require the proper combination 

of robust fade detection, control algorithm to handle the initiation and handover of data 

traffic to the secondary link, and efficient communication protocol to minimise capacity 

overhead. All these issues will need to be addressed by testing any proposed 

implementation with actual measured fade data.

Accuracy of the ITU-R availability prediction model can be further investigated by 

conducting, in parallel to a signal measurement, a precipitation measurement campaign 

using several rain gauges along the propagation path to collect path averaged rainfall rates. 

This precipitation data can then be analysed together the measured signal fade and 

prediction model.
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