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STYLE CLASSIFICATION OF CURSIVE SCRIPT 
RECOGNITION

ABSTRACT

Handwriting recognition has been the subject of intensive research for many years. However, 
despite the best effort of many researchers, the problem of handwriting recognition is far from being 
solved. The greatest difficulty in cursive script recognition is due to the large variation of shapes diat 
can result from the different writing styles. A common way to address this problem is to 
accommodate the variability in the feature set. However, such systems are limited in the range of 
writing styles that they can successfully deal with. An alternative approach has been to minimise the 
variability within the handwriting itself. Techniques such as normalisation, slant correction, restricting 
the number of objects to be recognised (i.e. numerical character, name of city) etc. have been shown to 
be partially effective. However further work remains to be done in order to cope with the variation 
problem. Here it is hypothesised that a pre-classification of writer style would provide an effective 
means of managing style variation and hence achieve better recognition results.

The main aim of this thesis is to invesdgate alternative ways of addressing problems brought 
about by the variability of human handwriting; in particular those problems related to the recognition 
of off-line cursive handwriting. Style has been further broken down into case and quality of 
handwriting. Case classification of handwriting is proposed as a means of limiting the size of the 
template database used for word recognition. The quality of handwriting has been defined in terms of 
its legibility. It is proposed that this approach would lead to determining the legibility of an unknown 
sample prior to recognition. So as to select a recogniser that is suited to the quality of handwriting of 
the unknown sample.

Two non-parametric classification techniques are applied to features extracted from the word 
image contours in order to compare their effectiveness in classifying words into upper, lower and 
mixed cases and further into legible, illegible and middle (between legible and illegible) classes. In the 
first method, a Multiple Discriminant Analysis (MDA) is used to transform the space of the extracted 
feature (36 dimensions) into an optimal discriminate space for a nearest mean based classifier. In the 
second method, a Probabilistic Neural Network (PNN) based on Bayes strategy and non-parametric 
estimation of probability density function is used. The experimental results show that PNN gives 
superior classification results when compared to MDA for both types of style classification.

A number of experiments have been carried out using unseen data to determine the effectiveness 
of the above techniques. For a two-class word case classification problem the PNN approach yields 
100% (lower/upper), 88%(upper/mixed) and 81%(lower/mixed) correct classification. For three-class 
word case classification the rate of correct classification is 73%. The same approach when applied to 
legible, illegible and middle style classification handwriting provides 86.5% (legible/illegible), 75.5% 
(legible/middle) and 90.5% (middle/illegible) correct classification for two classes. For three-class 
legibility classification the rate of correct classification is 67.33%.

Style variation remains an open subject for further research. Word case and legibility are 
demonstrated to provide positive steps towards a more tangible definition of style. This research has 
demonstrated that a holistic classification technique is effective in dealing with the concept of style in a 
quantifiable manner. The experimental results indicate that further word level features are needed to 
further improve classification. This togedier with additional style categories would lead to more 
effective means of managing variability.
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1. IN TRO DUCTIO N

Cursive script and machine printed character recognition have been the subject of intensive 

research for many years. As the amount of documents to be processed increases day by day, 

so the need for an automated way of extracting information from the documents or texts 

becomes ever greater. Unfortunately, the large variation seen in handwriting style makes the 

task of cursive script recognition very difficult [MADHVANATH01] [CONNELL02] 

[FAVATA01].

1.1 Machine Printed Writing Style Characterisation

Nowadays very high optical character recognition (OCR) rates are possible; particularly for 

text machine printed in clear, easy to read fonts [SRIHARI01] [MORI91](JUNG99]. However, 

even here there are problems. Garain and Haudhuri [GARAIN99] show that the 

deitalici2ation of italic words can produce a significant improvement on the recognition 

accuracy of a text recognition system. Baird and Nagy [BAIRD94] have also demonstrated 

that a significant improvement in the recognition accuracy of an OCR system could be 

achieved by utilizing the font information. Font recognition is thus a fundamental issue for 

automatic document processing. Font recognition can reduce the number of alternative 

shapes for each class leading to essentially single-font character recognition jNAGYOO]. 

However, considering the number of fonts available, it is quite a difficult task and much effort 

has been spent towards achieving complete omnifont recognition [ZHU99][JUNG99]. All of 

this information thus points to the fact that the style of writing is very important for the 

recognition o f printed writing.
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1.2 Cursive Script Style Characterisation

The difficulties of style characterisation are even worse when handwriting is to be 

handled [IM PED0V091] [POWALKA96] [SCTIOMAKER94]. Since optical character 

recognition methodologies for machine printed and handwritten texts are different, it is 

necessary to separate these two types before feeding to the recognition system in order to 

achieve optimal performance. Unfortunately, few papers exist in the literature on classification 

between machine-printed and hand-written text but from [KUHNKE95] [PALO 1 ] it can be 

understood that machine printed and hand-written character recognition differ quite 

substantially from each other. In addition although research into recognising hand-written 

characters and numerals has reached a development stage, the recognition of unconstrained 

cursive handwriting has proven to be much more difficult. The problem of handwriting 

recognition is far from being solved due to the vast variability in human handwriting both 

between different writers (inter-writers) and within the same writer (intra-writer) 

[LEEDHAM94] [MADHVANATHO1] [CAMASTRA01].

To give an indication of how handwriting can vary between writers, figure 1-1 shows a 

selection of ways different writers can write the same word. Consequently, the recognition 

algorithm must deal with a variety of author specific writing.
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Figure 1-1: Samples o f different writing styles.

Previous research has shown that writing style can vary significantly with geographical 

location, cultural background, age, sex and so forth [POWALKA95] [CHAO'i]. Indeed people 

often completely redefine their style of writing as they age. The result is an enormous 

variability of handwriting. The characteristic of cursive handwriting such as height of 

ascenders or descenders, word length, letter concavities etc. make the different style of writing. 

In cursive handwriting, letters can be connected in a variety of ways and the letter standards 

can differ greatly; sometimes to the point where they can be totally illegible.

The two main approaches used in handwriting recognition have been identified as (1) 

global (whole word) approaches and (2) segmentation based approaches. For both global and 

segmentation based approaches, the diverse styles and size of handwriting play a large factor 

in the failure of current techniques. The extent of this variability is such that generalised 

algorithms based on detecting a set of common invariant features can only go so far in 

addressing the problem related to the recognition of off-line cursive handwriting. Furthermore 

the difficulties associated with variability have forced the imposition o f artificial constrains 

such as disallowing the mixing of lower, upper, mixed case handwriting.



Cursive handwriting variability is not only due to writer’s style but also to geometric factors 

determined by the writing conditions such as thickness of writing, which depends on the 

sharpness of the pen, the pressure exerted on it by writer etc. Experience with analysis of 

word recognition systems shows that it is unlikely that a system based on a single pattern 

recognition approach will be capable of handling the large variation and variability in human 

handwriting. The correction of this variability, prior to recognition, can be helpful in reducing 

the variability and can lead to an important improvement in recognition performance. Hence, 

for current handwriting recognition systems, a pre-processing stage is normally included. The 

aim is to remove unwanted variation and present, to the recogniser, characters that are as close 

as possible to the model templates. The main functions of such pre-processing steps are 

usually the correction of slant [DING99], the deskewing of hand-written words 

P30ZIN0VIC89], normalisation [NICCHIOTTI97] etc. The use of these pre-processing 

steps has been shown to improve the image quality and correct the character string 

recognition. However, as part of this process, the original information may be lost.

Many attempts have also been made to deal direcdy with poorly written handwriting 

[HAMANAKAOO]. Unfortunately, these improvements tend to result in a decrease in the 

performance of the recogniser system’s ability to recognise clearly written characters. 

Currently, ambiguity of handwriting is considered by talcing the context into consideration by 

using natural language processing to select words from the recognition list to improve 

recognition performance. For instance post processing ways of helping cursive script 

recognition overcome variation problem are used. These approaches do give limited success 

for improving the recognition performance but do eventually fail when the handwriting 

becomes highly illegible as far as the recogniser is concerned.
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An alternative approach would be to select a recogniser that is suited to a particular style 

of writing. In this way special cursive-script recognition techniques would only be used when 

necessary and the original data would not be destroyed. Recognisers can be optimised for a 

small number of styles of handwriting. If a recognition system is designed to work for virtually 

any writer (a writer-independent recogniser) this large interclass variance will make the pattern 

class discrimination difficult. For this reason, some recognition systems have attempted to 

identify the different writing styles present in the data and model them separately. The Apple 

Newton was an example of such a system. Louis Vuurpijl and Lambert Schomaker 

[VUURPIJ96] present a technique for the automatic detection of generic writing styles such as 

“cursive”, “handprint” and “mixed” (between cursive and handprint) etc. Such a system can 

be used to assign specialised recognition systems to a writer with an unknown writing style.



1.3 The Objectives of The Project

Several principal factors are concerned in designing and evaluating pattern classifier. 

Improving one of these characteristics such as, accuracy of classification process, the 

processing speed, robustness, memory space requirements etc, make the system particularly 

valuable. Providing adequate storage is usually a challenge in the design of image processing 

systems. Digital storage for image processing applications falls into three principal categories: 

(1) short term storage for use during processing (2) on-line storage for relatively fast recall and 

(3) archival storage, characterized by infrequent access. Recent efforts have concentrated on 

reducing the system complexity and computation cost and increasing the system efficiency 

(speed and extraction rate).

In the work presented here, it is concentrated on accuracy or efficiency of a system. It is 

hypothesised that one way of helping a cursive script recognition system would be to detect 

cursive writing style prior to the recognition stage. In this way the best recogniser could be 

selected for the style of writing using a prediction of legibility based on a given recogniser’s 

performance. For this purpose, style classification has been broken down into case and quality 

of handwriting. Case classification of handwriting could be used as a means of limiting the size 

of the template database for word recognition. The quality of handwriting has been defined in 

term of its legibility. It is proposed that this approach would lead to determining the legibility 

of an unknown sample prior to recognition. In this way it would be possible to select the most 

suitable recogniser for the given handwriting sample.

The aims of this research are:

(1) To address the problem presented by lower, upper and mixed case variation in 

unconstrained cursive handwriting. It is proposed that a pre-classification of handwriting
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could be employed to reduce the recogniser’s search space (lexicon) in order to improve 

the overall recognition rate.

(2) To focus on the problem of classifying word images as legible, illegible or middle 

(between legible and illegible) prior to the recognition stage. In this way the best 

recogniser could be selected for each style of writing using a prediction of legibility based 

on the given recogniser’s performance.

As there is no evidence on literature for case classification of cursive script handwriting 

word recognition and legibility of handwriting a novel approach of Multiple Discriminant 

Analysis (MDA) and Probabilistic Neural Network (PNN) will be used for this purpose. In 

this thesis the use of MDA for case and legibility classification is firstly considered. A PNN 

based on Bayesian decision and a Parzen estimator for estimating the density function is then 

used for the same purpose. This allows for a comparison between the two classification 

techniques to be given. The expected key advantage of the PNN techniques over the MDA 

technique are (1) the decision surface is guaranteed to approach the Bayes-optimal decision 

boundaries as the number of training samples grow, (2) The shape of the decision surface can 

be made as complex as necessary, or as simple as desired by choosing the appropriate value of 

smoothing parameter, (3) erroneous samples can be tolerated. Our proposed pre-classifier 

method produced instantaneous result and the only time consuming component is the in 

avoidable training part. The PNN, however usually trains orders of magnitude faster than 

multiple layer feed forward networks (MLFNs). In this case the computational expenses will 

be reduced.
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1.4 Outline O f The Thesis

The thesis is structured into seven chapters.

Chapter 2: Provides a review of the state of the art in writer style classification. The problems 

of handwriting recognition connected to the style characterisation are also 

discussed.

Chapter 3: Presents the 36 handwriting features that are to be extracted from handwriting 

word images for the purpose of case and legibility classification.

Chapter 4: Outlines the multiple-discriminant analysis (MDA) based and probabilistic neural 

network (PNN) based classification techniques. In the case of the PNN system a 

parzen estimator is used to estimate the density function of each class and a leave- 

one out method is used for training. Finally the efficiency of each feature is also 

calculated by using the MDA technique to extract the best features for both case 

and legibility classification.

Chapter 5: Presents the experimental results and analysis of case classification using the MD A 

methods for binary classification (upper/lower, upper/mixed, lower/mixed). The 

experimental result and analysis using the PNN method with common cj and 

different cr. values for both binary and triple classification (upper/lower/mixed) 

are then given. Finally a comparison between all classifiers (MDA, PNN with 

common cr and different cr. values) is made.

i <>
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Chapter 6 : Presents the experimental results and analysis of handwriting legibility 

classification using the MDA methods for binary classification (legible/illegible, 

legible/middle, illegible/middle). The experimental results and analysis of using 

the PNN method with common cr and different cr;. using binary and triple 

classification (legible/illegible/middle) is also given. Finally a comparison between 

all classifiers (MDA, PNN with common cr and different cr. values) is made.

Chapter 7: Presents the conclusion and future work.

I 10
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2. LITERATURE REVIEW

This chapter provides an overview of the problems associated with the automatic 

classification of style of writing; specifically in off-line cursive script handwritten images. In 

addition, current techniques and methods proposed for dealing with this variability in cursive 

script recognition systems are critically reviewed.

In order to help define the scope of the problems associated with style classification, 

section 2.1 reviews the techniques and problems involved in style classification for optical 

character recognition systems. Section 2 .2  then introduces the properties of handwriting. This 

is followed by an overview of handwriting recognition techniques and their problems in 

section 2.3. Section 2.4 describes the different style classifications techniques and recognition 

improvements that have been reported in the literature. Finally, the ideas proposed in this 

work are introduced and related to the unresolved problem of robust style classification for 

cursive script recognition.
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2.1 Optical Character Recognition

Optical character recognition (OCR) is a character-based recognition technique that is 

capable of recognizing machine printed fonts and alphanumeric handprints. The recognition is 

based on matrix or template matching technique where each character is compared to a set of 

prototype characters in the database. However, shape discrimination between characters that 

look alike is difficult for machine recognition. Some characters have similar shapes, such as U- 

V, C-L, a-d, n-h. Similar shapes also occur between certain characters and numbers, O - 0, I - 

1 ,1- 1, Z - 2, S - 5, G — 6 , etc. Some of these pairs, such as I — 1, can be written identically. 

They can only be distinguished by context. Also, many upper and lower case characters have 

similar shapes: C-c, K-k, O-o, etc. For most of these pairs, the distinguishing factor is the 

character size relative to the line spacing or to other character sizes. For others, such as P-p 

and Y-y, the distinction depends primarily on the position of the character relative to the 

baseline. In addition to this inherent character ambiguity, recognition accuracy often drops 

significantly when a document contains different fonts. The reported recognition rate varies 

widely according to the quality of the input document, the fonts used in the document, the 

presence of proportional spacing and so on. I-Iowever recognition rates of omnifont 

commercial OCR systems usually stay at around 99% [MORI91] [IM PED0V091].

The following aspect of printed text has been exploited to facilitate recognition [FIOOl] 

and shows how style of machine printed writing is important in performance of OCR.

1. Consistency of the shape of individual characters within a document.

2. Font-independent characteristics, such as ascenders, descenders, relative size and 

vertical position.

3. Ease of character and word-level segmentation in many documents.

4. Stability of symbol-n-gram frequencies across documents.
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5. Prevalence of lexicon words, which constitute a small fraction of all possible 

combinations of symbols.

6 . Partial recognition of the text by an omnifont recognition engine.

Research into the recognition of printed written characters or words has reached a mature 

stage and algorithms for identification of different styles o f machine printed writing (such as 

italic, bold, capitalised etc) and high accuracy are reported in 

[CITAUDHURI98][PLAMONDONOO]. Detecting these type styles helps in the automatic 

extraction of lines containing title, authors1 name, subtides, captions, table title and references 

as well as identifying sentences that have important terms occurring in the text. The italic, bold 

and capitalised type written words can be identified by measuring the slant angle and relative 

stroke thickness as well as using zoning information [GARAIN99][IMPED0V091]. In this 

work, the slant angle of the word is first computed then, based on the slant angle, the words 

are de-italicised by an inverse operation. This research shows that the deitalisation of italic 

words produces a significant improvement in recognition accuracy. By adapting this technique 

the overall miss-recognition rate given by an existing OCR system for italic words, has been 

reduced from 6.85% to 0.33%[GARAIN99][IMPEDOVO91]. This information could also 

increase the accuracy in extracting figure, captions and table titles.

Another attempt has been made by Ho [HOOl]. She presents strategies and results for

identifying the symbol type (lower case, upper case, digit and punctuation or special symbols) 

of every character in a text document by using various kinds of information from 

neighbouring characters. Eleven numerical features describe each character cluster. Each 

feature is a single frequency estimated from a whole document such as bigram diagonal,

trigram diagonal, length word etc. details of these features are shown in [HOOl].
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These vectors of eleven elements were standardized and then used in a nearest neighbour 

classifier using Euclidean distance. In this paper reliable segmentation and shape clustering is 

assumed to determine the benefits of contextual information under ideal conditions. Two 

classifiers are examined. Classifier 1 used the training set as if it were a very long document,

i.e., all features were calculated using one single set of bigrams and trigrams, and there are 78 

reference (training) vectors corresponding to 78 observed symbols. Classifier 2 used the 

training set as separate articles, i.e., bigram and trigram frequencies were calculated on a per- 

article basis, so there were 18604 reference (training) vectors (many symbols did not occur in 

each article). Both classifiers were tested on each test article as well as the entire test set treated 

as one long article. With the test set as one single, long article of 298K words, the overall 

correct rate using classifier 1 is 99.96%, (298042/298160). The rate for classifier 2  is 93.34% 

(278305/ 298160). Thus classifier 1 is seen to be more accurate, although both classifiers are 

far better than the default assignment o f every cluster to the type LOWER (accounting for 

88.72% of all characters). Classifier 1 made only 2 errors (assigning CX’ to LOWER and ‘(‘ to 

UPPER). Classifier 2 made more diverse errors and the most common type was the 

assignment of uppercases {B, C, D, E, LI, M, O, and W} to LOWER.

The detection of the font and style can improve the character segmentation as well as the 

character recognition because the identification of the font provides information on the 

structure and the typographical design of characters QUNG01]p<CAHAN87]. The above 

information shows how style of printed writing can affect the recognition result. The effect is 

even greater when cursive handwritten characters or words are to be handled.
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2.2 Properties of Handwriting

A written language has n alphabet o f characters (or letters), punctuation symbols etc. 

Handwriting consists o f a time sequence of strokes where a stroke is the writing from pen 

down to pen up. The characters of writing are usually formed in sequence, one character being 

completed before the next is started, and the characters typically follow some spatial order, i.e 

left to right. The position and size of the letters are important. Uppercase letters sit on the 

baseline and are full size. Lowercase letters are smaller and are about half the height of upper 

case letters. Some lower case letters have an ascender, which extends upward to almost the 

height of the uppercase letters. Some have a descender, which extends down below the 

baseline and some have both.

All characters vary in both their static and dynamic properties. Static variations can occur, 

for example, in size or shape. Dynamic variations can occur in stroke number and order. The 

degree of variation depends on the style and speed of writing, with hasty writing usually 

showing the greater variation. This variety makes the task o f handwriting recognition very 

difficult. Consequently, the recognition algorithm must deal with a variety of author-specific 

idiosyncrasies. Moreover, there is little or no control in most off-line scenarios on the type and 

instrument used. The artefacts of the complex interactions between instrument and 

subsequent operations such as scanning and binerization present additional challenges to the 

algorithms used for off-line handwriting recognition. In particular, low-quality images, where 

poor image quality such as broken lines, are produced by the machine printers or fax 

machines, pose a serious challenge to current pattern recognition techniques.

Although some research has been done on broken handwriting [WANG99][I-IU99] the 

illegibility of poor writing or broken characters always creates a problem in handwriting 

recognition. Coates in 2001 [COATESOl] [TURING50] proposes a method in order to
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overcome the gap between human and machine vision system. The choices of image 

degradation are thickened images, thinned images, noisy images, condensed fonts and italic 

fonts. The range of values for two of degradation parameters are blurring and thresholding. 

This paper shows how the choice of these ranges can ensure that the images are legible to 

human reader but illegible to several of the best present day optical character recognition 

machines. Each OCR machine in this experiment was sensitive to slight changes in the 

parameters. For example, one machine’s accuracy dropped from 40-50% to 0% when the 

threshold fell from 0.04 to 0.02 (blurring=0.8). It also dropped from 28% to 0% when 

blurring fell from 0.4 to 0.0 (threshold=0.04); this change being barely perceptible to the 

human eye. Unfortunately, such approaches will not be able to say which images thought 

legible to human readers are illegible to several of the best present day optical character 

recognition systems. Therefore legibility should be defined in terms of specific recogniser.

2.3 Handwriting Recognition Techniques

Off-line cursive script recognition (CSR) remains an extremely challenging task due to the 

vast variety in handwriting. There are three different approaches for CSR.

1 . Analytical or segmentation based approach ;

2. Word-based or holistic approach

3. Combining the results of above approach

"1Analytical or segmentation approach treats a word as a collection of simpler subunits such
I
ias characters and proceeds by segmenting the word into these units 4

[VINCIARELI00][CASEY95]. Thus, this approach has to deal with the problems of
'1
1segmentation ambiguity and variability of segment shape. i
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Benin in 1994 and 1998 [BERRIN94] [BERRIN98] showed that the difficulty in 

segmentation could be credited to the style of writing. One such ambiguity is due to the 

ligature shaped strokes that appear in most letters. A ligature can connect two letters in any of 

the following ways. Letters can be connected to the following letter from the bottom of their 

body, from the top of their body or from their descender. The shape or location of a ligature 

is therefore not unique. This variety of styles makes it more likely that ambiguity can occur in 

the segmentation of cursive script. Thus, words are always either over or under segmented. 

Style of writing is therefore important in the segmentation process. [BERRIN94] 

[BERRIN97] also show that it is important to have not only dominant slant but also letter 

width, pen thickness for segmentation. In his work he uses straight lines in eight fixed angles 

(-30, -20, ..., 40 wise clock from the vertical) to divide letters and a term letter boundary for 

using the ligature between two letters.

Holistic approaches extract holistic features from the word image and use the features 

directly to arrive at the word identity. In order for this feature-level matching to be possible, 

every candidate from the lexicon must have a feature representation similar to that used to 

represent the image features. These features can be characterised into three classes: (1) High 

level features such as ascenders, descenders, loops, word length, dots, holes etc 

[WAARD95][LEROUX91], (2) Intermediate level features such as edges, end-points, 

concavities, diagonal and horizontal strokes [BROWN80] and (3) Low level features such as 

stroke direction distribution [YAMAMOTO84] [HULL91]. At the moment there is no single 

feature vector that can be considered as optimal. Holistic approaches circumvent the issues of 

segmentation ambiguity and character shape variability that are primary concerns for analytical 

approaches and may succeed on poorly written words where analytical methods fail to identify
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character content. Holistic approaches have been used traditionally in applications wherein the 

classes are few and fixed. For example, the cheque amount recognition task.

Analytical and holistic methods can complement each other’s strengths and provide for a 

robust system [DODEL95][VINCIARELLIOO] [HUANG93] [POWALKA96]. This method is 

more robust and independent of segmentation issues since the recognition of all letters in the 

word is not necessary. However the system is based on distinguishing between words in a 

lexicon.

In summary, progress in off-line recognition of isolated characters achieved in the past 

years is quite remarkable. In two surveys, recognition rate of up to 99.5% and reliability o f up 

to 100% have been reported [SUEN92][SUEN93], By contrast, the problem of off-line CSR is 

still widely unsolved. The recognition rates reported in the literature vary between 50% and 

96% depending on the experimental conditions and task definition. Recognition rate of 98% 

on the word level has been achieved in experiments with cooperative writers using two 

dictionaries of 150 words by [BUNKE94] and a high level of performance is observed by 

combining the results of both above approaches (analytical and holistic) 

[I-lUANG93][POWALI<A96]. Unfortunately, it is almost impossible to compare the 

recognition performance achieved by the different systems for the following reasons. Firstly, 

many methods use proprietary databases or are tested on relatively small lexicons. Secondly, 

the recognition performance of a system relies on many factors such as pre-processing, post

processing and segmentation. The chosen lexicons and recognition methods used also 

inevitably affect the final recognition performance. Papers that attempt to comprehensively 

compare the recognition result can be found in [VERMA98][SIMNER96].
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Although much research has been done in order to address reliable CSR, current results 

are far from satisfactory. The greatest difficulty in CSR is due to the fact that cursive writing 

has great variance in style. This variability is generally explained by personal, emotional, 

international circumstantial factors. Srihari, Cha, Arora and Lee [SRIHARI01] undertook a 

study to objectively validate the hypothesis that the handwriting is individualistic. Validation of 

individuality was done using two different approaches, both based on classificatory models: (1) 

Identify the writer from a set of possible writers (2) verifying whether two documents were 

written by the same writer. Their paper shows that writer identification accuracy can be 

achieved to 98% for two writers. In the verification approach, the features were mapped onto 

the feature distance domain, and the individuality problem was tackled as a 2 -class 

classification problem within and between author distances. Verification accuracy was about 

95%. Section 2.4 summarizes some of the strategies and methods that have been published in 

an attempt to help improve the recognition performance by introducing different styles of 

writing.

2.4 Style Classifications and Recognition Improvement

Tapper [TAPPER84] described the range of pattern recognition problems by the severity 

of letter segmentation. He introduced several significantly different types of handwriting such 

as;

• Boxed discrete characters;

• Spaced discrete character;

• Run-on discretely written characters;

• Pure cursive script writing;

• Mixed cursive script writing.
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Figure 2-1. Types of handwriting as defined by Tapper [TAPPER84].

Figure 2-1 shows types of handwriting as defined by Tapper [TAPPER84]. This research 

shows that discrete characters written in boxes require no letter segmentation. Spaced discrete 

characters require spadal letter segmentation and pure cursive script require a lot of 

segmentation. Generally, the more the characters are touching with each other the lower will 

be the recognition rate. This paper shows that the recognition results on spaced discrete 

characters are promising. The low segmentation error indicates that the spaced discrete 

problem is only slightly more difficult than the boxed discrete one. The recognition text 

consisted of 72 words containing 325 characters with good distribution among the upper and 

lower case letters and digits. Recognition was performed using the prototypes obtained from 

the same writer. Recognition accuracy for a spaced-discrete recogniser with a full and selected 

(upper, lower and digit) alphabet is 94.1% and 98.3% respectively. In this research, the 

experiment on cursive writing, results were obtained for carefully produced writing samples 

from three writers. For each writer a set of 165 letter prototypes was established by adding 

113 letters extracted from the cursive writing of a specific text to 52 prototypes from 

discretely written cursive characters. The recogniser was tested on new samples of cursive 

written for each writer, the accuracy of recognition is 96.6%. The recognition results on



C h . i p u ’i 2 . L i t e r a t u r e  R e v i e w

cursive writing, though based on small samples of writing using lower case words only, 

indicate that elastic matching is also a promising technique for recognition of cursive writing.

In 1993, Powalka [POWALKA93] suggested the use of handwriting style features to 

isolate some of the specific characteristics of a writing sample in order to minimize the 

ambiguity. In this approach, the style information was to be extracted and used prior to actual 

recognition. Again in 1995, Powalka [POWALKA95] used the characteristics of handwriting 

to guide the combination process of recognition results obtained from a multiple approach. In 

this approach the style information is used after the recognition. However, in both approaches 

handwriting style is to be analysed inherently by the recognition system without taking into 

account the knowledge of the hand-written context.

Some handwriting words are usually slanted or italicised due to the mechanism of 

handwriting. One way to tackle this problem is to minimise the variability by introducing two 

schemes: (i) standardisation of raw data by normalisation and slant correction (ii) constraining 

the problem by restricting the number of objects to be recognised. Bozinovic and Srihari 

[BOZINOVIC89] and Kim Govindavaju [KIM97] have proposed slant correction techniques 

where the average slant is estimated from the angles of extracted vertical strokes. Guillevic and 

Suen [GUILLEVIC94], Kavallierataou [KAVALLIERATOUOO], Nicchiotti and Scagliola 

[NICCHIOTTI97] analysed a set of projection histograms for the estimation of the average 

slant angle. Kimura [KIMURA93], Simoncini and Kovacs [SIMONCINI95], Ding [DINGOO] 

and Britto [BRITTOOO] utilized statistics of chain-code stroke contours. These papers all 

make the assumption of constant slant throughout a word. Although, these methods give a 

good estimate of the word slant, the slant often tends to be underestimated or depends on the 

skew of the writing. A more widely acceptable assumption is that the slant angle fluctuates in a

11
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word due to various factors such as writer’s habit, the inherent shape of each character, and 

writing position. This assumption raises the necessity to estimate local slant angle and to 

correct them non-uniformly. Some researchers have attempted to deal with such variability by 

using Hidden Markov Models [UCHIDA01][CHEN93]. Uchid in 2001 [UCHIDA01] shows 

the present technique provides near-perfect correction while the non-uniform slant correction 

techniques fail. The present technique sometimes over-corrects the slant of several alphabets. 

This over-correction is still an open problem of the present technique.

All the above efforts have been made to reduce the variability of writing. However since 

variability of handwriting is an inherent property of human beings, researchers are now 

looking in the direction of using a preliminary step for writing classification in order to take 

the variability into account rather than trying to overcome it [CHEN92][CRETTEZ95]. This 

means that each recognition system should adapt itself to a given handwriting style by pre

processing the handwriting in order to identifying the specific type or family of the 

handwriting style.

In an attempt to analyse the variability of handwriting, Crettez [CRETTEZ95] in 1995 

described measures to characterise a writer’s style. Thickness of writing, which depends on 

the sharpness of the pen and of the pressure exerted on it by writer, is one measure that was 

used in this research. The number of letters per unit length and the numbers of vertical 

strokes encountered in the middle zone are two other measures. For each word the 

normalised histogram of the different straight line parts of a tracing are drawn as a polar 

diagram (named directional diagram). These directional diagrams are then segmented into 

different directional lobes in such a way that it is possible to segment a histogram into 

different Gaussian modes. A set of lobes constitutes a good characteristic of handwriting. In

12
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his work a variability space is defined by applying these measures to the words of a database. 

Using fuzzy clustering, he regroups handwriting styles into a small number of specific families. 

The “unity of belongingness” can be defined as the fact that all the words of a given amount 

mainly present the same degree of membership either to the same family, or to the same sub

set of families. The words of the first family are oriented to the left. Their direct ligatures are 

degenerated into a horizontal segment. The second family is the upright handwriting with 

equilibrate ligatures and with a thick tracing. The words of third family have also an upright 

handwriting, but they present a higher spatial periodicity than those of the second family, and 

the reverse ligature is weak or absent. Whereas the fourth family is strongly oriented to the 

right with a lack of retroactive ligatures and a high spatial density. Such a handwriting pre

processing would facilitate some models of word for Hidden Markov Models (HMM) 

[SCHOMAKER94].

Another attempt to analyse the variability of handwriting was done by Gilloux 

[GILLOUX94]. [GILLOUX94] describes a method for improving hand-written word 

recognition by implicitly recognizing the style of the writer. This method is applied in the 

general framework of HMM. The proposed method makes use of a set of models rather than 

of a unique model for each word and the writing style is automatically detected during 

recognition. In his paper, writing styles are classified based on a distinction between word 

shapes: cursive script vs. hand-printed words, run-on vs discrete words, differences in skew 

angle values, stability of lower and upper extensions of letters and presence or absence of 

loops in naturally looped characters. A Hidden Markov Model (HMM) is then used to 

represent this problem as a stochastic model. Therefore, one of the consequences of this 

recognition is the implicit detection of the writing style. This is a relatively new and promising 

direction of research in the automatic recognition of cursive handwriting. Preliminary results
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of his work show that the implicit identification of writer style enhances performance in 

widely varying types of handwriting. In other words, the proposed method allows improving 

hand-written word recognition by detecting writing style at recognition time. The word 

recogniser used in this work was trained on a set of 7648 images of handwritten city names 

extracted from live mail addresses (3831 handprinted, 3817 cursive). The method has been 

tested on a different test set of 4090 words (2045 handprinted, 2045 cursive). In this test, a 

dynamic lexicon of 10 names was generated by adding 9 random names extracted from a list 

of 8469 different city names to the correct interpretation of each test pattern. The ratio of 

correct interpretation is measured in a set of n candidates (n= l,2 ,3,5). The result is reported 

in table 2 -1 .

1 2 3 5
Whole test 

set
" ' ' ' ' " '^ 1  style 

2  s t y l e ^ \ ^
^ \ 8 4 . 4
87.0

" \ 9 0 . 5
9 1 . 7 ^ " \ ^

" ' \ 9 3 . 2
9 4 .4 ^ - - ^

' \ < > 5 . 8
9 5 . 8 ^ \ ^

Cursive
words

style 
2  s t y l e ' ' ' \ ^

^ " \ 8 5 . 1
86.1

' ' ' ' ' ' \ 9 2 . 4
92.9

" \ 9 3 . 9
94.4

^ \ 9 7 . 3
97.3

Handprinted
words

style 
2  s t y l e ' ' ' \ ^

^ " " ^ 8 0 . 2
82.7

■ \ ^ 8 8 . 5
90.1

" " \ 9 1 . 8
93.3

^ \ 9 5 . 8
95.8

T able 2-1. Word recognition result on the test set. R(n): correct answers in a list o f length n.[Gil!oux94]

One of the other factors that has been used to classify writing style is the neatness of 

handwriting, where neat writing is defined as a handwritten word in which the word’s slant, 

letter skew and instances of the same letter at different positions are relatively constant 

[LEEDHAM94]. [BOULETREAU97] presents a new family of parameters for handwriting 

analysis based on the fractal behaviour of writing. These parameters also allow the 

classification of handwriting into different families. These parameters qualify a particular 

aspect of the writing. In this paper a legibility graph then allows a formulation of legibility 

definition. N. Vincent and T. Freche [VINCENTOl] also defined new parameters that allow 

the qualification of some handwriting properties. Two properties are presented, regularity of

7 J i
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the line drawn and regularity of the pattern involved in the writing using fractal models. Their 

paper shows that these fractal parameters are suitable for the qualification of complex entities. 

The parameters correspond respectively to very regular writing and to irregular writing. 

However, it is difficult to compare the performances of recognition systems, as there are no 

quantitative measures of neatness or definition of size of writing etc and all of the researchers 

used different methods to classify the style of handwriting.

Sung-Hyuk Cha and Sargur N. Srihari [CHA01] present a datamining technique to mine a 

database consisting of experimental and observational unit variables. Experimental unit 

variables are those attributes which make sub-categories of the entity (e.g. demographic data) 

and observational unit variables are the features used to classify the entity e.g. handwriting 

styles etc. In order to build a machine that can classify an unseen instance into its sub

category, each class (subgroup) must have a substantial number of instances for the sake of 

valid statistical inference. This is called support. For this purpose a priori algorithm is applied 

to select only sub-categories that have enough support among all possible ones in a given 

database. An artificial Neural Network classifier is then used to discriminate between selected 

sub-categories. Finally, the performance measures for each selected sub-category problem are 

reported as the final output. This method was used to determine the similarity of handwriting 

style within a specific group of people such as male or female writer. For males in the age 15- 

24 group or white females in the age 45-64 group an 87% correct classification was observed.

2 1 ■>
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2.5 Future Direction

All of the reported techniques have been shown to be able to improve the overall 

recognition performance. However, a direct comparison between them is impossible due to 

the different style definitions and testing environments. In addition, the reported results 

indicate that all of these techniques are incapable of completely solving the problem of 

variability in writing on their own. Thus, the reported work suggests that before it is possible 

to use a pre-processing style classification technique to improve recognition performance, a 

robust style classification technique needs to be developed. As each writer and each word has 

its own style of writing and as each recogniser has its own features to recognise words it can 

be hypothesised that some words could be better recognised by style specific recognisers 

rather than generic (all style) recognisers. Indeed, the results presented in section 2.3 show that 

specialized word recognisers are smaller, faster and can achieve similar or better recognition 

results than generic recognisers.

Coates [COATESOl] has shown that there are a variety of images, which diough legible to a 

human reader are illegible to several of the best optical character recognition systems. By 

defining the legibility of handwriting, based on the performance of a given recogniser, we show 

that it is possible to detect writing style prior to the recognition stage in order to choose the best 

recogniser for the given writing style. Our method does not change the word to suit the 

recogniser but aims to find the best recogniser to suit the words. In this research we also show 

that a pre-classification of words into upper, lower and mixed case could provide a useful means 

of reducing ambiguity. By successfully classifying the case of words prior to recognition die size 

of die lexicon used for any individual word recognition could be reduced which in turn should 

improve the recognition results.



2.6 Summary

This chapter provides an overview of existing style classification techniques, CSR methods 

and their applications presented in literature. In the first section optical character recognition 

systems and style of printed writings was discussed. The implementation techniques and their 

problems were briefly discussed. And it has shown that identification of the font provides 

information on the structure and the typographical design, which could improve segmentation 

and recognition steps.

The second section introduced the property of handwriting and shows how style of 

handwriting or variability of writing can be changed by human. This variability is due to the 

characteristic of the word and ligature shaped strokes, their position, etc. For instance the 

ligature shape in uppercase words differs with the same word in lower case words.

The third section presents general CSR approaches (analytical, holistic and a combination of 

these two approaches) and provides information of how variability could make these approaches 

difficult. The characteristic of the words, variability of handwriting and low CSR result 

motivated research to develop style classification prior to the recognition, such as case 

classification, which is presented in this research.

The fourth section has focused on style classification of handwriting and how style could 

improve the CSR performance. Most of the reviewed systems reduced the complexity of style of 

writing using pre-processing such as slant correction, normalisation, etc. Consequently, the 

original handwriting information is lost. This limits the potential of using pre-processing without 

losing original information. Some researchers

[SCPIOMAKER94] [SCFIOMAKER99] [VUURPIJL96] have approached the problem of writer
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classification from a high level point of view. They aim to separate the writing style at coarser 

level. Their definition of style variability is limited to cursive, printed and mixed. The work 

presented in this thesis is another attempt in the direction of introducing a new and robust pre

recognition writing style classification in order to choose recognition methods better suited to 

the patterns themselves. However, in the case of CSR the reported results indicate that current 

cursive script style classification techniques fall short of being a complete solution to this 

problem. This work is an attempt to address this shortfall.



3. FEATURE EXTRACTION  

3.1 Introduction

As a major factor influencing classification performance, features play a very important 

role in handwriting classification. This led to the development of a variety of features for 

handwriting classification [TRIER96][SRII<ANTAN96]. In this section a number of features 

are introduced that can be used for both case and legibility classification. The extracted 

features tend to extract the different characteristics available in each word. The approach that 

is taken in this research is to firstly extract as many features as possible from each word. This 

is in order to represent the different characteristics of the word. The efficiency of those 

features in terms of their contribution to the style classification is then assessed based on a 

feature selection scheme introduced in the next chapter.

3.2 Contour-based Features

As a starting point, based on human perception of style, it was assumed that the word 

contour, as defined by tracing around the outside of the whole word, could contain 

information about the relationship of the underlying characters used in constructing the word 

[CHIEN98], We extend this to the hypothesis that the ‘synergy’ within the word resulting 

from the way in which the neighbouring characters follow/influence each other is 

encapsulated in the word shape. A number of features were therefore introduced which are 

based on the contour of the handwritten word images. Using a single feature type has shown a 

certain limitation in achieving satisfactory classification performance and this leads us to use 

multiple types of feature.

A hand-written word can be described as a sequence of disjointed loop contours

WI = {c, | C, n  Cj = 4>, i * j , j  = 1,2.. . . ,  N }.

Where N is the number of loop contours.
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Each loop contour C(. is a sequence of consecutive points on the x-y plane: 

c, = {Pj I j  = 1 , 2 = Pm,. }

where p x and p M. are the end points of the ith loop contour.

The contour-based features used in our system are mainly based on:

(a) The chain coding from the eight primitive directions given by Freeman encoding 

[FREEMAN61].

Figure 3-1 refers to the eight primitive directions <r/. and represents the writing direction 

from a start point to an end point by following the upper outer contour of the word. Each 

loop contour C(- can be represented by a chain code sequence

and

N

£> = U A
i=l

2

4

6

Figure 3-1: Eight primitive directions.

(b) Consecutive exterior angles and contour angles formed by pairs o f vectors along the 

word images.

Figure 3-2 shows the exterior angle a, at point p t formed by a pair of vectors and 

dr/_1, and is located on the left-hand side of the vectors. The value of at can be obtained
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easily using lookup Table 3-1. The sequences of exterior angles in a loop contour, C/5 is 

calculated as:

A i =  {aJ \ j  =  2 X ; M , - l \

d/-k+\_

'Pi-X7-1

'Pm

Pl+k-X

l+k- 1

Figure 3-2: Angle at point p t .

( d ,_ , - t / ^ m o d S 0 l 2 3 5 6 7

a t 180 135 90 45 315 270 225

Table 3-1: Ctt as a function of — d / )  .

(c) Dominant points.

Dominant points refer to points of the following types:

(1) End points o f the segmented regions of each individual loop contour.

(2) Points corresponding to local extreme of curvatures of each individual loop contour.

(3) Midpoints between two consecutive points of type (1) or (2).

Using concepts (a) to (c), the following subsections define the selected features in detail.
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3.2.1 Global Features

[MADHANATH01] shows how word shape contains sufficient information to classify 

words in a certain lexicon. In the work it is also noted that if a word is written entirely in 

uppercase, there are no prominent or marked shape features present. Here it was also 

hypothesised that upper case words would have more straight lines in their contour than do 

lowercase words [EBADIAN99a][EBADIAN99b]. These characteristics of handwriting are 

different from one writer to another writer. A number of features based on the overall shape 

of a given word have been nominated. Assume N  is the number of loop contours.

(1)A n estimate of number of sharp angles in the whole word: Ratio of number of original sharp angles 

to the total number of angles (ROSP):

' f j c a r d ^ 0 )
ROSP = M ---------------

card{P )

Where

Af = {a j e A, \ a j  < 6 , j  = 2 ...A/M}

N

p  =  1ic,
( = 1

card(P) = Y^cardiCf -
i=i /=i

and card stands for the number of members in a set and sharp angles are the angle less than 

or equal to 90 degree.

(2) A n  estimate of the component length (disjoint loop contours) or averaged component length (ACOL):

a c o l =  card{P)
N
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(3) Ratio of Vertical direction (2 and 6 directions given by Freeman code) to the total original chain code 

(RVO):

g y p  -  c a n g tr g )
card(P)

Where

N ver = U N jer
1=1

N jer = {dj e  D{ \d j  - 2 v  df = 6}

N
rver >and card{N ver) = YJcard{N fe>) as N jer r \ N Vj Cr = (j) f o r i  ^  j .

<=l

(4) Ratio of Horizontal directions (any 0 and 4 directions given by Freeman code) to the total original chain 

code (RHO):

RHO = c a n g N y y
card (P)

Where

N >,or = \jN';°r
i=I

N 'r  = {dje Dj \d  =0 v  = 4 }

and card(Nlwl) = Y1card(NI'01)as n  Nj°r =
1 =  1

(5) Ratio of diagonal directions (any 1,3,5 and 7 directions given by Freeman code) to the total original chain 

code (RDO):

jd ia  -

cardiP )
RDO -  Card(N ^
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Where

N dia = |*j N dia

N f a = \dj e  D{ | dj =1 v d j  = 3 v d / = 5 v d i = l }

and card (N dia ) = £ card(N (dia) as Aff' n  AC"V' = (J) f o r i  * j .

3.2.2 Region- based Features

The region-based features were proposed in order to measure the plain, concave and 

convex regions and this variability of writing could be used for case and legibility of 

handwriting [LI93]. The region-based features used in the system are dominant points in the 

contours and direction primitives between dominant points. Prior to the process of finding 

dominant points, a Gaussian Average Filter is used to reduce the influence of digitisation 

noise. The filtered version of A; is denoted as:

After performing Gaussian Average Filter on A ;, each contour Ci can be partitioned into a 

sequence of convex, concave and plain regions.

A, = {a, |i  = 2,3 M t - 1}.

Where

f  is the number of disjointed regions of C,

Ry ,k e {  1,2,3 } , are series of consecutive points on contours C(-, in such 

a way that :

R)j -  { p t g C, j p, are consecutive points, a, = 180 } (Plain region)

Rfj = { p , e  C. | p , are consecutive points ,ds <180 } (Concave region)
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Rl = { p, g C,. I p, are consecutive points, a, > 180 } (Convex regions)

Figures 3-3, 3-4, 3-5 and 3-6 show an example of a typical word with its concave, convex and 

plain regions.

Figure 3-3: A typical word.

Figure 3-5: Convex regions.

Figure 3-4: Concave regions.

Figure 3-6: Plain regions.

The contour angle Vj at p/ is defined within a support region and its value estimated by 

averaging angles alk, where k = 1,2,3,....,K  and a!k is formed by the pair of vectors dl_k 

and dl+k_\. Denoting the sequence of contour angles in the region as;

V = v2v3....vM._1, one can easily obtain the maximum within a convex region and the

minimum in a concave region. All such maxima and minima constitute the local extremes of 

the curvature (corner points) along a word. More details of the above technique can be found 

in [LI93]. Figure 3-7 shows the corner points, which are detected on words after using 

Average Gaussian Filtering, with 2 iterations while K  = 3 is considered. It should be noted 

that the experimental results show that as the number of iterations is increased then the 

effects of the filtering process will remove some of the dominant points as well as the noise. 

On the other hand if the number of iterations is not enough the system will detect some of 

the noise as dominant points.
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I'-Vt

C - T * l o * 0

Figure 3-7: The detected dominant points on words.

Denoting C,c' = { p j  e C, | J = 1,2,..)Si } as the dominant or critical points of the ith

contour and D" — { d j  | j  -  1 , 2 - 1  } as the direction primitives between dominant 

points, the region-based features are defined as follows:

(1) Average Region Length (AREL): 

card(P)AREL

£  t card
i-\ 7=1

/ce{l,2,3>

(2) Average Plain Region Length (APRL): 

card(P)APRL =
N  T,

T L card^ i )
c=i y=i

> s



(3) Average Concave Region Length (ACAL): 

card(P)ACAL =
TiltiCctrdiR*)
M y=l

(4) Average Convex Region Length (ACVL): 

card(P)ACVL
YuYuCardiRl)
M  7=1

(5) Ratio of Sharp Angle of criticalpoints to the total number of critical points (RSCR):

N
^ 7 c a r d ( V f '90)

RSCR = -r=i-------------N
^ c a r d (C fr) 
r=I

Where

y p  = h - 6 r , I Vj <d,Pj  e  2,3,.....M ,  - l }

(6) Ratio of filtered Sharp Angle to the total number of Points (RFSP):

N

X  card ( A / )
RFSP = —--------------

card(P)

Where

A f  =  { d j  & A t | d j  <  Q J  =  2 ,3 ,..., M ,_x} .

(7) Ratio of critical vertical code to the total critical chain code (RVF):

RVF = K u O pC g)

f ,c a r d ( C n



Where

N ver = \ jN ; 'er 
/=!

N f r = {df € D f  I d j  = 2 V d j  = 6}

and card(Nver) -  Y*card(N™') as Af'' n  vV;er
i=i

fW/’o of critical horizontal code to the total critical chain code (RHF):

card (N hor) RHF= „ ^
^  card (C f  )

i

Where

JV*"- = u tv ,*"  
( =  1

Ar,""r = |djF e D" | d j  = 0 v d j  = 4}

and card (N hor) = f 4card{Nlhor) as W/10'’ n  Alf”' = 
( = 1

(9) Ratio of critical diagonal to the total critical chain code (RDF): 

card (N di,t)RDF
Y ,ca rd (

i

Where

Ahi,« = U N f"  
1 =  1

AA"“ = jdf e  DP | d j  = 1 v  d j  3 v  = 5 v

and card(N dh) = £  card{N ,dh) as Af" n  W f“
1 =  1

h a p  t e r  3  h c a m r r  e x u a t U n i

= <f> fo r  i * j .

(j) f or  i * j .

7}

<J) f or  i A j

3  1 0
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3.2.3 Windows-based Features

Any word image can be subdivided into 3 horizontal regions of interest corresponding to 

the upper, main and lower body of an image (Figure 3-8). The width of the upper, main and 

lower bodies is respectively 25%, 50% and 25% of the word height (distance between upper 

and lower base lines).

Figure 3-8: Three regions o f interest within a window for some different word case samples.

C \ f ^ > c %  L r

/ I

v  y

C l < . c z r \

. i n

Figure 3-9: Three regions o f interest within a window for some different styles o f handwriting (one specific
word).

As figure 3-8 shows, the number of pixels and the value of slope in each window should 

be different for uppercase, lowercase and mixed case word images. Figure 3-9 also shows how 

handwriting from different people could be different in each window. The following features 

were introduced to investigate this style characteristic.



Four values of slope, corresponding to the angle of a direction with the horizontal, are 

extracted from the 8 directions given by the Freeman code. The 4 values correspond to angles 

of 0, 45, 90 and 135 degrees respectively to the horizontal (Figure 3-10).

2

0

2

Figure 3-10: Representation o f the four directions (slopes).

For a given window i and a given slope k , the pointszone(z | k) is computed as follows:

\

pointszone(z | k ) -

max..

card{i | k)
y Y ,hca rd {i\k )

_  _

card{i J k)
i,k Y ,kc a rd (i\k )

Where

card(i \ k) is the number of contour points with a given slope k

The total number of local features extracted for a given window position is a made up of 3 

slope features for each of the 3 zones. These are defined as follows:

(1) Ratio of vertical directions in lower window (RVLZ):

RVLZ = pontszone(01 2)

(2) Ratio of horizontal directions in lower window (RHLZ):

RH LZ = pointszone(0 | 0)

(3) Ratio of diagonal directions in lower window (RDLZ):
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RDLZ = pointszone(0 11) + pointszone(0 j 3)

(4) Ratio of vertical directions in middle window (RVZM):

RYZM = pointszone(l | 2)

(5) Ratio of horizontal directions in middle window (RHZM):

RH ZM  = pointszone(l | 0) + pointszone(l,4)

(6) Ratio of diagonal directions in middle window (RDZM):

RDZM  = pointszone(l 11) + pointszone(l j 3)

(7) Ratio of vertical directions in upper window (RVZU):

RVZU = pointszone(21 2)

(8) Ratio of horizontal directions in upper window (RHZU):

R H ZU  = pointszone(2 | 0)

(9) Ratio of diagonal directions in upper window (RDZU):

RD ZU = pointszone(2 11) + pointszone(2 | 3)

In addition to the above features the following feature is also defined:

(10) Ratio of number ofpoints in middle area to total number of points (RPCE):

RPCE = cardMid(P) 
card(P)

Where

cardMid(P) is the number of points in the middle zone.

3.2.4 Feature-Based Moments

In addition to the slope features described above, an additional feature, NOM1, based on 

the second moment is also extracted. The moment features capture the global information of
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word images, which could help in both case and legibility classification of handwriting 

[LONCARIC98],

M x = ( / / 2o - ^ o 2)2 + 4 /h2i

Where the co-ordinates of a contour pixel is given by the 2D binary image of the cursive word 

and the central moment is given by:

Mpq = ~ Y ( x i - x ) p (yi ~ y ) (1 
N i=i

Where

Pi = ( x i>y i) z P  and,

_ 1 v  _ 1 v
x = y l x r ’ y = y Z y ,

and N is the total number of points in the contour word image.

3.2.5 Zero-Crossing Feature

As figure 3-11 shows the number of intersections of a horizontal line passing through the

midline of a word are different. The following features were therefore introduced to make use

of this characteristic. A horizontal line is drawn through the centre of the word.

1 f s  s \
Centre of the word = — X, > X  T;

S  V;=i i=i )

Where

S  is the total number of points in the contour word images.

The number of intersections of this line with the contoured word gives the number of 

zero crossing (NCRS) (Figure 3-11).



< h . i p u r   ̂ I c a ’i i n  o . U c K M u r

3  0 «  tV I C  k . QUA UflCA l iO P R O \ /  l -B-l N O-

Figure 3-11: Horizontal lines are drawn from the centre o f each word.

3.3 Group-based Features

To avoid using any segmentation technique, which may lead to errors, group-based 

features are introduced to deal with mixed case words pEBADIANOO]. First we need a 

definition of groups.

3.3.1 Group Definition

A group can be described as a sequence of connected pixels in a word image.

WI = {G( I G, n  Gj j , i = 1 ,2  ,N  , j  = 1 ,2  ,lvj or

WI = \ jG ,
1 = 1

Where G,- = {p( j i = 1,2,..., N t 8 c p i = { x {, y {)}.

N  is the number of groups in a word and N,. is number of pixels in ith group of each word. 

The group features used in our system are mainly based on:

(a) Zoning information [POWALKA95].

The zoning lines of the word image are the four lines that partition the word into three 

disjoint horizontal slices or zones. The width of the upper and lower zone is 25% of the
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word height and the width of the middle zone is 50% of the word height. YL and Yu are 

horizontal lines at the of top and bottom of a word (Figure 3-12).

Yu 

Yl

(b) Bounding box of each group.

A bounding box is a rectangular shape constructed of four points 

Y>mi>naj>Y>miinij ,  Pmamaj  find Pmami i (figure 3-13). That denote the intersections between

four lines; two horizontal line passing through the 7min ■, 7max>- positions and two vertical

lines passing through the X min /,X niax / positions. Fmin>/, Tmax / denote the minimum and

maximum value of y t and X niax i denote the minimum and maximum value of xt

for each pixel in ith group respectively.

min,l max,l max,l

tmmi

nim.l Bounding box of first, second and third groups

Figure 3-13: Groups and their bounding box.

Figure 3-12: Upper and lower zone.

3 I n
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Upper Bounding Box of first group

Upper Bounding Box of second group

Upper Bounding Box of third group

Upper zone

Lower zone

Lower Bounding Box of Third group

Lower Bounding Box of Second group

Lower Bounding Box of First group

Figure 3-14: Illustration o f group-based features.

3.4 Horizontal-based Histogram Features

Different characteristics of horizontal histograms were examined specifically to deal with 

mixed case words from writers who wrote purely cursively (Figure 3-15, 3-16 and 3-17). 

Figure 3-18 shows how the horizontal histogram of handwriting could vary from one person 

to another. The mean value of the columns on the horizontal histogram are calculated by:

! > / ,
m — —------  Where colt is number of black pixels in ith column of horizontal histogram

and n is number of columns in histogram.

(1) Spread orfirst moment of the histograms (FMH):

n

Ya\C° li ~ 11l\
FMH =-£!-------------

mn
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3.3.2. Group-based Features

The following group-based features are used in our system based on the above definition 

of groups. Since the first few letters in a word hold the most reliable information, only the 

first three groups in a word image are considered [ZHOA95]. Furthermore our experimental 

results show that increasing the number o f groups is not beneficial and can lead to confusion 

due to the existence of ascenders or descenders in different positions of each word. Therefore 

the following features were extracted from the first three groups of each word.

(1) Number of groups in each word (N). Total number of groups in a word.

Since the first few letters in a word hold more reliable information, only features present in 

the first three groups in a word images are considered [ZHOA95].

(2) Ratios of distance between upper bounding line and upper zone line to distance between 

lower and upper zone line for the first three groups of the word (Figure 3-14).

, D ro  A W ,  , = {1A3}
Yu - h

(3) Ratios of distance between lower bounding line and lower zone line to distance between 

lower and upper zone line for the first three groups of the word (figure 3-14).

RDLLi  =  Y l  Ymm ’1 , { i  =  1,2,3}
Y r r - Y r



(2) The distance of the average height of columns (AH);

A H -  ^ 2 — ■ Where K , = m in|/c(. : kj -  C°̂ ' +^ C° ^ +1 > m , i = 1,2,...,« -1

• i , c o h  +  C O l , ,
a ,  =  m m s k, : /c, =  —   —  >  m , i =  2 ,..

of number of black pixels in upper %one to number of black pixels in all three %one of a word.

H : c l -  ‘i zi

Figure 3-15: Horizontal histogram 
for lower case word.

Figure 3-16: Horizontal histogram 
for uppercase word.

Figure 3-17: Horizontal histogram 
for mixed case word.

y 4 v l  t*C— - 4 -O l A. t  -

\ \

Figure 3-18: Horizontal histogram for different style o f wridng.



All the features used in this research, are numbered in table 3-2 for reference.

1 Average Region Length
2 Average Concave Region Length
3 Average Plain Region Length
4 Average Convex Region Length
5 Ratio of original Sharp Angle to the total number of Points
6 Ratio of filtered Sharp Angle to the total number of Points
7 Ratio of critical vertical code to the total critical chain code
8 Ratio of critical horizontal code to the total critical chain code
9 Ratio of critical diagonal to the total critical chain code
10 Ratio of sharp angle of critical points to the total number of critical points
11 An estimate of the component length (disjoint contours) or averaged 

component (C;) length
12 Ratio of vertical direction to the total original chain code
13 Ratio of horizontal direction to the total original chain code
14 Ratio of diagonal direction to the total critical chain code
15 Ratio of vertical directions in lower window
16 Ratio of horizontal directions in lower window
17 Ratio of diagonal directions in lower window
18 Ratio of vertical directions in middle window
19 Ratio of horizontal directions in middle window
20 Ratio of diagonal directions in middle window
21 Ratio of vertical directions in upper window
22 Ratio of horizontal directions in upper window
23 Ratio of diagonal directions in upper window
24 Ratio of number of points in middle area to total number of points
25 Zero crossing
26 First moment feature
27 The distance of average height of columns
28 Ratio of number of black pixels in the upper zone to number of black pixels in 

all three zone of a word.
29 Spread or first moment of the histograms
30 Number of groups in each word
31 Ratios of distance between upper bounding box and upper zone to distance 

between lower and upper zone for the first groups of the word
32 Ratios of distance between upper bounding box and upper zone to distance 

between lower and upper zone for the second groups of the word
33 Ratios of distance between upper bounding box and upper zone to distance 

between lower and upper zone for the third groups of the word
34 Ratios of distance between lower bounding box and lower zone to distance 

between lower and upper zone for the first groups of the word
35 Ratios of distance between lower bounding box and lower zone to distance 

between lower and upper zone for the second groups of the word
36 Ratios of distance between lower bounding box and lower zone to distance 

between lower and upper zone for the third groups of the word

T ab le  3-2: Thirty-six extracted features.



3.5 Summary

In this chapter thirty-six features are proposed for extraction from a word image in order to 

perform case and legibility classification. These features are contour based features, global 

features, region-based features, window-based features, features based on moments, features 

based on zero crossing, group-based features and horizontal histogram features. It should be 

pointed out that the aim of this section was to extract the different characteristics of each 

word image by introducing as many features as possible. The contribution of each feature for 

case and legibility classification will be assessed and, consequently, will be justified using a 

feature selection scheme (MDA) in the next chapter. In the next chapter we also show how 

these features can be used with both a Multiple Discriminant Analysis (MDA) and 

Probabilistic Neural Network (PNN) classifier to perform both case and legibility 

classification.
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4. CLASSIFICATION M ETHODS

4.1 Introduction

In any classification method the main aim is to find patterns in the data, which can be 

used to discriminate between subgroups of the data and to identify important distinguishing 

factors. Recognition or classification may consist of one of the following tasks: 1) supervised 

classification (discriminant analysis) in which the input pattern is identified as a member of a 

predefined class, 2) unsupervised classification (clustering) in which the pattern is assigned to 

an unknown class.

There are many classification techniques in the literature such as linear or non-linear 

discriminant analysis, kernel-based classifier and k-nearest neighbourhood classifier 

[WEB99] [PARZEN62]. Depending on the information available about the class-conditional 

densities, various strategies are utilized to design a classifier. If all class-conditional densities 

are completely specified, then the optimal Bayes decision rule can be used to design a 

classifier. However, class-conditional densities are usually not known in practice and must be 

learnt from the available training patterns. If the form of the class-conditional densities is 

known (e.g. multivariate Gaussian), but some of the parameters of the densities (e.g. mean 

vector and covariance matrices) are unknown, then we have a parametric decision problem. A 

common strategy for this kind of problem is to replace the unknown parameters in the density 

functions by their estimated values. If the form of class-conditional density is not known, then 

we operate in a nonparametric mode. In this case we must either estimate the density function 

(e.g. using a parzen window approach) or directly construct the decision boundary based on 

the training data (e.g Multiple discriminant analysis (MDA) and k-nearest neighbour rule).

4 1
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In this equation, Wb is the between-class scatter matrix, Ww is the within-class scatter 

matrix and (j) is the transformation we are searching for in order to form the optimal 

discrminant space. We can define the following, with f ' J = { f{'J , . . . ,  f ‘,j) being the p  

extracted features of word image i in j th class and nj being the number of word images in 

class j  :

f j -  — Y f " J (Mean of features in j th class) Eq. (4-2)

f  = _  V  « . f J (Mean of features in all classes) Eq. (4-3)
“  n f j  J~

where n is a number of classes (J = 1,2 , , . . ,«) .

The within-class and between-class scatter matrices can be derived as follows: 

jvyi -  j ^ f iJ (covariance in j lh class) Eq. (4-4)

n
_ Np jy i (Within class covariance) Eq. (4-5)

~ lL n ~ f j / '  ~ ~fj (^etween c âss covariance) Eq. (4-6)b
j=i

Both the within-class scatters Ww and the between-class scatter Wb are analogous to their 

respective covariance matrices.

In looking for (j) we can define

y  = f t  f_ (Transform f  by (f>‘) Eq. (4-7)

WJ = I f J e  f  class,yJ = <f>‘ f J }

y J = J_  V j  (Mean of transformed features in j th class) Eq. (4 -8)
' j

1 " — j
y  =  — V »  . y  (Mean of transformed features in all classes) Eq. (4-9)
-  n %  J~
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111 practice the choice of a classifier is a difficult problem and it is often based on which 

classifier is available or best known by the user [ROSEMARY97] [JAINOO]. In this research 

two approaches are used to classify the style of handwriting; Multiple Discriminant Analysis 

(MDA) and Probabilistic Neural Network (PNN) based on Parzen models. Based on its 

strengths in dealing with most complex distribution the PNN method provides a good 

candidate classification method. The PNN method assumes knowledge of the underlying class 

conditional probability density function. This density function is estimated from a training set 

(set of correctly classified samples) using Parzen models (see section 4.3.1). The following 

sections describe both classifiers in detail. The MDA develops a set of decision rules that uses 

the data to estimate the decision boundaries directly without explicit calculation of the 

probabilistic density functions. This discriminant space can be divided into as many regions as 

there are classes. The decision boundary between them can be used to assign an unknown 

word image to a class. In MDA the decision boundaries are linear.

4.2 Linear Classification - Multiple Discriminant Analysis Method

A linear discriminant transformation, Multiple Discriminant Analysis (MDA), is used to 

transform the feature space of 36 dimensions into an optimal discriminant space for a nearest 

mean classifier. A brief summary of the technique is given here for clarity, but for more detail 

see [RIPLEY 97].

The aim of MDA is to maximise the ratio of between-class variance and within-class

variance:

s _ VWA
Eq. (4-1)
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^  = S  ^ ( y ~ y J) (y~yJy  (Within-class covariance of transformed features) Eq. (4-10)
J yzi/'J

n.(yJ -  y)(yJ -  p)' (Between class covariance transformed features) Eq. (4-11)
j -  -  -  -

from these it follows that

Ww = <j>‘W j  Eq. (4-12)

iVb = 0 tW J  Eq. (4-13)

Taking the determinant of a scatter matrix is equivalent to finding the product of the 

eigenvalues, which, in turn, corresponds to the product of the variance. As may be seen with 

reference to Eq. (4-1) by maximising this ratio, we are looking for a transform (j) that 

maximizes the between-class variance with respect to the within-class variance. The solution 

of Eq. (4-1) can be shown [GONZALEZ93J [REPLEY93] to correspond to the generalised 

eigenvectors of the following equation:

Wb t j  = A JWw t j  Eq. (4-14)

where the vectors (j) then form the columns of the matrix <f).

In addition, the individual dimensions of the discriminant space created by each 

eigenvector (j) . are now ordered. The between-class variance in dimension j  is proportional

to the eigenvalue X j. Assuming a constant within-class variance, the higher the between-class 

variance of a dimension, die better the discriminant capacity of that dimension.

4 4
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One additional step can be taken is to scale all of the within-class variances to uniform size

in the discriminant space. The variance in dimension j  can be computed as (j)1. Ww (f) , and each

dimension can be scaled by replacing (j) with

f  Eq.(4-15)

giving each new dimension uniform variance.

The decision as to whether the particular word image is allocated to one class or another is 

then based on measuring the Euclidean distance between its transform scores (created by the 

MDA) and the centroids of all the classes in the discriminant space (nearest mean classifier). 

The nearest mean classifier is very simple and robust. Each pattern class is represented by a 

single prototype, which is the mean vector of all training samples in that class. Further, this 

classifier does not require any user specific parameters.

4.3 Non-linear Classification P N N  Method

Besides using a linear method to perform style classificadon, a statistical classification 

method based on a Bayesian rule decision can also be used to classify the style of an unseen 

word. The basic idea behind the Bayesian decision rule is to calculate the probability density 

functions of the features of the word images in each of the classes (Oi . This can be done both

for case classification (i = U (upper), L (Lower) and M (Mixed)) and for legibility of 

handwriting. The probability that a particular set of features from word image 

/  = i f  l > • • * > /36 ) comes from class cot is denoted as: 

p(eo{ | / )  where,

4 ;i
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P ( f  I
p { c o . [ / )  = ‘" 'V -L ?- Eq. (4-16)

Z p ( f \ ^ j ) p ( 0 ) j )
. / = !

and C is number of classes. This equation requires knowledge of the class-conditional density. 

This can be achieved by using a parzen model [PARZEN62].

4.3.1 Parzen Method

The accuracy of the Bayesian decision in Eq. (4-16) depends on the accuracy with which 

the underlying class-conditional density is estimated. A Parzen model [PARZEN62] is a class 

of smooth and continuous Probability Density Function (PDF) estimators, which become 

progressively more representative of the true class-conditional density as die number of 

samples increases. The Parzen model uses weight functions W(d ) which has a maximum 

value at d — 0 and which decreases as the absolute value of d  increases. A general 

formulation of the Parzen model is described by:

ft
g { / ) = — -—

-  njcrr ~ap t t  { cr, a p j
Eq. (4-17)

where / ' = ( / '  t, . . . ,  f ‘p ) and p  are the sample points (extracted features) and number of 

features in the training set, a k is the variation of k"' features (k = 1,2 ,.../?) of points that 

surround each sample in the training set, n j is the number of samples in class CO j , W is the 

weight function and f'k is the k th feature which is extracted from i ,h word image belonging

to the coj class.

In general each Parzen method should have multiple cr. values. However to simplify the 

model a special case can be assumed where cr = cr, —<J2 = ... = o p for all of the weights of
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function W . A more general density estimator, which assumes a Gaussian kernel distribution, 

is used in this study, which is well behaved and easily computed. Thus Eq. (4-17) becomes:

g (/■)= r T r = I >  2" 1 Eq.(4-18)
1l j GP /=i

As we do not know in advance which features are important and which are not the presence 

of features whose variation is meaningless has a dilutive effect on the useful features. We want 

the variation of unimportant features to be small so that they exert minimal influence on the 

distance measure computed between an unknown point (test word) and each member of the 

training case. The solution to this problem is to use a separate G weight for each feature.

Eq.(4-18) then changes to: g ( / ) = w J —
a k ‘ 1

k=l

Eq. (4-19) 

where

D
k ’ i ‘ h ±

p_ f  _  /"G 2 
J k J  k

\  ^ k  J
Eq. (4-20)

In this experiment both approaches were tested in order to evaluate the effectiveness of 

each method. In characterising the function represented by Eq. (4-18) the estimation of cr. is 

critical [PARZEN62]. A good criterion for selecting appropriate values of cr;. is the number of 

correctly classified cases that each value produces.

4.3.2 Optimising the <j

For each particular a  a set of Parzen density estimators based on the training data set is 

estimated. The number of correctly classified words produced by each value is then used to 

judge the efficiency of a particular value of cr .T o  estimate an unbiased correct classification

4 "
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rate for each a  , a leave—one-out method was used. In this method, all of the training data set

belonging to each class except one is used to train the system and the remaining datum is used 

for testing. This training and testing using the leave-one-out method was repeated until every 

datum element in the two or three different classes had been independently tested. The leave- 

one-out method thus gives class bounds of the true performance of the classifier 

[FUKUNAGA89].

The numbers o f misclassified words for each a  are then counted as an error function. A

final value of a  is then chosen that minimises the error function (number of

misclassifications). The minimisation technique involves two stages. First a global search over 

a reasonable range is used to find a rough minimum. The range can be determined iteratively 

such that the error rate is miniinised. Then a golden section method [RIPLEY97] is used to 

refine the estimate. Details were extensively reported by [SCHIOLER92][SPECHT91] and 

therefore are not reported here.

4.3.3 Probabilistic Neural Network

The non-parametric classifier described in the previous section can be implemented as a 

Probabilistic Neural Network structure. Figure 4-1 shows a neural network organization for 

classification of input pattern f  = (fx,"’>fp) ( p  indicates the number of features) into three 

classes. The input unit is simultaneously distributed to all neurons in the pattern layer.

4 ^
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p(a)i I / )

fz

Pi®3 I / )

1

k=\

Figure 4-1: Organization for classification o f pattern into categories.

The network is trained by setting the W weight vector in one of the pattern units equal 

to each /  = ( / , , - - , f p) pattern in the training set. The dot product of the input pattern 

vector /  with a weight vector Wp is calculated, which performs a non-linear operation on 

Yp — f'Wp [DONALD90]. The summation units simply sum the inputs from the pattern
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units that correspond to the class from which the training pattern was selected and then a 

Bayes decision rule is used to calculate the probability density functions for each class.

Compared to traditional multi-layer perceptron (MLP) networks, our kernel-based method 

has a simple architecture consisting of two layers of weights, in which the first layer contains 

the parameters of the kernel functions and the second layer forms linear combinations of the 

activations of the kernel functions to generate the outputs. A MLP network often has many 

layers of weights and a complex pattern of connectivity. All the parameters in a MLP network 

are usually determined at the same time as part of a single global training strategy involving 

supervised training. Our kernel-based method, however, is typically trained in two stages, with 

the kernel functions being determined first using unsupervised techniques on the input data 

alone and then the second layer weights subsequently being found by fast linear supervised 

methods.

4.3.4 Comparison of Appropriate Classification Methods

Most of the standard statistical classification algorithms assume some knowledge of the 

distribution of the random variables used to classify. Specifically, a multivariate normal 

distribution is frequently assumed, and the training set is used only to estimate the mean 

vectors and covariance matrix of the populations. This means that large deviations from 

normalities usually causes a classifier to fail. Multimodal distributions cause even most 

nonparametric methods to fail. An advantage of neural networks is that they can typically 

handle even the most complex distributions. Multiple layer feed forward networks (MLFNs) 

have been shown to be robust classifiers. On the other hand, there are two main problems 

with MLFN: there is little knowledge about 1. how they operate and 2. what behaviour is 

theoretically expected of them. Another major problem with MLFN is that their training 

speed can be very slow. The PNN, however, usually trains orders of magnitude faster than

4  i n
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MLFNs, and classifies as well as or better than they do. Its main drawback is that MLFN is 

slow to classify. However, most important of all for many applications is that the PNN 

method can provide mathematically sound confidence levels for its decisions. This fact alone 

has made the PNN a favourite for our applications.

Another major advantage of using a PNN is the way it handles outliers; points that are 

very different from the majority. In fact, outliers will have no real impact on decisions 

regarding the more frequent cases, yet they will be properly handled if the data is valid. 

Existing outliers is an important issue for other neural network models or traditional statistical 

techniques since they can totally devastate the outcome.

As mentioned earlier, it should be emphasised that the outputs of our classifier also have a 

precise interpretation as the posterior probabilities of class membership. The ability to 

interpret outputs in this way is of central importance in the effective application of classifiers, 

as it may be used for rejecting a test pattern in case of doubt. Thus it would have some 

performance gains over other methods like k-nearest neighbour or support vector machine. 

Finally, the PNN technique is strongly based on Bayes’s method of classification. This means 

that provided the true probability density function is known, there is a Bayes optimal decision 

rule that will minimise the expected cost of misclassification.

4.4 Feature Efficiency

In order to evaluate the efficiency of the PNN approach we investigated a means of 

minimising the PNN input layer without compromising the performance o f the system. The 

multiple descriminant analysis (MDA) was applied to all 36 extracted features in this study in 

order to select the best n features prior to training the PNN classifier for case classification
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and legibility of handwriting. In other words, MDA was applied on the set of 36 pre

recognition features to select those features that contribute the most to a discriminant 

between the pair of classes (upper/lower, upper/mixed, lower/mixed case words) and 

between all three classes (upper, lower and mixed case words). MDA was also applied on the 

set of 36 pre-recognition features to select those features that contribute the most to a 

discriminadon between legible and non-legible handwriting words.

Features corresponding to the largest elements of the eigenvector, (f) = {(f)l ,(f)2 ,...,^36) (see

Eq. 4-14), are then considered to be the best features for use in the PNN system 

[HEIJDEN95]. The percentage o f contribution (COJl) of the selected feature sets is the ratio 

of the sum of coefficient that has been selected to the sum of total coefficients as 

described below:

The effectiveness of each feature in a classification system for discrimination between

Eq. (4-26)

where S is set of selected features and <f>. is i'h element (coefficient) of the eigenvector.

each of the pairs of classes and all three classes is examined using:

Eq. (4-27)

Thus COTli is a measure of the contribution of the i^‘ feature.

1 ) ?
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4.4.1 Feature Efficiency in Case Classification

Table 4-1 shows the effectiveness of each feature for discrimination between each pair of 

class (lower/upper, upper/mixed, and lower/mixed case) and all three classes 

(lower/upper/mixed case). The first column denotes the feature number whilst the second, 

third and fourth columns of this table show the contribution of the selected features for 

classification between the two class lower/upper, upper/mixed, and lower/mixed case words 

and the fifth column for between the three class lower/upper/mixed case words respectively.

For this purpose the eigenvectors of the existing training set are calculated using the 

MDA. Then by using Eq. (4-12) and a threshold of 0.009 a set o f best features are selected. 

Using this threshold more than 90% of the variation can be extracted for each pair of class 

and for all three classes.

4 13
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d u m b e r "/
U p p er/lo w er j g g j - d |  L ow er/m ixed U pper /  low e r/m ix ed  

’ ckse w ord im ages
1 0.063801 0.08000 0.02694 0.07781
2 0.046666 0.02000 0.09969 0.00269
3 0.014985 0.04000 0.09746 0.03392
4 0.02477 0.04000 0.10398 0.02473
5 0.015494 0.00600 0.00738 0.01524
6 0.03625 0.00300 0.00215 0.02512
7 0.01743 0.14000 0.05045 0.07689
8 0.011272 0.14000 0.06475 0.07444
9 0.0150562 0.14000 0.05004 0.07608

10 0.111768 0.06000 0.00026 0.11308
11 0.053117 0.04000 0.03755 0.04255
12 0.069593 0.00100 0.05014 0.07595
13 0.108531 0.00200 0.10775 0.08650
14 0.040104 0.00700 0.00001 0.06101
15 0.003639 0.00200 0.00166 0.00295
16 0.004465 0.00500 0.00249 0.00635
17 0.002636 0.00050 0.00469 0.00085
18 0.003851 0.00200 0.00289 0.00509
19 0.000902 0.0008 0.00048 0.00044
20 0.001141 0.00100 0.00237 0.00061
21 0.010769 0.00800 0.00360 0.00973
22 0.00582 0.0001 0.00518 0.00216
23 0.000785 0.0016 0.00327 0.00255
24 0.021444 0.01400 0.00772 0.01870
25 0.177712 0.00000 0.04256 0.00531
26 0.11785 0.01010 0.00080 0.01662
27 0.024745 0.04670 0.08721 0.04551
28 0.030586 0.02770 0.00243 0.03430
29 0.033569 0.08640 0.03133 0.02259
30 0.010035 0.01060 0.01245 0.01068
31 0.007489 0.00750 0.00800 0.00038
32 0.006411 0.00360 0.02509 0.00087
33 0.001301 0.00030 0.00582 0.00047
34 0.006518 0.01720 0.01464 0.01544
35 0.001066 0.00750 0.00663 0.00304
36 0.004481 0.00810 0.01174 0.00933

T able  4-1: Effectiveness o f each feature in classification between each pair o f classes and three case
classifications.

Figures 4-2, 4-3, 4-4 and 4-5 show die selected features corresponding to the largest 

eigenvector’s elements for upper/lower, upper/mixed, lower/mixed and upper/lower/mixed 

case word images respectively. Using Eq. (4-26) it can easily be seen that 20, 15, 23 and 25 

features contribute 93%, 94%, 98% and 98% of the variation for each of the respective 

classifications. The selected features for each two or three class classification are shown in 

table 4-2. For more detail on the selected features the reader is referred again to table 3-2 page

3-20.

l 1 +
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Figure 4-2: The 20 largest eigenvector weights capture (93%) o f the variability between the lower and upper case
word images.
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Figure 4-3: The 15 largest eigenvector weights capture (94%) o f die variability between the upper and mixed
case word images.
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Figure 4-4: The 23 largest eigenvector weights capture (98%) o f the variability between the lower and mixed
case word images.
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Figure 4-5: The 25 largest eigenvector weights capture (98%) o f the variability between the lower, upper and
mixed case word images.

|  Case C lassification ,, 8 Hi jiS llS ^  1 S I  ! V S ..Selected F eatures § “ d |  \
U pper-low er 1, 2, 3, 4, 5, 6, 7, 8, 9 ,10 ,11 ,12 ,13 ,14 , 24, 25, 26, 27, 28, 29
U pper-m ixed 1, 2, 3, 4, 5, 6, 7, 8, 9,10,11, 24, 27, 28, 29, 34
Low er-m ixed 1, 2, 3, 4, 5, 7, 8, 9 ,10 ,11 ,12 ,13 , 24, 25, 27, 29, 30, 31,32, 33, 34, 35,

36
L ow er-upper-m ixed 1, 3, 4, 5, 6, 7, 8, 9 ,10 ,11 ,12 ,13 ,14 ,16 ,18 , 21, 24, 25, 26, 27, 28, 29, 

30, 34,36

T ab le  4-2: Selected features for classification between upper, lower and mixed case words images.

4  If,

1



C h a p te r  4. (  !:.svihciin<>n m e th o d s

4.4.2 Feature Efficiency for Handwriting Legibility Classification

Table 4-3 shows the effectiveness of each feature in the classification system for each pair 

of classes (legible/illegible, legible/middle, illegible/middle writer) and for the three classes 

(legible/illegible/middle writer). This effectiveness is calculated using Eq. (4-27). The 

columns of this table show (in order) the feature number, the contribution of the selected 

features for classification between the legible/illegible, legible/middle, illegible/middle and 

legible/illegible/middle writer samples respectively.
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ftyyyFeature’s? ■ 
O  -i/,number ' '

.L egib le/Illegib le ) 
j§|§f|§ writer

|  L egible/M iddle
tHH .v;,

Illeg ib le/ Middle 
•writer

L eg ib le /Illeg ib le / , 
11 M iddle writer* '

1 0.01643 0.04220 0.00249 0.00220
2 0.01799 0.03556 0.08460 0.06536
3 0.11124 0.00347 0.11166 0.11711
4 0.10257 0.00406 0.10051 0.10896
5 0.01672 0.01036 0.00915 0.01375
6 0.00310 0.04615 0.00058 0.02279
7 0.12701 0.03176 0.12742 0.10398
8 0.11938 0.03622 0.12660 0.10500
9 0.12852 0.03391 0.12771 0.10329
10 0.06621 0.05373 0.01971 0.01245
11 0.14734 0.06645 0.20386 0.09133
12 0.00197 0.07639 0.01046 0.02784
13 0.00506 0.03276 0.01848 0.01799
14 0.01841 0.01804 0.00036 0.01135
15 0.00038 0.00204 0.00041 0.00144
16 0.00028 0.00002 0.00038 0.00165
17 0.00233 0.00089 0.00173 0.00227
18 0.00227 0.00192 0.00264 0.00061
19 0.00050 0.00145 0.00008 0.00018
20 0.00197 0.00002 0.00075 0.00207
21 0.00134 0.00199 0.00096 0.00167
22 0.00115 0.00222 0.00168 0.00040
23 0.00235 0.00122 0.00366 0.00282
24 0.00426 0.00411 0.00425 0.00712
25 0.00000 0.39834 0.00454 0.10427
26 0.01589 0.00806 0.01111 0.01417
27 0.02431 0.03460 0.00005 0.02060
28 0.01007 0.01331 0.00172 0.00632
29 0.01847 0.00630 0.00969 0.01250
30 0.00359 0.00327 0.00176 0.002331
31 0.00610 0.00920 0.00175 0.00251
32 0.00025 0.00100 0.00343 0.00179
33 0.11927 0.00827 0.00240 0.00718
34 0.00028 0.00254 0.00006 0.00003
35 0.00528 0.00212 0.00158 0.00149
36 0.00604 0.00278 0.00149 0.00405

T ab le  4-3: Effectiveness o f each feature in classification between each pair o f classes and three in legibility o f
handwriting.

4-9 show the selected features corresponding to the largest 

extracted from the training set for legibility of handwriting 

[ITEIJDEN95]. For this purpose the eigenvectors of the existing files or training set are 

calculated then a threshold of 0.005 is used to select the set of best features. By using the 

threshold of 0.005 more than 90% of the variation can be extracted for every pair of classes or 

for all three classes. Using Eq. (4-26) it can again be seen that 20, 16, 15 and 13 features

Figures 4-6, 4-7, 4-8 and 

elements of the eigenvector,

4
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respectively contribute 97%, 95%, 93% and 96% of the variation between legible/illegible, 

legible/middle, illegible/middle writer and legible/illegible/middle writer. The selected 

features for each pair or three class classification are shown in table 4-5. For more detail on 

the selected features the reader is referred to table 3-2 page 3-20.

30
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Figure 4-6: The 20 largest eigenvector weights capture (97%) o f the variability between, legible, illegible and
middle handwriting.
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Figure 4-7: The 16 largest eigenvector weights capture (95%) o f the variability between, legible and illegible
handwriting.
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Figure 4-8: The 15 largest eigenvector weights capture (93%) o f the variability between, legible and Middle
handwriting.
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Figure 4-9: The 13 largest eigenvector weights capture (96%) o f the variability between Middle and illegible
handwriting.

•3
■j4



C h a n u r  I. ( !;;SMltcar!< -n method-,

i p  1  i  |  p§pgf 8§g 1 g g if
StVOg.f, ofw riting §g|Slflll 'A"' '/M

i ¥ >'l h » gp? | | |  V" mgl 
p ** * ' Selected features, h  *

{gSI K  I S  WM
Legible-Illegible writer 1, 2, 3, 4, 5, 7, 8, 9 ,10 ,11 ,14 , 26, 27, 28, 29, 33
Legible- M iddle writer 1, 2, 5, 6, 7, 8, 9 ,10 ,11 ,12 ,13 ,14 , 25, 27, 28
Middle- Illegible writer 2, 3, 4, 5, 7, 8, 9 ,10 ,11 ,12 ,13 , 26, 29

Legible -M iddle- Illegible writer 2, 3, 4, 5, 6, 7, 8, 9 ,10 ,11 ,12 ,13 ,14 , 24, 25, 26, 27, 
28, 29, 33

Table 4-4: Selected features for classification between, legible, illegible and Middle handwriting.

4.5 Summary

In this chapter both linear and non-linear classification methods are explained for use in 

case and legibility of handwriting classification. In the Multiple Discriminant Analysis (MDA) 

method a nearest mean classifier is used to classify each new pattern. The MDA technique was 

also used to select the best features for each category of classification. In the non-linear 

classification method a Probability Neural Network (PNN) based on Bayesian decision is 

introduced to predict the legibility or case of an unknown handwriting sample. In the PNN 

approach, a Parzen’s method of density estimations was used to estimate a class conditional 

density function from the available training data.

In the next two chapters we show how these classifications can be used for style of 

writing. Chapter 5 shows experiments for classification of word images into upper, lower and 

mixed case and chapter 6 shows experiments for legibility of writing.

4 II
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5. CASE CLASSIFICATION

5.1 Introduction

One of the major difficulties in handwriting recognition is dealing with variability of style

of handwriting. There are many ways that have been proposed to improve CSR performance

(see chapter 2). Automatic case classification is one of the first steps in this general direction.

The pre-classification of words into upper, lower and mixed cases would provide a useful

means of reducing word ambiguity. If it were possible to classify the case of a word image

prior to recognition, then the size of the lexicon used for any individual word recognition :j

could be significantly reduced as only single case templates need be used. Such a system -J

consumes less memory and computation resources and exhibits less confusion errors. Tim 

Kam Ho and Gorge Nagy [HOOl] have already shown that identifying character types such as j

lowercase, uppercase, digit and punctuation or special characters make recognition much 3

easier. Thus, in this chapter the relative performance of a Multiple Discriminant Analysis |

(MDA) jEBADIAN99a] [EBADIAN99b] [EBADIANOO] and a Probabilistic Neural Network J

(PNN) based on the Bayes function techniques are compared for the classification of off-line 

handwritten words into upper, lower and mixed case images. The two case classification 

techniques (PNN and MDA) were therefore applied on our existing data set, which consists 3

vocabulary.

representative for a large vocabulary. Previous work QEDRZEJEWSKI97] has indicated the

200x100-dpi resolution (see Appendix A).

of scanned images obtained from 9 writers each approximately containing 150 words at

5.1.1 Handwriting data samples

need for a careful choice of sample words to allow a good representation of a large

The choice of a data set for collection is not trivial. The set should be designed as good
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Kassel in 1995 p<ASSEL95] has discussed the design aspects of such data sets and sample 

words used in this research were chosen based on that work. In his work a set of significant 

letter sequences is proposed first. This was done using a lexicon of approximately 33000 

words. The set of letter sequence was enlarged by adding some additional sequences: all 26 

characters in the words’ initial positions 23 characters used as the word final position, 16 

characters in the double form (“tt”, “11”, etc.) and 15 letter pairs considered difficult to 

segment due to their similarity to some single letters (“rn”, and “m ”, etc.). As a result 

significant character sequence is proposed in the following table 5-1.

ability dd izing ol squ vu #o h#
able de oo ss w #p I#
ably ding ke ously St wa # q k#
alized ee king over ta work # r 1#
an equ la ow ted zzl #s m #
at* es lc pa ter #a # t n#
ate exp ling pe th # b #  u o#
ations form lization pi tically #c #v p#
back fully In po ting # d #w r#
bb gg lo PP tively #e #x s#
bu ha ma pro tr # f #y t#
cc he mb qualify tt #g #z u#
ch hing ment que uff #h a# w #
ci ho mi quizzic Uffl # 1 b # X#
cl ification nc re und c# y#
comm Ight nn ring ur #k d# z#
comp ii ography rn uv #1 e#
con ingly oi rr uzz #  m f#
ction is °j sh vi #n g#

T ab le  5-1: A set o f significant character sequences (character ‘# ’ represents a word boundary). Adapted
frompCAS SEL9 5]

Finally a set of 12 sentences (table 5-2) has been designed and the words in the sentence have 

been chosen in such a way that full coverage of the significant letter sequence be achieved.
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a quick brown fox has jumped over the lazy dog 

providing the feedback attains its zero roots the project can theoretically be accurately planned

this is not to say that an ability to deal with generalized experimental formalism is not
appropriate

a percentage of juvenile crime can now be foiled by newly developed cling stuff 

qualifications in geography are commonly horrendously overrated

even relatively improbable suggestions and additions are to be fully kept and queued for
inspection

visualization of quizzical equations can amazingly simplify the most puzzled computations 

a daring article might probably question a working software construction 

jump siding is a particularly uncertain and vulnerable to hoax thing 

few highly alcoholic long drinks will turn even a shabby xylophone into a superb jazz support 

advertising bureau channels its capacity savvy and funds into tempting ambitious youngsters 

automatic taxi ranks will allow to significantly reduce the amount of fuss

Table 5-2: A set o f sentences covering significant letter sequences.

The original script was writing done in free space and no baseline correction technique has 

been applied.

In the following experiments, classification results were achieved on 606 test words 

randomly selected from the total data set of 3648 word images. The training set consisted of 

3042 words, all of which were not in the test set.

Experimental results for binary classification (classification between every two classes) and 

triple classification (classification between three classes) are given in the following sections.

Note: In all the tables that follow, Nli, Nui and Nmi represent the training and test sets 

where N, u, 1 and m indicates the number o f features, uppercase, lowercase and mixed case 

words respectively whilst i indicates the set number.
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5.2 P N N  using common cr

5.2.1 Binary classification

Tables 5-3 to 5-8 show the two class classification results obtained when using the non

linear (PNN) classification technique based on the selected values of common cr applied on

feature vectors of word images (see chapter 4 for more detail). In all of these tables the first 

column shows the samples that were used as the training data set whilst the second column 

shows the samples that were used as a test set. The third column shows the correct 

classification results obtained when using the non-linear (PNN) classification technique with a 

common cr value. Rows 1 and 2 of the fourth column show the average correct classification

results when the system was tested with seen and unseen data, respectively, and last row 

shows overall classification result for all data. A detailed analysis of all these results is 

presented in the following sections.

5.2.1.1 Experimental results and analysis using 36 extracted features

The results shown in figures 5-1 to 5-3 indicate that the best value of cr lies within the 29 

to 37 interval (calculated as 34.06559) for lower/upper case word images with an error rate of 

0.24150. Note a logarithm transformation has been applied to compress the dynamic range of 

cr (x axis). For mixed/lower case word images the best value of cr lies within the 37 to 48 

interval (calculated as 43.74458) with error rate of 0.38030 and for upper/mixed case word 

images the best value of a  lies within the 29 to 37 interval (calculated as 32.31938) with an

error rate of 0.23938. These are therefore the values used in the common cr based PNN 

binary case classification experiments when using all 36 features.



('i 'upu-i 5. ( asc ( .laSMikation

0.4120

0.35
100

0.3

0.25

0,260

0.15

0.1

0.05
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Figure 5-1: Error estimation o f common (J  for a classification of lower and upper case word images using all
36 extracted features ( (7  =34.06559).
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Figure 5-2. Error estimation of common <J for a classification of lower and mixed case word images using all

36 extracted features (CF =43.74458)
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Figure 5-3: Error estimation of common G  for a classification o f upper and mixed case word images using all

36 extracted features ( G  =32.31938).

%Correct 
Non-linear ClassificationV

■ M M f f i i N )
3612, 36u2 36u2 100.00% 97.00%
3612, 36u2 3612 94.00%
3612, 36u2 36ul 96.00% 83.50%
3612, 36u2 3611 71.00%

Overall 90.25%

Table 5-3: Classification result using all 36 features to discriminate between lower and upper case word images

using common G  ( G  =34.06559).

Training sets ’■ T est sets .'
111 Hi  t %Correct §1 1 It 
V N on-linear Classification,,
Hi!r m -(pnn) vS1SH

M y  'VoCorrect " '*» 
1 Average J 'f

36m2, 36u2 36u2 100.00% 98.50%
36m2, 36u2 3 6 m2 97.00%
36m2, 36u2 36ul 93.00% 84.50%
36m2, 36u2 36m l 76.00%

Overall 91.50%

Table 5-4: Classification result using all 36 features to discriminate between mixed and upper case word images

using common G  ( G  =32.31938).

o
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>%Correct |  ( „ | 
j  N on-linear C la9sification/ 

(P N N )

%Correct 
Average :

36m2, 3612 3 6 m2 99.00% 97.00%
36m2, 3612 3612 95.00%
36m2, 3612 36m l 81.00% 73.00%
36m2, 3612 3611 65.00%

85.00%

T ab le  5-5: Classification result using all 36 features to discriminate between mixed and lower case word images

using common (7  (cr =43.74458).

Tables 5-3 to 5-5 show that the overall classification results are 90.25%, 91.50% and 85.00% 

when classifying lower/upper, mixed/upper and mixed/lower case word images respectively 

using all 36 extracted features. This can be broken down into 97.00%, 98.50% and 97.00% 

correct classification when the test set is the same as the training set and 83.50%, 84.50% and 

73.00% correct classification when the test set is different to the training set.

5.2.1.2 Experimental results and analysis using the selected features

Section 4.4.1 (page 4-16) in chapter 4 shows the selected features. The results shown in 

figures 5-4 to 5-10 indicate that the best value of <T lies within the 10 to 37 interval 

(calculated as 10.00) for lower/upper case word images with a zero error rate. For mixed/ 

lowercase word images the best value of cr lies within the 16 to 2 0  interval (calculated as 

18.32981) with error rate of 0.34296 and for upper/ mixed case word images the best value of 

cr lies within the 10 to 14 interval (calculated as 10.67619) with error rate of 0.23000.
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Figure 5-4: Error estimation o f common CT for a classification of lower and upper case word images using 20
selected features (C T  =10.00000).
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Figure 5-5: Error estimation o f common CT for a classification of lower and mixed case word images using 23
selected features ( CT =18.32981).
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F igure 5-6: Error estimation o f common <7 for a classification o f upper and mixed case word images using 15
selected features ( CF =10.67619).

Training sets T est sets
%Correct 

N on-linear Classification  
(P N N )

%Correct
Average

20u2, 2012 20u2 100.00% 100.00%
20u2, 2012 2012 100.00%
20u2, 2012 20ul 100.00% 100.00%
20u2, 2012 2011 100.00%

Overall 100.00%

T able 5-6: Classification result using 20 selected features to discriminate between lower and upper case word

images using common CF (C F  =10.00000).

Training sets T est sets
%Correct 

Non-linear Classification  
(P N N )

%Correct
Average

15m 2,15 u2 15u2 96.00% 91.50%
15m2,15u2 15 m2 87.00%
15m2,15u2 15ul 90.00% 85.00%
15m2, 15u2 15ml 80.00%

Overall 88.25%

T able 5-7: Classification result using 15 selected features to discriminate between mixed and upper case word

images using common CF (<T =10.67619).

5 9
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i  iiSf l i l i l p  3fSSS<< ijji
Training sets Test sets

% Co«ect 
Non-linear Classification 

(P N N )

fg j  •%Cor,cc, 
.Average.

<v. •' , . f  =
f

23m2, 2312 23m2 98% 96.00% ‘. ?
23m2, 2312 2312 94%
23m2, 2312 23m l 84% 77.00% a
23m2, 2312 2311 70% i

OverallJ, * V |  g jgfgg * V, t , 1
86.00%

Table 5-8: Classification result using 23 selected features to discriminate between mixed and lower case word

images using common <J ( (7  =18.32981).

Tables 5-6 to 5-8 show that the overall classification results are 100.00%, 88.25% and 

86.50% when classifying between lower/upper, upper/mixed and mixed/lower case word 

images respectively. This can be broken down into 100.00%, 91.50% and 96.00% correct 

classification when the test set is the same as the training set and 100.00%, 85.00% and 

77.00% correct classification when the test set is different to the training set.

5.2.1.3 Comparison between the selected and 36 extracted features

Figures 5-7 and 5-8 summarise the results shown in tables 5-3 to 5-8 (pages 5-6, 5-9 and 5- 

10). Figure 5-7 shows classification results when the training set is the same as the tests set and 

figure 5-8 shows classification results when the training set is different to the test set.

5 10
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100%

95%
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85%
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—  36 extracted features

lower/upper upper/mixed lower/mixed
Class Categories

Figure 5-7: Comparison between using the selected features and all 36 features for seen data (common CF ).
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• 36 extracted features

- -Selected features
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F igure 5-8: Comparison between using the selected features and all 36 features for unseen data (common (J ).

Figure 5-7 shows that when training set is the same as the test set. An improvement of 

3.00% and a decrease of 7.00% and 1.00% can be achieved in a classification between 

lower/upper, mixed/upper and mixed/lower case respectively when using the selected 

features compared to using the 36 using extracted features.

3 I I
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Figure 5-8 shows that when the test set is different to the training set an improvement of 

16.500%, 0.50% and 4.00% was achieved when using the selected features for classifying 

between lower/upper, mixed/upper and mixed/lower case rather than using all 36 features.

5.2.2 Triple classification

Tables 5-9 (page 5-13) and 5-10 (page 5-15) give the results for the 3 class data sets. The 

first column shows the samples that were used as the training data set whilst the second 

column shows the samples that were used as a test set. The third column shows the correct 

classification results obtained when using the non-linear classification technique with common 

cr value and either (i) using all 36 (table 5-9 page 5-13) or (ii) selected features (table 5-10

page 5-15). The fourth, fifth, sixth and seventh columns show the misclassification results in 

each category and the average of the classification results for seen and unseen data. The last 

row of column shows the overall classification result for all.

5.2.2.1 Experimental results and analysis using 36 extracted features

For three class case classification the best value of common O  is 38.97138. This lies within 

the 33 to 42 interval, with an error rate of 0.45755. The details are shown in figure 5-9.
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Figure 5-9: Error estimation based on common <J for classificadon lower, upper and mixed case word images
using 36 features (c r  =38.97138).

M isclassified words

'• -Tfair 
se

lingl l st
m m

T est %Correct
non-linear

, (P N N )1
lower case PP

As
mixed case

y  %Correct ri 
f. -Average'SI*

3612, 36u2, 
36m2

3612 89.00% - 10.00% 1.00%

92.33%3612,36u2,3
6m2

36u2 100.00% 0 - 0

3612,36u2, 
36m2

36m2 88.00% 0 12.00% -

3612,36u2, 
36m2

3611 54.00% - 24.00% 22.00%

68.00%3612,36u2, 
36m2

36ul 93.00% 3.00% - 4.00%

3612,36u2, 
36m2

36m l 57.00% 19.00% 24.00% -

° veraU .
; n >

80.17%

Table 5-9: Classification result using all 36 features to discriminate between mixed, lower and upper case word

images using common <J (CT =38.97138).

The experimental results given in table 5-9 show that a classifier based on PNN using a 

common cr can achieve 6 8 .0 0 % of correct case classification when the test set is different to

the training set. The system can also be seen to achieve a 92.33% correct classification when 

test set is the same as the training set. This gives an overall 80.17% correct classification for all 

data.
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5.2.2.2 Experimental results and analysis using selected features

For three class case classification, using the selected features, the best common value of cr 

is 22.30066. This lies within the 16 to 23 interval with an error rate of 0.44569. The details are 

shown in the figure 5-10.

120 T  0 7

0.6100

0.5
80 --

40 --
02

20 - -

16.2 20 7Sigma's Range 

-Estimated Error

Number of segmented sigma’s range

Figure 5-10: Error estimation o f common CJ for a triple classification using 25 selected features
(cr -22.30060).
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_Misclassified words.

Training f 
- sets

T est
,se tsj;

m U S

%Correct
non-linear

(P N N )
upper case m ixedcase

% Correct * 
A v era g e ,,.

f'is '.'iy .1

2512, 25u2, 
25m2

2512 86.00% - 12.00% 2.00%

91.33%
2512, 25u2, 

25m2
25u2 98.00% 2.00% - -

2512, 25u2, 
25m2

25m2 90.00% 2.00% 8.00% -

2512, 25u2, 
25m2

2511 52.00% - 26.00% 22.00%

66.67%2512, 25u2, 
25m2

25ul 90.00% 5.00% - 5.00%

2512, 25u2, 
25m2

25m l 58.00% 24.00% 18.00% -

M Overall 79.00%

Table 5-10: Classification result using selected features to discriminate between lower, upper and mixed case
word images using common <7 (CJ =22.30066).

Table 5-10 gives the results for the three class data sets using the 25 selected features. 

Overall, these experimental results show that a classifier based on PNN using a common cr 

can achieve a 66.67% correct case classification when the test set is different to the training 

set. The system can also be seen to achieve a 91.33% correct classification when the test set is 

the same as the training set. This gives an overall 79.00% correct classification for all data.

S.2.2.3 Comparison between using the selected and 36 extracted features

Figures 5-11 and 5-12 summarise the results from tables 5-9 and 5-10 (pages 5-113and 5- 

15). Figure 5-11 shows the classification results when the test set is the same as the training set 

and figure 5-12 shows the classification result when the test set is different to the training set. 

In both experiments the results using all 36 features are better than results obtained when 

using the selected features.
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Figure 5-11: Comparison between the selected and all 36 features with common (7  value for seen data.
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7 0 %

65%
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5 5 %

5 0 %
lower mixedupper 
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• 36 extracted features
- -Selected features

Figure 5-12: Comparison between the selected features and all 36 features with a common CT value for unseen
data.

Figure 5-11 shows that an improvement of 3.00%, 2.00% and decrease 2.00% can be 

achieved for lower, upper and mixed case words classification for seen data and an 

improvement of 2.00% and 3.00% for lower and upper case classification and a decrease of 

1.00% for mixed case word can be achieved for classification with 36 features in comparison 

to using the 25 selected features.
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5.3 P N N  using different cr.

5.3.1 Binary classification

Tables 5-12 to 5-14 (page 5-19) and 5-16 to 5-18 (page 5-21) show the classification results 

obtained when using a non-linear classification (PNN) technique based on different values of 

<7i (i = 1, 2,--- ,36). The first column in these tables shows the samples that were used as the

training data set whilst the second column shows the samples that were used as a test set. The 

third column shows the correct classification results obtained when using a non-linear 

classification (PNN) technique with different cr. using either (i) all 36 (tables 5-12 to 5-14) 

and (ii) the selected features (tables 5-16 to 5-18). The fourth column shows the average of the 

classification result for seen and unseen data. The last row shows average classification result 

for all data.
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5.3.1.1 Experimental results and analysis using 36 extracted features

Table 5-11 shows the best values of different cr. for triple classification using 36 features.

. "Lower/upper 

ji CT'; in lower • 7 
s v class ^ i >

syiLower/uppcrjif?! > ’ } » 
^ < 7 ,  in mixed/.

class'” v\

V Lower/mixed ’; -
: ■
( J  j in lower 

y c class'!

Lower/mixed 

CT, in mixed 
class

^Upper/mixed’ 6T,'y 
in upper class

■ Ugper/mixed CT,'--' 
in mixed class

31.66910 36.50039 40.30089 46.95132 33.11365 30.87433
33.21365 32.91449 42.10445 40.45395 33.09760 27.56992
35.98528 25.05902 38.40030 26.49945 20.65024 31.43430
34.22086 28.88814 43.28656 26.26551 21.56173 36.52140
25.6966 35.00917 47.94237 25.30436 11.36517 38.51632
31.72962 36.83665 40.01519 46.77799 32.07831 31.85892
35.71564 3.563994 50.06942 39.56078 32.81210 33.21455
31.19477 3.684172 45.96327 44.45081 28.07341 33.86134
33.09749 33.70813 43.48732 44.99848 29.79570 32.87055
31.71058 37.15968 40.47494 47.36407 33.12519 31.69331
31.59668 37.23329 40.33389 47.62987 33.07537 31.77327
31.91357 35.93845 37.00052 44.24160 32.25076 32.64724
30.21646 36.81034 39.20706 48.36870 3.11558 31.82481
30.52064 36.49550 36.30819 43.54169 31.55467 32.17488
36.21306 39.14792 58.59066 64.45274 48.24837 4.582945
41.23781 47.21730 68.00391 75.52854 35.73442 43.59700
40.45418 51.41041 74.76022 67.82258 40.51177 39.60755
50.29690 39.24159 62.94516 67.00644 48.09203 53.84457
47.82275 46.61158 49.90040 50.08594 45.09720 55.91957
54.64093 59.14819 86.64230 66.81278 63.44285 63.57912
46.78131 49.35349 65.84567 55.52525 50.22523 51.68060
31.39516 46.34556 73.66818 56.20340 48.12154 54.39196

45.505 58.66783 69.91064 71.23247 57.78916 67.22363
32.48761 27.93953 39.21604 43.95092 36.62340 23.18794
31.67121 37.23184 40.2831 47.64449 33.14543 31.73185
40.36785 24.66710 29.21175 3.097868 35.35132 16.94857
30.62371 36.69095 25.04309 44.47799 28.44528 30.24667
25.17725 18.73598 47.15635 28.58840 16.647491 12.01343
34.59646 34.31782 44.35184 43.48665 32.24041 32.72930
16.91427 79.99161 23.79367 25.7205 13.88777 12.75120
34.6101 22.43994 34.51756 17.45586 20.69082 38.47681
30.03060 23.58392 10.52882 10.07357 11.98927 14.24093
31.70338 33.31331 37.26071 31.86102 36.66826 22.76129
37.26955 23.61908 15.27425 31.31350 50.90226 10.68675
38.39426 29.05656 44.51663 57.74372 31.92841 31.51337
40.54235 31.06225 30.23730 48.70842 33.77714 16.03300

T able  5-11: Thirty-six different CT. for each low er/upper, mixed/lower and lower/mixed case classes using the

36 extracted features.

Table 5-11 shows the best values o f different cr. for each lower/upper, up per/mixed and

lower/mixed case classes obtained as explained in chapter 4. The error rate for upper/lower, 

upper/mixed and lower/mixed class is 0.24356, 0.16949 and 0.29464.



... . . ' .  1 raining sets T est sets n  r  %Ca eC‘ r  «•' 
0,1

Average ^

3612, 36u2 36u2 100.00% 97.50%
3612, 36u2 3612 95.00%
3612, 36u2 36ul 91.00% 85.00%
3612, 36u2 3611 79.00%

91.25%

Table 5-12: Classification result using all 36 features to discriminate between lower and upper case words using

different CT. .

Training sets TT est v
.'..-1 T.-ets

% Conect
■KT V • r-M - f  ' ^> Non-linear Classification 

134 .* fPNN'i
36m2, 36u2 36u2 100.00% 99.50%
36m2, 36u2 36m2 99.00%
36m2, 36u2 36ul 91.00% 88.00%
36m2, 36u2 36m l 85.00%

Overall 93.75%

Table 5-13: Classification result using all 36 features to discriminate between mixed and upper case words using

different CT. .

Training sets | f IScfe &wim |  
4. ’T T est sets ggS 1; .Non-linear Classification

-(PNN) T% ! H |
;%Correct ; 

Average

36m2, 3612 36m2 99.00% 97.50%
36m2, 3612 3612 96.00%
36m 2,3612 36m l 83.00% 81.00%
36m2, 3612 3611 79.00%

Yv 1 4 .^ -O y era ir -= '‘'^ .^ 3 :  ■ 89.25%

Table 5-14: Classification result using all 36 features to discriminate between mixed and lower case word using

different CT. .

Tables 5-12 to 5-14 show that the overall classification results are 91.25%, 93.75% and 

89.25% correct classification when classifying between lower/upper, mixed/upper and 

mixed/lower case word images respectively. The system can also achieve 97.50%, 99.50% and 

97.50% correct classification when the test set is the same as the training set and 85.00%, 

8 8 .0 0 % and 81.00% correct classification when the test set is different from training set.
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5.3.1.2 Experimental results and analysis using selected features

Table 5-15 shows the best values of different cri for each lower/upper, mixed/lower and 

lower/mixed case classes obtained as explained in chapter 4 section 4.3 using different 

number of selected features for each binary classification. The error rate for upper/lower, 

upper/mixed and lower/mixed class is 0.0, 0.16949 and 0.29464 respectively.

Lower/upper
' ST 1* u • in lower

V’C : ~ 'Vi,daSŜ  ̂  v !

Lower/uppe
r rr inr u  i in

Ciiipperclassrx

I Lower/mixed
•. - .
<TZ in lower

* clas 8 , Ic x

Lower/mixedgH ig* h.;* 
CT 1 in mixed

l l i l l i H f i l

Upper/mixecl :
/"jCF* in upper /
c C . fg f^yclas s

-Upper/mixed*-;
* * > f
1 * CTj m mixed
f%V"s':class4-.:rv

8.85866 8.85866 18.06529 18.32134 11.61462 1.74298
8.85866 8.8586 18.45531 15.46795 6.58615 6.42734
8.85866 8.85866 19.64883 13.83216 8.11549 12.96917
8.85866 8.85866 22.28540 14.91802 11.17791 11.86621
8.85866 8.85866 26.95118 15.68670 12.03900 9.89083
8,85866 8.85866 25.70221 19.71557 15.00805 10.80199
8.85866 8.85866 20.77041 16.56491 8.70104 18.99999
8.85866 8.85866 22.66996 21.56909 18.42362 11.55111
8.85866 8.85866 18.34385 18.38123 11.54051 11.09565
8.85866 8.85866 18.17623 18.55501 10.35323 11.91820
8.85866 8.85866 12.22191 21.35154 7.44281 7.26623
8.85866 8.85866 14.19849 19.30047 5.36526 4.34294
8.85866 8.85866 16.65969 17.39400 11.43165 10.15984
8.85866 8.85866 18.14806 18.47655 1.27919 8.89669
8.85866 8.85866 3.396840 17.90655 17.20104 12.79321
8.85866 8.85866 18.58524 17.89910 - -
8.85866 8.85866 23.98486 16.15866 - -
8.85866 8.85866 23.26921 13.92327 - -
8.85866 8.85866 11.16574 13.21324 - -
8.85866 8.85866 13.05373 14.09981 - -

- - 18.25853 23.10075 - -
- - 24.27331 22.58113 - -
- - 23.47320 28.11260 - -

T able 5-15: Different devalue for each lower/upper, mixed/lower and lower/mixed case classes using selected
features.
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lip i l  raining sets
y - yY<i

1 |  M |g j j §  811
T est sets

T iT T T T T T  ;T% S T  H

%Correct 
N on-linear Classification

§ ® 8 S t l l ® l  i s M l I I S I R S
20u2, 2012 20 u 2 97.00%' 98.00%
20u2, 2012 2012 99.00%
20u2, 2012 20ul 89.00% 84.50%
20u2, 2012 2011 80.00%

Overall 91.25%

Table 5-16: Classification result using the 20 selected features to discriminate between upper and lower case

word with different CT .

Training sets ■' T est sets'
%Gorrect 

Non-linearClassification,* |
%Correct 

f  T 4 Average ; T

15m2,15u2 15 u2 96.00% 94.00%
15m 2,15 u2 15m2 92.00%
15m2,15u2 15ul 90.00% 87.00%
15m2,15u2 15 m l 84.00%

90.50%

Table 5-17: Classification result using the 15 selected features to discriminate between mixed and upper case

word with different CT. .

Training sets
K i s

• " ' • ' . 
T est sets

%Correct 
T N on-linear Classification s

T | % -<f %Correct‘ y  > 
%V,v<" Average 7 rggJ

23m2, 2312 23m2 98.00% 96.00%
23m2, 2312 23612 94.00%
23m2, 2312 23m l 84.00% 77.50%
23m2, 2312 2311 71.00%

Overall
i f ® ! #  1 1 1  B l

86.75%

Table 5-18: Classification result using the 23 selected features to discriminate between mixed and lower case

word with different C T ..

Tables 5-16 to 5-18 show that the overall classification results are 91.25%, 90.50% and 

86.75% correct classification when classifying lower/upper, mixed/upper and mixed/lower 

case word images respectively using selected features. The system also achieved 98.00%, 

94.00% and 96.00% correct classification when the test set is the same as the training set and 

84.50%, 87.00% and 77.50% correct classification when the test set is different from training 

set.
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5.3.1.3 Comparison between using the selected and 36 extracted features

Figures 5-13 and 5-14 summarise the results of tables 5-12 to 5-14 (page 5-19) and 5-16 to 

5-18 (pages 5-21). Figure 5-13 shows the classification result when the test set is the same as 

training set and figure 5-14 shows the classification result when the training set is different to 

the test set.

100 .00%

95.00%
o
ro 90.00%o'E
<0 85.00%TO
g  80.00%op
t  75.00%QO
O 70.00% 
<0
TO 85.00% 
c
O  60.00% &
k- 55.00% 

50.00%

-36 extracted features
- - •  - -Selected features

mixed/upper 
Class categories

lower/mixedlower/upper

F igure 5-13: Comparison between tlie selected features and all 36 features using different CT for seen data.
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-“ 36 extracted features 
■ Selected features
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Figure 5-14: Comparison between the selected features and all 36 features using different CF. for unseen data.



These figures show that an improvement of 0.50%, 1.00% and 3.50% can be achieved in 

the classification of lower/upper, mixed/upper and mixed/lower when using 36 features in 

comparison to using the selected features while training set is different to the test set. Figures

5-13 and 5-14 show that the 36 features give better classification results than the selected 

features when using different cri values.

5.3.2 Triple Classification

Table 5-20 and 5-22 shows the experimental results obtained when using all 36 or the 25 

selected features for three class (upper, lower, mixed) case classification. The first column 

shows the samples that were used as the training data set whilst the second column shows the 

samples that were used as a test set. The third column in table 5-8 shows the correct 

classification results obtained when using the non-linear (PNN) classification technique using 

different cr. with 36 extracted features whilst column three shows the similar result when 

using the 25 selected features. Columns four, five and six then show the misclassification 

results in each category and the average of classification result for seen and unseen data. 

Finally the last row shows the overall classification result for all data.
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5.3.2.1 Experimental results and analysis using 36 extracted features

Table 5-19 shows the best values of different cr. obtained for each lower, upper and mixed

case class. The error rate for this experiment is 0.34282.

L o w er/u p p e r/m ix ed  

m  u p p e r Glass

| ^ i  -i |  L o w er/ u p p e r/m ix ed§  ' i r  ' |p g
gpl bti i - if  in  m ixed class g | c

34.60663 40.78809 40.15208
38.80092 30.51066 37.62117
28.4876 29.51596 23.55117

32.27446 35.90650 25.50454
36.43756 39.35751 13.68393
34.43485 41.80369 39.63732
46.10676 42.32424 33.89650
37.33797 43.55043 35.99928
40.94736 39.45335 36.77933
34.8720 42.02187 40.10461
34.65855 42.11689 40.24011
31.87318 37.78838 39.46066
32.97020 41.09790 40.34337
31.51717 40.99078 37.88076
48.44657 53.90671 45.34138
41.90354 60.49810 52.45157
60.23403 64.90404 55.47124
59.44048 48.28614 60.84754
47.24551 61.15829 49.31216
81.38790 77.06012 67.30111
60.49656 49.86284 50.00692
57.85636 52.43365 50.80648
73.18588 74.89508 61.25866
39.05878 25.48280 40.99422
34.68910 42.09919 40.27009
28.21441 20.89339 28.42728
24.98735 40.52817 36.32665
34.99968 13.27194 19.12642
41.03071 38.45952 36.96268
22.9680 8.95491 21.78347

45.44620 22.90310 19.82204
9.97458 13.05376 9.23380

38.38662 31.93748 34.40062
16.27195 13.75755 43.89245
34.79694 30.89873 51.49939
25.03110 17.87146 51.79355

T able 5-19: Thirty-six different CT(. for each lower, upper and mixed case class using 36 extracted features.



M isclassified words.

.T r a in in g ’
sots

£££$£& . T ' i
sets

.

i S M Snon-linear
(P N N )

lower case
As

uppercase
As

^IriUKedcase ■
%Coirect 

11 Average
1 V i  ’

3612, 36u2, 
36m2

3612 92.00% - 6.00% 2.00%

96.33%
3612, 36u2, 

36m2
36u2 100.00% 0 - 0

3612, 36u2, 
36m2

36m2 97.00% 1.00% 2.00% -

3612, 36u2, 
36 m2

3611 62.00% - 19.00% 19.00%

73.00%3612, 36u2, 
36m2

36ul 87.00% 7.00% - 6.00%

3612, 36u2, 
36m2

36m l 70.00% 28.00% 2.00% -

■ O verall. : 84.67%

Table 5-20: Classification results using all 36 features to discriminate between lower, upper and mixed case word

using different cr..

These results show that the PNN classifier using different (%■ achieves a 73.00% correct

case classification when the test set is different to the training set and a 96.33% correct 

classification when the test set is the same as the training set. This gives an overall 84.67% 

correct classification result.

5.3.2.2 Experimental result and analysis using the selected features

Table 5-21 shows the best values of different cr(- obtained for each lower, upper and mixed 

case class. The error rate for this experiment is 0.39681.
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: L ow er/upper/ inixe d 11
(J j in  lower class

P i  Loryer/upper/m ixed' 

m upper class

L ow er/upper/m ixed  

(J I in mixed clas s
21.72291 22.90424 23.82147
29.27063 15.52450 23.66054
29.82526 17.96224 21.31411
29.79063 28.50866 17.62378
23.03790 23.84364 22.87610
28.5845 28.53945 19.71792

25.34981 27.64416 20.18368
28.77008 24.06526 22.03334
22.74081 24.18985 23.44759
22.56603 24.30937 23.63730
18.99557 22.35720 21.58160
12.46167 22.45633 21.31705
14.10072 21.32987 20.24646
35.0381 44.62663 36.18569
33.48777 46.14005 31.75675
34.95456 34.36652 30.07377
16.56870 11.70558 16.32112
22.49589 24.27092 23.72664
20.72942 17.85299 22.68342
1.50826 21.90581 14.76931

26.68006 14.23823 16.09809
29.53675 17.62612 22.23733
25.11118 14.05060 19.30088
27.04151 17.22248 37.02396
25.53826 12.80108 26.65230

Table 5-21: Twenty-five different CJ(- for lower, upper and mixed case class using the selected features.

M isclassified words.

Training 
'■ sets'

n"■ . • * <v>. .

Testy m $ c 0 m i%e Sfegiv >- r upper case m ixedcasc
f - % Correct •J- 

Average

2512, 25u2, 
25m2

2512 93.00% - 6.00% 1.00%

92.67%2512, 25n2, 
25m2

25u2 99.00% 1.00% - 0

2512, 25u2, 
25m2

25m2 86.00% 9.00% 5.00% -

2512, 25«2, 
25m2

2511 62.00% - 22.00% 16.00%

71.67%2512, 25u2, 
25m2

25ul 84.00% 13.00% - 3.00%

2512, 25u2, 
25 m2

25m l 69.00% 22.00% 9.00% -

!
| 82.17%

Table 5-22: Three case classification results using the 25 selected features to discriminate between lower, upper

and mixed case word with different CX;. .

5
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Table 5-22 shows the experimental results obtained using 25 selected features for three 

class (upper, lower and mixed) classification. The system achieved 92.67% correct 

classification when the test set is the same as training set and 71.67% correct classification 

when the test set is different to the training set. This gives an overall 82.17% correct 

classification when using different cr. with the 25 selected features using different oy.

5.3.2.3 Comparison between using the selected and 36 extracted features

Figures 5-15 and 5-16 show that in a classification between upper/mixed and lower/mixed 

for seen data the classification result using 36 features is better than for lower/upper case 

words. In these figures x-axis line indicate the lower/upper (1), upper/mixed (2) and 

lower/mixed (3) case classes respectively. And for unseen data using the 36 extracted features 

gives better classification result than using 25 selected features.

100%

95%

O  75% o
o 70%0U)TOC0o
0

CL

55%

50%
lower/mixedlower/upper mixed/upper

Case categories

-4 -----36 extracted features
•  - -selected features

Figure 5-15: Comparison between the selected features and all 36 features with different CT. for seen data.
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-S3

t  70%

Q> 60%

lower/mixedlower/mixed mixed/upper 
Case categories

•36 extracted features
-  selected features

Figure 5-16: Comparison between the selected features and all 36 features with different CT,. for unseen data.

Figure 5-15 compares the experimental results obtained when using selected features to 

those obtained when using the 36 features when training set is the same as the test set. This 

comparison shows that a decrease of 1 .0 0 % and an improvement o f 1 .0 0 % and 1 1 .0 0 % can 

be achieved in a classification between lower, upper and mixed case word images when using 

36 features rather than the selected features for case classification on seen data respectively. 

An improvement of 3.00% and 1.00% can also be achieved in classification between upper 

and mixed case words respectively for case classification of unseen data.

The results for test sets 36ul and 25ul in tables 5-20 and 5-22 also show that when the 

training set is different to the test set the correct classification rate for upper case word images 

using the 25 selected features is the same as when using the 36 features. This indicates that the 

rest of the features are only needed for classification between the lower and mixed case word 

images.

5 2 ^
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5.4 Comparison between the selected and 36 extracted features in Triple 

Classification using P N N  method

The following table summarises the triple classification results achieved in the previous 

sections.

Training set is 
different with the

‘T f le s t s e t  | |

Iff Lowercase
‘-ft*

-fclf (iTp'JCom &>,

|  f  jUppercasetif-■ \ " :. v
W M  cr. r  ColmCF

ft ir-‘a  tr

ft TfM ixedcase% T''
; ■

CJ(. Com <T

Overall

g j l j j  jj.Com CT

Selected features 62.00%
54.00%

87.00%
93.00%

70.00%
57.00%

73.00%
68.00%

36 extracted 
features

62.00%
52.00%

84.00%
90.00%

69.00%
58.00%

71.67%
66.67%

T ab le  5-23: Comparison between classification results using different <Ji and common CT with selected 
features and 36 extracted features when the training set is different to the test set.

Training set is 
the same as test

Lowercase Uppercase r  M ixedcase
;Q ji CTy,' C oni

Overall

Com CT ,
A T  '

Selected features 92.00% 100.00% 97.00% 96.33%
89.00% 100.00% 88.00% 92.33%

36 extracted 93.00% 99.00% 86.00% 92.66%
features 86.00% 98.00% 90.00% 91.33%

T ab le  5-24: Comparison between classification results using different CTj and common (J  with selected 

features and 36 extracted features when the training set is the same as the test set.

5.4.1 36 Extracted features

The experimental result given in tables 5-23 and 5-24 show that in triple classification an 

improvement of 1 0 .0 0 % and 1 1 .0 0 % is achieved in the classification of lower and mixed case 

words using different cr. in comparison to using the common cr when the training set is 

different to the test set. However, a decrease of 6.00% is achieved in the classification of 

upper case words. These tables also show that an improvement of 7.00% and 1.00% is 

achieved for lower and upper case words in triple classification when using different CF;- 

comparison to the common cr when the training set is the same as the test set. A decrease of 

4.00% is also achieved for mixed case words.



Overall then, these tables show that using different (T- values with all 36 features can help 

the classifier to discriminante between lower and mixed case word images better than when 

using common cr with all 36 features.

5.4.2 Selected features

The experimental results shown in tables 5-23 and 5-24 show that in triple classification an 

improvement of 8.00% and 13.00% is achieved in the classification of lower and mixed case 

words when the training set is different to the test set using different <7i in comparison to 

using the common cr values. However, a decrease of 6.00% is achieved in classification of 

upper case words in triple classification. These tables also show that an improvement of 

3.00% and 9.00% is achieved when using different O i compared to using the common 

cr when the training set is the same as the test set.

5.5 Multiple Linear Classification (MDA)

Tables 5-25 to 5-27 show the experimental results obtained using all 36 extracted features 

to classify between upper/lower, upper/mixed and lower/mixed case word images when 

using the multiple linear discriminant analysis technique. The first column shows the samples 

that were used as the training data set while the second column shows the samples that were 

used as a test set. The third column shows the correct classification results.



Training sets

fey,

T est sets
%Correcl
Average

3612, 36u2 36u2 93.00% 92.50%
3612, 36u2 3612 82.00%
3612, 36u2 36ul 90.00% 84.00%
3612, 36u2 3611 78.00%

ATOverall;' '.“ f . 88.25%

Table 5-25: Classification result using all 36 features to discriminate between lower and upper case word images
with the MDA technique.

' 1 T v - : ; 
Training sets Test sets

1 * r e c t  
Linear Classification

,p.(MDA) H
36m2, 36u2 36u2 93.00% 88.50%
36m2, 36u2 3 6 m2 84.00%
36m2, 36u2 36ul 91.00% 87.50%
36m2, 36u2 36m l 84.00%

?Si8 |N ®
: \  \  '■■.'A

88.00%

Table 5-26: Classification result using all 36 features to discriminate between mixed and upper case word images
with the MDA technique.

* ■“*- jjt  ̂ £r |  T d J § "
* - . Training sets ? w ’

pPjti‘.ft
ti , T est sets §
W m m  1 m m

^ l /^ ^ b y o C o r r e c t ,^  ggg
| | | . Linear Classification g | |  
H H R n K  (MDA) %%

%Correct
Average

36m2, 3612 36m2 77.00% 77.50%
36m2, 3612 3612 78.00%
36m2, 3612 36m l 77.00% 75.50%
36m2, 3612 3611 74.00%

*- IS  * Overall f  s* 76.50%

Table 5-27: Classification result using all 36 features to discriminate between mixed and lower case word images
with tire MDA technique.

The overall binary classification using 36 features in MDA technique is 88.25%, 88.00% 

and 76.50% respectively for classification between upper/lower, upper/mixed and 

lower/mixed case words. This system can achieve 92.50%, 88.50% and 77.50% correct 

classification when the test set is the same as training set and 84.00%, 87.50% and 75.50% 

correct classification when the training set is different to the test set.
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Tables 5-28 to 5-30 show the experimental result obtained when using the selected 

features with the MDA technique detailed in table 3-2 page (3-20). The overall binary 

classification rate when using selected features in the MDA technique is 80.50%, 85.25% and 

75.00% for classification between upper/lower, upper/mixed and lower/mixed case words. 

This system also achieved 81.50%, 85.50% and 75.50% correct classification when the test set 

is the same as training set and 79.50%, 85.00% and 74.50% correct classification when the 

training set is different to the test set.

Training sets
fj; ^  th  •“* w‘2fc.

T est sets
■ %Correct 

Linear Classification  
(MDA)

%Correct
Average

20u2, 2012 20u2 84.00% 81.50%
20u2, 2012 2012 79.00%
20u2, 2012 20ul 84.00% 79.50%
20u2, 2012 2011 75.00%

Overall 80.50%

Table 5-28: Classification result using the selected 20 features to discriminate between upper and lower case
word images with die MDA technique.

Training sets T est sets
%Correct 

Linear Classification  
(MDA)

. > %Correct
AverageM ^^p

15m2,15u2 15u2 90.00% 85.50%
15m2,15u2 15 m2 81.00%
15m2,15u2 15ul 87.00% 85.00%
15m2,15u2 15ml 83.00%

Overall 85.25%

Table 5-29: Classification result using the 15 selected features to discriminate between mixed and upper case
word images with the MDA technique.

'
^  I Training sets ! | f  5
• :

Test sets
 ̂ .. . : •

%Correct 
Linear Classification  

(MDA)

%Correct
Average

23m2, 2312 23 m2 74.00% 75.50%
23m2, 2312 23612 77.00%
23m2, 2312 23m l 75.00% 74.50%
23m2, 2312 2311 74.00%

Overall 75.00%

Table 5-30: Classification result using the 23 selected features to discriminate between mixed and lower case
word images with the MDA technique.
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5.6 Comparison between the linear and non-linear method for binary case 

classification

Tables 5-31 and 5-32 summarise die binary classification result using MDA and PNN 

techniques.

Training set is the same 
i ,1 ,  as test seth x l  TAf 
: ; % v. ■ •

U pper/Low er

f i l l  i | § B
Cot vi CF ■ , MDA

w 1

% Ujppet/M ixed' §1
 ̂ D ir cr : ■

‘Com c r f f ^  c / V  MDA

J! H  M ixed/Low er  

I h l  CF(

o m  CF MDA

Selected features
98.00%

100.00% 81.50%

94.00%

91.50% 85.50%

96.00"/,,

96.00% 75.50

36 extracted features
97.50%

97.00% 92.50%

99.50%

98.50% 88.50%

97.50%

97.00% 77.50%

Table 5-31: Comparison between the classification results when (i) PN N  with using different CF;. , 

(ii) PN N  using common CF and (iii) MDA techniques, when the training set is the same as test set.

Training set is different., 
to the test set

: . •' . " '

4 U pper/L ow er V  |

c;. u n  a  ■ ■ M D A

U pper/M ixed

WA r- Ct 1 \  |  s~ 
Com CT, 7  ̂ MDA

f v M ixed/L ow er |  I 

- 1
Com CF MDA

s c - ' ■%;?'•?>•--“ri <*'. ' «v.% % ..

Selected features
84.50%

100.00% 79.50%

87.00%

85.00%, 85.00%

77.50%

77.00% 74.50%,

36 extracted features
85.00%

83.50% 84.00%

88.00%,

84.50%, 87.50%

81.00%,

73.00% 75.50%

Table 5-32: Comparison between the classification results when (i) PN N  using different CF.,
( i i )  PN N  u s i n g  c o m m o n  CF a n d  ( i i i )  MDA t e c h n i q u e s ,  w h e n  t h e  t r a i n i n g  s e t  i s  d i f f e r e n t  t o  t h e  t e s t  s e t .
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5.6.1 36 Extracted features

The experimental results given in table 5-31 and 5-32 (page 5-33) show that the 

classification rate using the PNN system achieved an improvement of 1.00%, 0.50% and 

5.50% with different <Ji and a decrease of 0.50%, 3.00% and 2.50% with common or when

compared to the MDA technique for classification between lower/upper, upper/mixed and 

lower/mixed case words where the test set is different to the training set.

The experimental results given in table 5-31 also show that the classification rate using the 

PNN system achieved an improvement of 5.00%, 11.00% and 20.00% with different crj and 

an improvement of 4.50%, 10.00% and 9.50% with common ex compared to the MDA 

technique for classification between lower/ upper, upper/mixed and lower/mixed case words 

where the test set is the same as the training set.

The experimental results given shown in tables 5-31 and 5-32 show that an increase of 

1.50% and 3.50% and 8.00% is achieved when using different (Ji in comparison to using the 

common or for classification between lower/upper, mixed/upper and mixed/lower 

respectively when the training set is different with the test set. An improvement of 0.50%, 

1.00% and 0.50% is achieved when using different cri in comparison to using the common a  

when the test set is the same as training set. Overall then, these experiments show that using 

different ori with 36 extracted common features helps the classifier to discriminate between 

lower/upper, upper/mixed and lower/mixed case words compared to using a common <7 

with the 36 features.
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5.6.2 Selected features

The experimental results given in table 5-32 show that a classification using the PNN 

system achieved an improvement of 5.00%, 2.00% and 3.00% with different cr,- and an 

improvement of 20.50%, 0% and 2.50% with common cr compared to the MDA technique 

for classification between lower/upper, upper/mixed and lower/mixed case words when the 

test set is different to the training set.

The experimental result given in table 5-31 show that classification using PNN achieved an 

improvement of 16.50%, 8.50% and 21.50% using different cr,- and an improvement of 

18.50%, 6.50% and 20.5% using common cr compared to the MDA technique for 

classification between lower/upper, upper/mixed and lower/mixed case words when the 

training set is the same as the test set.

Overall then, these experiments show that when using the selected features the best 

classification result for upper/lower case word images is by using common cr. However 

using different cr,. values does help the classifier to better discriminate between upper/mixed 

and lower/mixed.

5.7 Conclusion

Two methods for the case classification of the word images are described (MDA and 

PNN) and a comparison between these two methods is presented. The experimental results 

using MDA and PNN techniques with different cr(. and common cr show that the PNN

technique using different cr. values gives the best classification result and that the PNN 

technique with common cr gives nearly the same classification result as MDA technique.



Selected features for classification of lower/upper case words using PNN with common cr 

gave the best classification result but all 36 features are needed for classification of 

lower/mixed and upper/mixed case words to give a better result. More discussion about 

zoning information is given in Appendix B.
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6. PREDICTION OF LEGIBILITY BASED O N EXISTING  

RECOGNISER

6.1 Introduction

Many methods have been developed for handwriting recognition and, in general, they all 

attempt to deal with poorly written handwriting [HAMANAKAOO]. Indeed, Coates, Baird and 

Fateman [COATESOl] have shown experimentally that there are a variety of images, which 

though legible to human readers are illegible to several of the best present day optical 

character recognition systems. In this work it has therefore been hypothesised that one way of 

helping cursive script recognition would be to detect writing style prior to the recognition 

stage in order to choose the best recogniser for the given writing style. In this work the 

concept of style classification is introduced and the various aspects o f its definition in 

quantitative terms are discussed. To provide a starting point, style has been defined in terms of 

recogniser specific legibility. In this way the best recogniser could be selected for a given style of 

writing using a prediction of legibility based on a given recogniser’s previous performance. This 

research therefore focuses on the problem of classifying word images as legible, illegible or 

middling prior to die recognition stage. An independent handwriting style classifier has been 

designed that, in principal, can be used to select the best recognizer for a given style of 

writing. For this purpose a definition of recogniser specific handwriting legibility has been 

defined and a method has been implemented that can predict this legibility [EBADIANO'l].

In chapter 5 a MDA and a PNN based on the Bayes strategy technique were proposed 

for case classification. In this chapter both methods are applied to the task of classifying 

words into legible, illegible or middling prior to the recognition stage. A comparison between 

the two classification techniques can thus be given.
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6.2 Definition of Legibility

Up until now handwriting legibility has been defined purely in human terms. However, 

since the ability of a machine-based recogniser differs significantly from that of a human being 

[COATESOl], any definition of legibility should be based on the recognition system. O f 

course, similar to that of a human being, the definition of legibility is a debatable issue. 

However at the time of writing 110 reference to a machine based definition of legibility has 

been found in the literature, which is probably not surprising considering the novelty of this 

concept.

Our definition of handwritten legibility has therefore been based on our existing 

recogniseris (HVBC) performance [SHERKAT99], HVBC is a holistic word level recogniser 

that uses three features namely, Holes, Vertical bars and Cups. However, this definition of 

legibility can be extended to any available recogniser. Figure 6-1 shows that almost all correct 

words are located in a top 10 position. Thus legible words are defined as those that are likely 

to be placed in the top 10 of the correct word list with a score of 75% or greater. Illegible 

words are defined as those that would produce a list containing the correct word, any where in 

the word list with a score of less than 45%. Middle words (those between legible and illegible) 

are then defined as those that would produce a list containing the correct word with a score of 

45% to 75%.
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Rank of correct words

Figure 6-1: All correct words regardless of rank.

These thresholds have been selected and merely provide a starting point. They can be 

changed depending on the application in which they are to be used [MADHVANATH01]. 

The following experiments show the results of binary style classification followed by triple 

style classification. The style classification technique was applied on our existing data set, 

which consists of scanned images obtained from eighteen writers each containing 150 words 

at 200x100 dpi resolution. Initially the system is trained 011 the LEGTR11 (legible training 

words), ILLEGTRn (illegible training words) and MiddleTRn (middle training words) sets 

containing all 2456 words in the training set. The classification system was then tested with (1) 

the same data set: LEGTR11, ILLEGTRn and MiddleTRn and (2) a different data set, 

LEGTEn (legible test words), ILLEGTEn (illegible test words) and MiddleTEn (middle test 

words). This latter set containing 518 words, Note that 11 in the name of the data sets 

(LEGTRn, ILLEGTRn, MiddleTRn, LEGTEn, ILLEGTEn and MiddleTEn) shows the 

number of features and TR and TE indicate the training and test sets respectively. In this 

chapter the x-axis, y-axis and z-axis lines in figures 6-2 to 6-7 (pages 6-5, 6 -6 , 6 -8  and 6-9), 

figures 6-10 (page 6-13) and 6-11 (page 6-14) indicate the number of segmented sigma’s range
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and the estimated error in each region respectively (see chapter 4). Sigma’s range and error 

function are shown in the tables under each figure.

6.3 P N N  Style Classifier U sing a Common cr

6.3.1 Binary Classification

Tables 6-1 to 6-6  (pages 6-6 , 6-7, 6-9 and 6-10) show the two class (binary) classification 

results obtained when using non-linear classification (PNN) techniques based on the selected 

values of common cr . The first column in these tables shows the samples that were used as

the training data set whilst the second column shows the samples that were used as a test set. 

The third column shows the correct classification results obtained when using a non-linear 

classification (PNN) technique with common cr using all of the 36 features (table 6-1 to 6-3)

or selected features (tables 6-4 to 6 -6). The fourth column shows the average of correct 

classification results when the system was tested with seen or unseen data. The last row shows 

the average classification result for all with common cr .

6.3.1.1 Experimental Results and Analysis Using 36 Extracted Features

The results shown in figures 6 -2  to 6-4 indicate that the best value of <T lies within the 

3.3598 to 8.8587 interval. It is calculated as 5.47436 for the case of legible and illegible words 

with an error rate of 0.03836. The (7  value lies within the 0.01 to 5.4556 interval and is 

calculated as 0.01385 for middle and illegible words with an error rate of 0.09580. For 

classification between legible and middle words the <J value lies within the 2.6367 to 8.85870 

interval and is calculated as 7.11064 with an error rate of 0.42720.

0 4
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Figure 6-2: Error estimation o f common CT for a classification between legible and illegible handwriting using
36 extracted features ( CT =5.47436).
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F igure 6-3: E rror estimation of common CT for a classification between middle and illegible handwriting using
36 extracted features (CT =0.01386).
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F
igure 6-4: Error estimation o f common CT for a classification between middle and legible handwriting using 36

extracted features (CT =7.11064).

Training set . T est set % Correct Classification  
result (co m m o n ‘<7 ) v

%Correct
Average

LEGTR36, ILLEGTR36 LEGTR36 99.00% 99.50%
LEGTR36, ILLEGTR36 ILLEGTR36 100.00%
LEGTR36, ILLEGTR36 LEGTE36 69.00% 79.50%
LEGTR36, ILLEGTR36 ILLEGTE36 90.00%

Overall ?
HI H  it %

89.50%

T able 6-1: Classification results using 36 extracted features to discriminate between legible and illegible 
handwriting using common CT (CT =5.47436).

Training set
' 4 V  1 1

■ T est set
81 m  I  - i It*

. % Correct Classification d: 
. result (com m on CT ) ' ;

" %Correct ’ - 
Average

LEGTR36, MiddleTR36 LEGTR36 100.00% 99.50%
LEGTR36, MiddleTR36 MiddleTR36 99.00%
LEGTR36, MiddleTR36 LEGTE36 81.00% 65.50%
LEGTR36, MiddleTR36 M iddleTE36 50.00%

p |  ; ; ; X ;  overall p ig f  m  S 82.50%

T able 6-2: Classification results using 36 extracted features to discriminate between legible and middle 
handwriting using common CT (CT =7.11064).
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Training set
i t  m  § P P P ¥ iiii result(coinm on CT ) ■

;%Correc€ -
v * » mk I Average

MiddleTR36, ILLEGTR36 MiddleTR36 99.00% 99.50%
MiddleTR36, ILLEGTR36 ILLEGTR36 100.00%
MiddleTR36, ILLEGTR36 MiddleTE36 52.00% 76.00%
MiddleTR36, ILLEGTR36 ILLEGTE36 100.00%

Overall 87.75%

Table 6-3: Classification result using 36 extracted features to discriminate between middle and illegible 
handwriting using common (7  (CT =0.01386).

Tables 6 -1 , 6 -2  and 6-3 show that the average classification result is 89.50% , 82.50% and 

87.75% when classifying between legible/illegible, legible/middle and illegible/middle word 

images respectively using 36 extracted features. The system can also achiev 99.50%, 99.50% 

and 99.50% correct classification when the test set is the same as the training set and 79.50%, 

65.50% and 76.00% correct classification when the test set is different to the training set,

6.3.1.2 Experimental Results and Analysis Using The Selected Features

The results shown in figures 6-5 to 6-7 indicate that the best value of cr lies within the 

0.0001 to 0.001 intervals for legible/illegible word style classification. It is calculated as 

0.00066 with an error rate of 0.03445. The common cr value lies within the 0.0001 to 0.001 

interval for middle/illegible word classification and is calculated as 0 .0 0 0 1  with an error rate of 

0.0956. For legible and middle words the common cr value lies within the 0.0001 to 0.01 

interval and is calculated as 0.0015 with an error rate of 0.3785.
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Figure 6-5: Error estimation o f common CT for a classification between illegible and legible handwriting using
16 selected features (CT =0.00066).
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Figure 6-6: Error estimation of common CT for a classification between middle and legible handwriting using
15 s e l e c t e d  f e a t u r e s  (C T  =0.00150).
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Figure 6-7: Error estimation o f common CT for a classification between middle and illegible handwriting using
13 selected features (CT =0.0001). £

Training set T est set % Correct Classification “ 
result (com m on er ) |

%Correct' | 
'Average 5 ,

LEGTR16, ILLEGTR16 LEGTR16 99.00% 99.50%
LEGTR16, ILLEGTR16 ILLEGTR16 100.00%
LEGTR16, ILLEGTR16 LEGTE16 93.00% 78.00%
LEGTR16, ILLEGTR16 ILLEGTE16 63.00%

Jj |§  1 H  O verall'’ ^  |  f l  ' „ 87.75%

Table 6-4: Classification result using 16 selected features to discriminate between legible and illegible 
handwriting using common <7 (<T =0.00066).

Training set
‘ '

I m g  IfJ lT eH  set ■ . • - X1 % Correct Classification^ 
Sfj||j result (coinm on CT.) p

%Correct 
Average t

LEGTR15, MiddleTR15 LEGTR15 100.00% 100.00%
LEGTR15, MiddIeTR15 M iddleTRlS 100.00%
LEGTR15, MiddleTR15 LEGTE15 88.00% 70.50%
LEGTR15, MiddleTR15 MiddleTE15 63.00%

85.25%

Table 6-5: Classification result using 15 selected features to discriminate between legible and middle handwriting
using common CT (CT =0.00150).
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Training set * 1 »t« ■‘-'-as-'§§Tes t setssl , > • ' % Correct "Classification 
|  result (commdnfcrOT''' -

%Correct 
1 $ff Average |

MiddleTR13, ILLEGTR13 MiddleTR13 99% 99.5%
MiddleTR13, ILLEGTR13 ILLEGTR13 100%
MiddleTR13, ILLEGTR13 MiddleTE13 60% 80%
MiddleTR13, ILLEGTR13 ILLEGTE13 100%

.f,*! 1 O v e r a l l ' 89.75%

T able 6-6: Classification result using 13 selected features to discriminate between illegible and middle 
handwriting using common (7 ( (7 =0.0001).

Tables 6-4, 6-5 and 6 -6  show that the average classification result is 88.75%, 85.25% and 

89.75% when classifying between legible/illegible, legible/middle and illegible/middle word 

images respectively using selected features. This can be broken down into 99.50%, 100.00% 

and 99.50% correct classification when the test set is the same as the training set and 78.00%, 

70.50% and 80% correct classification when the test set is different to the training set.

6.3.1.3 Comparison Between Using The Selected and 36 Extracted 

Features

Figures 6 -8  and 6-9 summarise the results from tables 6-1 to 6 -6  (pages 6 -6 , 6-7, 6-9 and 

6-10). Figure 6 -8  shows the classification result when the training set is the same as the test set 

and figure 6-9 shows the classification result when the training set is different to the test set.
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100.00%
95.00%

90.00%

85.00%

80.00%

75.00%

70.00%

65.00%

60.00%

55.00%

50.00%

■— 36 extracted features 
“ Selected features

legible/illegible legible/middle 
Legible categories

illegible/middle

F igure 6-8: Comparison between die selected and 36 extracted features using comm on O  for seen data.

.0 0 %

.0 0 %

.0 0 %

85.00%

.0 0 %

.00%

70.00%

65.00%

.00%

.00%
50.00%

legible/illegible legible/middle illegible/middle

• 36 extracted features
•  - -Selected feratures

Legible categories

Figure 6-9: Comparison between the selected and 36 extracted features using common O  for unseen data.

Figure 6-8  shows that when classifying between legible/illegible, legible/middle and 

illegible/middle there is virtually no difference using 36 features and the selected features 

when the test set is the same as the training set.

M
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Figure 6-9 shows that when classifying between legible/illegible, legible/middle and 

illegible/middle an improvement of 1.50%, 5.00% and 4.00% can be achieved by using the 

selected features rather than all 36 features when the test set is different with the training set.

6.3.2 Triple Classification

Tables 6-7 and 6-8  (page 6-13 and 6-15) gives the results for the 3 class data sets. The first 

column shows the samples that were used as the training data set whist the second column 

shows the samples that were used as the test set. The third column shows the correct 

classification results obtained when using the non-linear classification technique with common 

<J using (i) all 36 features (table 6-13) and (ii) selected features (table 6-14). The fourth, fifth,

sixth and seventh columns show the misclassification results in each category and the average 

classification result for seen and unseen data. The last row shows the overall classification 

result for all with common cr .

6.3.2.1 Experimental Results and Analysis Using 36 Extracted Features

For three class style classification the best common cr value is 0.001, which lies within 

the 0.001 and 0.0018 interval, with an error rate of 0.33379. The details are shown in figure 6 - 

10 .
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Figure 6-10: E rror estimation o f common CJ for a classification between legible, illegible and middle 
handwriting using 36 extracted features ( (7  =0.001).

%Misclassification words

.. a li i  ■ I..'r'■
Training files le s t  

files •

%Correct

1 1  (P & N ), j j
As. "

rLegible ■

i l i l R f t H v i c

.y/%Gorrefct. ■; 
Average

i t s  v  M  v .
LEGTR36,

ILLEGTR36,M
iddleTR36

LEGT
R36

100.00% 0 0

99.67%
LEGTR36,

ILLEGTR36,M
iddleTR36

ILLEG
TR36

100.00% 0

LEGTR36,
ILLEGTR20,M

iddleTR36

Middle
TR36

99.00% 1.00% 0

LEGTR36,
ILLEGTR36,M

iddleTR36

LEGT
E36

72.00% 10.00% 18.00%

67.33%
LEGTR36,

ILLEGTR36,M
iddleTR36

ILLEG
TE36

83.00% 17.00% 0

LEGTR36,
ILLEGTR36,M

iddleTR36

Middle
TE36

47.00% 51.00% 2.00%

.1. Overall , 83.50%

Table 6-7: Classification results using 36 features to discriminate between legible, illegible and middle 

handwriting word images using common <J (CT =0.001).
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The experimental results given in table 6-7 show that a classifier based on the 

probabilistic neural network (PNN) using a common cr value of 0.001 can achieve an overall 

correct style classification of 67.30% when the test set is different to the training set. The 

system can also be seen to achieve a 99.70% correct classification when the test set is the same 

as the training set. This gives an overall correct classification of 83.50% for the three classes.

6.3.2.2 Experimental Results and Analysis Using The Selected Features

For three class style classification using 20 features the best common cr value is 

22.22464, which lies within the 16.23780 and 29.76350 interval, with an error rate of 0.60362. 

The details are shown in figure 6-11.

0.9

ll>
CDCrocr
CDro
EU)w

20

0.01 0.01 0.02 0.04 0.07 0.13 0.23 0.78 1.44 2.64 4.83 29.f 54.( 1000.43s— Sigm a’s  R ange

Estimated Error 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.85 0,72 0.61 0.61 0.660.64

Number of segmented sigma's region

Figure 6-11: Error estimation o f common CT for a classification between legible, illegible and middle words

using 20 extracted features (CT = 22.22464).
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%Misclassification words

■: . ' - '. ■' : 
Training files Test

files

i f  J/oCbrfect'|iy; 
non-linear ^  

(P N N )
AS Legible

Wm  |ft/-V*

fp§
^ As Illegible

E f f l l f K E S

As Middle i %Correct • 
Average

LEGTR20,
ILLEGTR20,M

iddleTR20

LEGT
R20

88.00% 7.00% 5.00%

66.00%
LEGTR20,

ILLEGTR20,M
iddleTR20

ILLEG
TR20

71.00% 26.00% 3.00%

LEGTR20,
ILLEGTR20,M

iddleTR20

Middle
TR20

39.00% 46.00% 15.00%

LEGTR20,
ILLEGTR20,M

iddleTR20

LEGT
E20

76.00% 5.00% 19.00%

46.00%
LEGTR20,

ILLEGTR20,M
iddleTR20

ILLEG
TE20

42.00% 45.00% 13.00%

LEGTR20,
ILLEGTR20,M

iddleTR20

Middle
TE20

20.00% 44.00% 36.00%

. -'Overall > 56.00%

Table 6-8: Classification result using 20 selected features to discriminate between legible, illegible and middle 

handwriting word images using common CT ((7 =22.22464).

The experimental results given in table 6-8  show that a classifier based on probabilistic 

neural network (PNN) using a common cr value of 22.22464 can achieve an overall correct 

style classification of 46.00% when the test set is different to the training set. This result is 

poor and the system achieves 76.00% correct classification for legible words but it is very poor 

for classifying illegible and middle. It is suggested to introduce some new features to improve 

this classification. The system can also be seen to achieve a 66.00% correct classification when 

the test set is the same as the training set using 20 selected features. This gives an overall 

56.00% correct classification for the three classes.
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6.3.2.3 Comparison Between Using The Selected and 36 Extracted 

Features

Figures 6-12 and 6-13 summarise the results of tables 6-7 and 6 -8  (page 6-13 and 6-15). 

Figure 6-12 shows classification result when the training set is the same as the test set and 

figure 6-13 shows the classification results when the training set is different to the test set. In 

these figures 1,2 and 3 on the axis line indicates the legible, illegible and middle classifications 

respecdvely.

40%

30%

20%

10%

. - #  - -Selected features 
——♦——36 extracted features

legible illegible  
Legible categories

middle

F igure 6-12: Comparison between using the selected and 36 extracted features using with common (7  for seen

data.
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legible illegible 
Legible catagories

middle

- - •  - -Selected features 
— ■---- 36 extracted features

Figure 6-13: Comparison between using the selected and 36 extracted features with common CT for unseen

data.

Figure 6-12 shows that in triple classification an improvement of 12.00%, 29.00% and 

60.00% can be achieved for legible, illegible and middle by using all 36 features rather than the 

of 2 0  selected features when the test set is the same as training set.

Figure 6-13 also shows that in triple classification an decrease of 4% and an improvement 

41.00% and 27.00% can be achieved for legible, illegible and middle classification by using all 

36 features rather than the 20 selected features when the test set is different with the training 

set.

6.4 P N N  Style Classifier U sing Different cr,

6.4.1 Binary Classification

Tables 6-10 to 6-12 (page 6-19 and 6-20) and 6-14 to 6-16 (page 6-22) show the 

classification results obtained when using a non-linear classification (PNN) technique with the 

different values of <Ji {i = l,2 ,’--,36). The first column in these tables show the samples that 

were used as the training data set whilst the second column show the correct classification
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result obtained when using a non-linear classification (PNN) technique with different ca

using (i) all 36 features (tables 6-10 to 6 -12) or (ii) selected features (tables 6-14 to 6-16).

6.4.1.1 Experimental Results and Analysis Using 36 Extracted Features

Table 6-9 shows different value of cr- in binary classification using 36 features.

L egib le/

^Illegible cq  8
* - u i p E G ^ r  
-f class > •

3 1 ‘ * 1

L egib le/. 
(illegible .. y,

a  I in 
Illegible ‘ 

class*-v ,

M iddle/ 
Illegible «

. •" A
Middle class

i i

11 f i d d l e /  11|  
Illegible
in Illegible

i  1 class' " &
/  -

h  ^Legible/ ' 

M iddle CT: in J 
*7 leg ib le  Class

L egib le/ •
Middle CT- in ^1
Middle Class ;

.-'dd Xit'- ' i 1.TV*

62.332247 0 1.426 1.45026 0.031938 0.033382
61.767636 0 1.426 1.45026 0.031938 0.033382
56.440787 3.775868 1.426 1.45026 0.031938 0.033382
57.151096 3.304562 1.426 1.45026 0.031938 0.033382
57.389402 1.357227 1.426 1.45026 0.031938 0.033382
62.366072 0 1.426 1.45026 0.031938 0.033382
59.681608 1.114038 1.426 1.45026 0.031938 0.033382
60.975208 0 1.426 1.45026 0.031938 0.033382
59.748686 2.086025 1.426 1.45026 0.031938 0.033382
62.580416 0 1.426 1.45026 0.031938 0.033382
62.638468 0 1.426 1.45026 0.031938 0.033382
60.474392 0 1.426 1,45026 0.031938 0.033382
61.386263 0 1.426 1.45026 0.031938 0.033382
61.388439 0 1.426 1.45026 0.031938 0.033382
38.042082 22.221027 1.426 1.45026 0.031938 0.033382
46.292339 16.076158 1.426 1.45026 0.031938 0.033382
29.98878 14.277587 1.426 1.45026 0.031938 0.033382

28.685453 29.923836 1.426 1.45026 0.031938 0.033382
46.425980 13.598515 1.426 1.45026 0.031938 0.033382
14.344564 46.641445 1.426 1.45026 0.031938 0.033382
35.742673 23.736243 1.426 1.45026 0.031938 0.033382
41.023238 17.073676 1.426 1.45026 0.031938 0.033382
23.631395 36.951962 1.426 1.45026 0.031938 0.033382
52.113523 6.516233 1.426 1.45026 0.031938 0.033382
62.667461 0 1.426 1.45026 0.031938 0.033382
52.285391 5.920513 1.426 1.45026 0.031938 0.033382
62.022171 0 1.426 1.45026 0.031938 0.033382
51.143473 13.117231 1.426 1.45026 0.031938 0.033382
62.613546 0 1.426 1.45026 0.031938 0.033382
36.051134 24.204868 1.426 1.45026 0.031938 0.033382
46.400312 15.415807 1.426 1.45026 0.031938' 0.033382
35.700545 21.019975 1.426 1.45026 0.031938 0.033382
49.205683 14.911681 1.426 1.45026 0.031938 0.033382
44.872470 18.381896 1.426 1.45026 0.031938 0.033382
46.035568 8.510058 1.426 1.45026 0.031938 0.033382
45.938374 11.682932 1.426 1.45026 0.031938 0.033382

Table 6-9: Thirty-six different CTi for each legible, illegible and middle class using 36 extracted features.

0 18
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Table 6-9 shows the best values of different cr- obtained for each legible, illegible and

middle style classification with an error rate of 0.16901, 0.08743 and 0.15428 for 

legible/illegible, middle/illegible and legible/middle respectively. The first and second 

columns show the different crf. values for legible/illegible classification, the third and fourth 

columns show the different cr̂  values for middle/illegible classification and the fifth and sixth 

columns show the different cri values for legible/middle classification.

- — '.. . , , ...Sj ' g % #T est ie t  - 7 1
,

■:T  j?-; ’J

% Correct 
Average

LEGTR36, ILLEGTR36 LEGTR36 99.00% 99.50%
LEGTR36, ILLEGTR36 ILLEGTR36 100.00%
LEGTR36, ILLEGTR36 LEGTE36 90.00% 86.50%
LEGTR36, ILLEGTR36 ILLEGTE36 83%

Ml MM m  5 I  i
93.00%

Table 6-10: Classification result using 36 extracted features to discriminate between illegible and legible

handwriting using different CT(- .

Training set S 1 "^t-^Test set § . .p ' Gofrect Classificatioii ;. ... .■

(different (7,- )

% Correct 
Average/";'

LEGTR36, MiddleTR36 LEGTR36 100.00% 99.50%
LEGTR36, MiddleTR36 MiddleTR36 99.00%
LEGTR36, MiddIeTR36 LEGTE36 81.00% 65.50%
LEGTR36, MiddleTR36 MiddleTE36 50.00%

Overall 82.50%

Table 6-11: Classification result using 36 extracted features to discriminate between middle and legible

handwriting using different (T(- .

(> 19
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|  Training set

% — r "

% Correct 
Average" *T

MiddleTR36, ILLEGTR36 MiddleTR36 99.00% 99.50%
MiddleTR36, ILLEGTR36 ILLEGTR36 100.00%
MiddleTR36, ILLEGTR36 M iddleTE36 98.00% 90.50%
MiddleTR36, ILLEGTR36 ILLEGTE36 83.00%

P  g§ ^f»QveralIir% |  | | |
-> ft

95.00%

Table 6-12: Classification result using 36 extracted features to discriminate between middle and illegible

handwriting using different CT(-.

Tables 6-10, 6-11 and 6 -1 2  show that the overall classification results are 93.00%, 82.50% 

and 95.00% correct classification when classifying legible/middle, illegible/middle and 

legible/illegible, and handwriting word images respectively. These can be broken down into 

99.50%, 99.50% and 99.50% correct classification when the test set is the same as the training 

set and 86.00%, 65.50% and 90.50% correct classification when the test set is different to the 

training set.
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6.4.1.2 Experimental Results and Analysis Using The Selected Features

Table 6-13 shows different value of cr,- in binary classification using 36 features.

Legible/ Illegible

§ dif CT- m LEG ‘ |  

q  class'-?

Legible/Illegible

f  „■ dif CT,- in ' ‘ 
illegible class

|j|?|pidlc/ Illegible

dif CT, in Middle 

class

M id d ie / I l l e g ib l e

dif CT,- in 1 

Illegible class

r 'Legible/ Middle

dif CT, in Legible 

|  class' |

lii Legible/ Middle

dif CT,- in Middle »
j«)S ■ - ,  ’.class £ £

0.001778 0.002 0.00097 0.000103 0.555113 0.00000001
0.001778 0.002 0.00097 0.000103 0.555113 0.00000001
0.001778 0.002 0.00097 0.000103 0.555113 0.00000001
0.001778 0.002 0.00097 0.000103 0.555113 0.00000001
0.001778 0.002 0.00097 0.000103 0.555113 0.00000001
0.001778 0:002 0.00097 0.000103 0.555113 0.00000001
0.001778 0.002 0.00097 0.000103 0.555113 0.00000001
0.001778 0.002 0.00097 0.000103 0.555113 0.00000001
0.001778 0.002 0.00097 0.000103 0.555113 0.00000001
0.001778 0.002 0.00097 0.000103 0.555113 0.00000001
0.001778 0.002 0.00097 0.000103 0.555113 0.00000001
0.001778 0.002 0.00097 0.000103 0.555113 0.00000001
0.001778 0.002 0.00097 0.000103 0.555113 0.00000001
0.001778 0.002 - - 0.555113 0.00000001
0.001778 0.002 - - 0.555113 0.00000001
0.001778 0.002 - - - -

Table 6-13: Different <J,- for each legible, illegible and middle class using the selected features.

Table 6-13 shows the best value of different cr,- obtained for each legible, illegible and 

middle style classes classification with an error rate of 0.00994, 0.08337 and 0.00347 for 

legible/illegible, middle/illegible and legible/middle respectively. The first and second 

columns show the different cr- values for legible/illegible classification, the third and fourth 

columns show the different 07 values for middle/illegible classification and the fifth and sixth 

columns show the different cr,- values for legible/middle classification.
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rj-j ^  __ 'a • |  ^

I
% C orrect C lassification 

(different <Tf )

% C orrect 
«  Average

LEGTR16, ILLEG TR16 LEGTR16 99.00% 99.50%
LEGTR16, ILLEG TR16 ILLEG TR16 100.00%
LEGTR16, ILLEG TR16 LEG TE16 93.00% 78.00%
LEGTR16, ILLEG TR16 IL LEG TE16 63.00%

88.75%

T able  6-14: Classification result using 16 extracted features to discriminate between illegible and legible

handwriting using different (7i .

T ra in ing  set T est set %  C orrect C lassification 

(different CT; )

% C orrect 
Average

LEG TR15, M iddleTR15 LEGTR15 100.00% 100.00%
LEGTR15, M iddleTR15 M iddleTR15 100.00%
LEGTR15, M iddleTR15 LEG TE15 88.00% 75.50%
LEG TR15, M iddleTR15 M iddleTE15 63.00%

Overall 87.75%

T able  6-15: Classification result using 15 extracted features to discriminate between middle and legible

handwriting using different CT ■.

TT j ih irg  set
• ' ■ ■■

S® wj$$m I l i S f j H  I s l f i

T e s t set % C orrect C la s s if ic a tio n , 

M  (d m eren t c T t ..

% C o n ec t
•, Average... ■' • ’

M iddleTR13, ILLEG TR13 M iddleTR13 99.00% 99.50%
M iddleTR13, ILLEG TR13 ILLEG TR13 100.00%
M iddleTR13, ILLEG TR13 M iddleTE13 100.00% 86.00%
M iddleTR13, ILLEG TR13 IL L EG T E 13 72.00%

O verall 92.50%

T able 6-16: Classification result using 13 extracted features to discriminate between middle and illegible

handwriting using different. CT(-

Tables 6-14, 6-15 and 6-16 show that the overall classification results are 87.50%, 92.75% 

and 88.75% correct classification when classifying legible/middle, illegible/middle and 

legible/illegible word images respectively. This can broken down into 100.00%, 99.50% and 

99.50% correct classification when the test set is the same as the training set and 75.50%, 

86.00% and 78.00% correct classification when the test set is different to the training set.
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6.4.1.3 Comparison Between Using The Selected and 36 Extracted 

Features

Figures 6-14 and 6-15 summarise the results of tables 6-10 to 6-12 (page 6-18) and 6-14 

to 6-16 pages (6-19 and 6-20). Figure 6-14 shows the classification result when the training set 

is the same as test set and figure 6-15 shows the classification result when the training set is 

different to the test set.

100.00%

95.00%
.o
ro 90.00% o ita

85.00%
05
F  80.00%t>s
t  75.00% 
8
o  70.00% 
0)
ro’ 65.00%c
O  60.00% 
05

^  55.00%

50.00%

— 36 extracted features 
“ Selected features

legible/illegible legible/middle 

Legible categories

illegible/middle

Figure 6-14: Comparison between the selected and 36 extracted features using different <7, for seen data.

o
osO

ip:C/)v>
J5o
o
0

oo

0c
0o
0
CL

legible/ illegible legible/middle illegible/middle

Legible categories

— 36 extracted features 
- Selected features

Figure 6-15: Comparison between the selected and 36 extracted features using different CTj for unseen data.
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Figure 6-14 shows that for classification between legible/illegible, legible/middle and 

illegible/middle there is virtually no difference using 36 features rather than the selected 

features when the test set is the same as the training set.

In Figure 6-15 the system achieved an improvement of 8.50%, 4.50% in classification 

between legible/illegible and illegible/middle and a decrease of 1 0 .0 0 % for legible/middle 

classification when using 36 features rather than the selected features where the training set is 

different to the test set.

6.4.2 Triple Classification

Tables 6-18, 6-20 shows the experimental results obtained using (i) all 36 extracted 

features (table 6-18) and (ii) the selected features (table 6 -20) for three class (legible, middle 

and illegible) style classification. The first column shows the samples that were used as the 

training data set whilst the second column shows the samples that were used as a test set. The 

third column in table 6-18 shows the correct classification result obtained when using the non

linear (PNN) classification technique using different cr(. with 36 extracted features whilst 

column three in table 6 -2 0  shows the similar result when using the 2 0  selected features. 

Columns four, five and six show the misclassification results in each category.

o 24
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6.4.2.1 Experimental Results and Analysis Using 36 Extracted Features

Table 6-17 shows the best values of different cri obtained for each legible, illegible and 

middle classification with an error rate of 0.21840.

07 in legible class
L e g ib le /Illeg ib le / M iddle

O'- in Illegible class
■

L e g ib le /Illeg ib le / M iddle 

CTj m  M iddle class
v 4  ■■■ 7 ■  -.

0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260
0.000889 0.000931 0.001260

T ab le  6-17. The thirty-six chosen <Tj values for each legible, illegible and middle classification using the 36
extracted features.
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%Misclassification words

... ■. 
T est

^ C o rre c t 1
Ab Legible

S® 'i&T if*
/ o CL# o r £ e c t 

%  Aver ace

LEG TR36,
IL L EG T R 36,M

iddleTR36

L E G T
R36

100.00% 0 0

99.33%
LEG TR36,

IL L EG T R 36,M
iddleTR36

IL L E G
TR36

99.00% 1.00% 0

LEG TR36,
IL L EG T R 20,M

iddleTR36

M iddle
TR36

99.00% 0.60% 0.40%

LEG TR36,
IL L EG T R 36,M

iddleTR36

L E G T
E36

72.00% 10.00% 18.00%

67.33%
LEG TR36,

IL L EG T R 36,M
iddleTR36

IL L E G
T E36

83.00% 17.00% 0

LEG TR36,
IL L EG T R 36,M

iddleTR36

M iddle
TE36

47.00% 51.00% 2 .00%

O verall 83.33%

T able 6-18: Classification result using 36 extracted features to discriminate between legible, illegible and middle

handwriting using different < J .

Table 6-18 shows that the PNN classifier using different cr- values achieves 67.30% 

correct classification when the test set is different to the training set and 99.30% correct 

classification when the test set is the same as the training set. This gives an overall 83.33% 

correct classification.
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6.4.2.2 Experimental Results and Analysis Using The Selected Features

Table 6-19 shows the best values of different cr; values obtained for each legible, illegible 

and middle classification with an error rate of 0.58538.

K * vis t,:,, v .<T « y r̂r

. L e g ib le /Illeg ib le / M iddle... . , „ v. , :
.<7; .-in legible-class" '

ifjl f§ * ii i  i f̂g s * s^lll ib| i§ffl§l 
L eg ib le /Illeg ib le / M iddle

CJi in Illegible class

 ̂ L e g ib le /Illeg ib le / fyliddle 

CJj in M iddle class

12.161509 29.097356 34.525470
26.934552 33.924226 27.622357
14.740815 31.123368 34.015038
17.322724 35.467820 33.008801
32.337875 24.764799 32.572552
37.291618 23.355932 26.555021
31.360864 27.302276 31.065763
36.515355 19.636148 30.528229
32.672058 24.540932 32.791168
33.043648 23.944269 32.801497
14.272983 25.226491 29.353932
31.668817 19.013886 30.039603
25.936745 24.588337 31.032383
33.357175 29.633227 23.063293
33.014600 24.055930 32.777517
24.721231 31.259538 32.906403
28.609272 25.691595 33.108511
23.169188 29.953808 27.127578
32.003716 49.622118 10.927476
23.795174 40.279615 36.777781

T able  6-19. Twenty different (Tj for each legible, illegible and middle class using the selected features.



% Misclassiflcation words

. T est 
file,
r f V '*

' % C orrect 
non-line ar 

(PN N ),
’

As Illegible % C orrect 
Average -

LEG TR20,
ILLEG TR20,
M iddleTR20

L E G T
R20

88.00% 5.00% 7.00%

74.33%
LEG TR20,

ILLEG TR 20,
M iddleTR20

IL L E G
TR20

80.00% 19.00% 1.00%

LEG TR20,
ILLEG TR 20,
M iddleTR 20

M iddle
TR20

55.00% 39.00% 6.00%

LEG TR20,
ILLEG TR 20,
M iddleTR 20

L E G T
E20

72.00% 8.00% 20.00%

44.67%
LEG TR20,

ILLEG TR20,
M iddleTR20

IL L E G
TE20

35.00% 39.00% 26.00%

LEG TR20,
ILLEG TR 20,
M iddleTR20

M iddle
T E20

27.00% 41.00% 32.00%

. Overall^ * t. 59.50%

T able 6-20 : Classification result using 20 selected features to discriminate between legible illegible and middle

handwriting using different (Ji .

These results show that the PNN classifier using different a ) achieves a 44.67% correct 

classification when the test set is different to the training set and a 7 4 .3 3 % correct 

classification when the test set is the same as the training set. This gives an overall 59.50% 

correct classification.

6.4.2.3 Comparison Between Using The Selected And 36 Extracted 

Features

Figures 6-16 and 6-17 show that for classification between legible, illegible and the 

classification result using all 36 features is better than using the 20 selected features for both 

seen and unseen data.



< .hapier 6. Prediction o f  ieg'.bditv based <>n existing rccouniser

90% ■ 

90% 

70% ■ 

60% - 

50% 

40% • 

30% 

20% ■ 

10% ■

“ “ 36 extracted features 
-  Selected features

legible illegible 
Style categories

middie

Figure 6-16: Comparison between using the selected and 36 extracted features for style classification with seen
data.

o

70%</>(/>TOO
o
CD ♦"1 36 extracted features

Selected features
50%

Oo
'B
CDo>CO

20%c
CDo
CD 10% 
CL

0%
illegible middle

style cateregries

F igure 6-17: Comparison between using the selected and 36 extracted features for style classification with
unseen data.
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6.5 Comparison Between Using The Selected And 36 Extracted Features 

In Triple Classification Using P N N  Method

Tables 6-21  and 6 -2 2  summarise the triple classification result achieved in section 6.3 and

6.4.

^ T ra in in g  s e t js t  4 Legible'
(j;j COnl O ;

Jlllegible ■ ' . 6
CT Com crtrio sauie as rest , : a ,  C„m ( s

Selected features 88.00%
88.00%

80.00%
71.00%

55.00%
39.00%

74.33%
66.00%

36 extracted 
features

100.00%
100.00%

09.00%
100.00%

99.00%
99.0%

99.33%
99.67

Table 6-21: Comparison between using different CT(. and common <J with 20 features and 36 extracted features
when the training set is the same as the test set.

Training set is ’ , 
different with the 
’test se tf  !

Middle
<7, Com cr

: Overall

Selected features 72.00%
76.00%

35.00%
42.00%

27.00%
20.00%

44.67%
46.00%

36 extracted 
features

72.00%
72.00%

83.00%
83.00%

47.00%
47.00%

67.33%
67.33%

Table 6-22: Comparison between using different £X(. and common <T with 20 selected and 36 extracted 
features when the training set is different to the test set.

Details of the above tables will be explained in subsections 6 .5.2.1 and 6.5.2.2.

6.5.1 36 Extracted Features

The experimental results in tables 6-21  and 6 -2 2  (page 6-30) show that there is no 

difference between using 36 features with different cri values and common cr when the test 

set is the same as training set or when the test set is different to the training set.

(> 3 < '
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6.5.2 Selected Features

The experimental results in table 6-21 and 6-22 (page 6-30) show that an improvement of 

9% and 16% can be achieved by using different cr/ rather than the common a  for classifying 

illegible and middle words when the test set is the same as the training set. However there is 

no improvement between using different cr,- or common cr when classifying legible word 

images.

These tables also show a decrease of 4.00% and 7.00% is obtained when using different 

o'; for classifying legible and illegible words and an improvement of 7.00% is achieved in the 

classification of middle words when the training set is different to the test set.

6.6 Multiple Linear Classification (MDA)

Tables 6-23 to 6-25 show the experimental result obtained using all 36 extracted features 

to classify between legible/illegible, legible/middle and illegible/middle word images when 

using the multi-linear discriminant analysis technique. The first column shows the samples 

that were used as the training data set whilst the second column show the samples that were 

used as a test set. The third column shows the correct classification result The fourth column 

shows average of correct classification result when the system was tested with seen or unseen 

data. The last row then shows the average classification result for all data. The training 

samples and test samples are the same as those used in the non-linear classification 

experiment.
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T est set f S
.  -  v « ,

% Correct 
Average

LEGTR36, ILLEGTR36 LEGTR36 78.00% 70.50%
LEGTR36, ILLEGTR36 ILLEGTR36 63.00%
LEGTR36, ILLEGTR36 LEGTE36 67.00% 60.50%
LEGTR36, ILLEGTR36 ILLEGTE36 54.00%

I g  1 65.50%

Table 6-23: Classification result using 36 features to discriminate between legible and illegible.

Training set
86Kfg|P

T est set % Correct Classification  
: M DA

; % Correct 
Average

LEGTR36, MiddleTR36 LEGTR36 70.00% 64.00%
LEGTR36, MiddleTR36 MiddleTR36 58.00%
LEGTR36, MiddleTR36 LEGTE36 57.00% 63.50%
LEGTR36, MiddleTR36 MiddleTE36 70.00%

Overall 63.75%

Table 6-24: Classification result using 36 features to discriminate between legible and middle.

Training set T est set ,, % Correct Classification If 
M DA

% Correct 
Average

MiddleTR36, ILLEGTR36 MiddleTR36 66.00% 64.50%
MiddleTR36, ILLEGTR36 ILLEGTR36 63.00%
MiddleTR36, ILLEGTR36 MiddIeTR36 56.00% 57.50%
MiddleTR36, ILLEGTR36 ILLEGTR36 59.00%

b OyeraU’f ' ' * 1 -Wm Wmm S a 1 61.00%

Table 6-25: Classification result using 36 features to discriminate between middle and illegible.

The overall binary classification using 36 features in the MDA technique is 65.50%, 

63.75%, and 61.00% for classification between legible/illegible, legible/middle and 

illegible/middle words. This can be broken down into 70.50%, 64.00% and 64.50% correct 

classification when the test set is the same as training set and 60.5%, 63.50% and 57.50% 

correct classification when training set is different to the test set.

i%

(> 52



< Jvapter 0 Predicnon o f  legibility based > >u existing rceogniscr

I  /  Training set Sgt
* ’>• <1 3 , *

Test set Vv%jEbrtect Classification % Correct 
Average

LEGTR16, ILLEGTR16 LEGTR16 83.00% 71.50%
LEGTR16, ILLEGTR16 ILLEGTR16 60.0%
LEGTR16, ILLEGTR16 LEGTE16 74.00% 57.00%
LEGTR16, ILLEGTR16 ILLEGTE16 40,00%

m  W W  .Overall’ 7 §§ M * | | f 64.25%

Table 6-26: Classification result using 16 extracted features to discriminate between legible and illegible.

Training set T est set■ % Correct Classification  
MDA

% Correct ;
ri7riAverage7A7

LEGTR15, MiddleTR15 LEGTR15 73.00% 66.00%
LEGTR15, MiddleTR15 MiddleTR15 59.00%
LEGTR15, MiddleTR15 LEGTE15 62.00% 61.50%
LEGTR15, M iddleTRlS M iddleTElS 61.00%

agas gjg||| | • | 63.75%

Table 6-27: Classification result using 15 extracted features to discriminate between legible and middle.

^ T rain ing  set y g fla g g jT esttse t . - >-.v %% Corrfect C lassificatioii*■ * t ,
4  - M DA 4 H  - 1

f |  '% Correct gp 
Average •> v

MiddleTR13,ILLEGTR13 MiddleTR13 66.00% 59.00%
MiddleTR13,ILLEGTR13 ILLEGTR13 52.00%
MiddleTR13,ILLEGTR13 MiddleTR13 67.00% 59.00%
MiddleTR13,ILLEGTR13 ILLEGTR13 51.00%

* 59.00%

Table 6-28: Classification result using 13 extracted features to discriminate between middle and illegible.

Tables 6-26 to 6-28 show the experimental result obtained when using the selected 

features using (MDA) technique detailed in table 3-2 chapter 3. The overall binary 

classification when using selected features in the MDA technique is 64.25%, 63.75% and 

59.00% for classification between legible/illegible, legible/middle and illegible/middle words. 

This can broken down into 71.50%, 66.00% and 59.00% correct classification when the test 

set is the same as training set and 57.00%, 61.50% and 59.00% correct classification when the 

training set is different with the test set.

() 33
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6.7 Comparison Between Using the Linear and Non-linear Method for 

Binary Classification

Tables 6-28 and 6-30 summarise the experimental result obtained when using (i) selected 

features or (ii) all 36 extracted features using PNN technique with common cr or different cr. 

and (iii) MDA technique.

T ra in ing  set is 
the sam e as test F F T

Illeg ib le / M iddleft
Dii cr. . 

C o m e r  MDA

M idd le /L eg ib le

D if cr,. ■ v  
C o m a  MDA

Overall •

D if cr. 

C o rn e r  MDA

Selected features
99.50% 

99.50% 71.50%

99.50% 

99.50% 59.00%

100.00% 

100.00 % 66.00%

99.67% 

99.67% 68.83%

36 extracted 
features

99.50% 

99.50% 70.50%

99.50% 

99.50% 64.50%

99.50% 

99.50% 64.00%

99.5% 

99.50% 66.33%

T able 6-29: Comparison between the classification results when (i) PN N  using different C T ., (ii) PN N  using 

common (7  and (iii) MDA techniques when the training set is the same as the test.

$ s § i »  mSSCrammg set isi - • °

d “ ', , h e
-

•
Illeg ib le /M idd le

m
r  \

, 1 _ r

M iddle/Legible O verall

Selected features
78.00% 

78.00% 57.00%

86.00% 

80.00% 59.00%

75.50% 

70.5% 61.50%

79.83% 

76.17% 59.17%

36 extracted 
features

86.50% 

79.50% 60.50%

90.5% 

76.00% 57.50%

65.50% 

65.50% 63.50%

80.83% 

73.67% 60.50%

T able 6-30: Comparison between die classification results when (i) PN N  using different CJj , (ii) PN N  using 
common <J and (iii) MDA techniques when the training set is different to the test set
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6.7.1 36 Extracted Features

The experimental result given in tables 6-29 and 6-30 shows that the PNN technique 

achieved an improvement of 26.00%, 2.00% and 33% using different cr,- and an improvement 

of 19.00%, 2.00% and 18.50% using common cr when compared to the MDA technique for 

classification between legible/illegible, legible/middle and illegible/middle words respectively 

where the test set is different to the training set. In the case where the training set is the same 

as the test set the PNN technique achieved an improvement of 29.00%, 35.50% and 35.00% 

using different cr,. and an improvement of 29.00%, 35.50% and 35.00% using common cr 

compared to the MDA technique for classification between legible/illegible, legible/middle 

and illegible/middle words respectively.

The experimental result given in table 6-29 show that when the training set is the same as 

the test set there is no difference in classification rate between using different cr,- values and 

common cr value. However, table 6-30 shows that whilst using different cr,. rather than 

common cr has no affect on the classification between legible/middle it does give an 

improvement of 7.00% and 14.50% for classification between legible/illegible, 

illegible/middle when the test set is different to the training set.

6.7.2 Selected Features

The experimental result tables in tables 6-29 and 6-30 shows that PNN technique 

achieved an improvement of 28.00%, 44.00% and 40.50% using different cr,. and an

improvement of 28.00%, 44.00% and 40.50% using common cr when compared to the MDA 

technique for classification between legible/illegible, legible/middle and illegible/middle 

words respectively where the test set is the same as training set. In the case where the training
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set is different to the test set PNN technique achieved an improvement of 21.00%, 14.00% 

and 27.00% using different (7i and an improvement of 21.00%, 9.00% and 21.00% using 

common a  achieved compared to the MDA technique for classification between 

legible/illegible/middle words respectively.

6.8 Conclusion

In this chapter legibility of handwriting based on an existing recogniser has been defined. 

Then two methods for the legibility classification of the word images are described (MDA and 

PNN) and a comparison between these two methods is presented. Experimental result using 

MDA and PNN techniques using different cr. show that in the case of legibility/illegible and 

illegible/middle the PNN technique using different cr. gives the superior result compared to 

using the PNN with common cr and the MDA technique using 36 features. However, in the 

case of middle/legible classification the PNN technique using common cr with selected 

features gives a better classification result.

()



7. CONCLUSION A N D  FUTURE WORK

In order to help improve recognition accuracy a lot of research has been directed towards 

dealing with the variability of handwriting prior to recognition. This research is another 

attempt to address the problem associated with the variability of human handwriting. Novel 

approaches of using MDA and PNN systems to predict the case and legibility of handwriting 

prior to recognition are used for this purpose. As the ability of a machine-based recogniser 

differs significantly from that of a human being a novel definition of legibility based on the 

recognition system is constructed. The research was to investigate the potential for using 

handwriting case classification (upper, lower and mixed case words) and legibility classification 

of handwriting (as determined by the existing recogniser) to help improve CSR accuracy.

In this research we show that a pre-classification of words into upper, lower and mixed 

case could provide a useful means of reducing ambiguity. By successfully classifying the case 

of words prior to recognition the size of the lexicon used for any individual word recognition 

could be reduced which in turn should improve the recognition results. We also show that a 

classification of handwriting style on the basis of recogniser specific legibility could be 

successfully used to select style specific recognisers prior to recognition. Such a system 

consumes less memory and computation resources and exhibits less confusion errors.

Two stages dominated this research;

1 . The initial stage of the research concentrated on feature extraction. The idea is to 

extract information from the handwriting input, not in order to identify the writer, but to find 

information about the style of characters or words. Thirty-six features were introduced and an 

automatic feature evaluation method based on MDA was proposed and verified. The



effectiveness of each feature in a classification between each pair of class (lower/upper, 

lower/mixed, upper/mixed, legible/illegible, legible/middle and illegible/middle) and all three 

classes (upper/lower/mixed and legible/illegible/middle) was examined using Multiple 

Discriminant Analysis.

Experimental results show that some of the features have a more significant influence on 

classification results than the others (see table 4-2 page 4-16 and table 4-4 page 4-21). 

However experiments also show all the features used in this research play some role and are 

deemed necessary for successful classification. Indeed a significant reduction of feature 

vectors leads to a much less effective classification.

2 . The second stage of research investigated techniques for style classification of 

handwriting. This work has introduced a novel handwriting legibility classification system that 

can be used to predict the recognition performance of a recogniser for a given handwriting 

style in order to choose the best recogniser.

Two methods, Multiple Discriminant Analysis and a Probability Neural Network were 

used in the classification phase and a comparison between the two methods was presented 

for case and legibility classification in chapters 5 and 6. The MDA technique was used to 

create a nearest-mean classifier using the Euclidean distance to find the nearest neighbours 

whilst the PNN technique used a Bayes decision rule and a Parzen model to estimate the 

class conditional density. With the PNN method a classifier was designed using (n  - 1) 

samples and evaluated on the one remaining sample; this is repeated n times with different 

training sets of size (n - 1) (leave-one-out method) to estimate the error rate.
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7.1 Achievements in Case Classification of Handwriting

The results show that for upper/lower word case classification using the selected features 

with the PNN technique (common cr) gave the best classification result (100%) when 

compared to the other techniques (PNN with different cr. and MDA) on unseen data.

The experimental results also show that the PNN technique using different o-{ values 

gives the best result in the case of upper/mixed and mixed/lower classification when using 

36 features. The classification results were 88.0% and 81.0% respectively.

For triple classification (upper/lower/mixed) using the PNN with selected features again 

gave a slightly better classification result than using 36 extracted features. The best 

classification technique was when using the PNN with different cr(-. The overall classification 

results were 73% using selected features and 71.67% using the 36 extracted features 

respectively on unseen data.

These case classification results are promising especially when it is compared to previous 

research in this area. As mentioned in chapter 2, Ho and Nagy [HOOl] present results for 

identifying lowercase and uppercase characters, digits and punctuations in a text document. 

However, their work is on optical character in comparison with our research, which operates 

on cursive script word images. This is a much more difficult problem as the variability of 

cursive script is far greater than anything encountered in printed writing.



7.2 Achievements in Handwriting Legibility Classification

The experimental results show that using 36 features in a PNN system with different 07 

gave better results for legible/illegible and illegible/middle classification than using selected 

features. The results are 86.50% and 90.5% respectively on unseen data. The best result 

achieved for middle/legible classification was when using the PNN technique with the 

selected features. The classification result was 75.50%. However overall the best single 

classifier for binary classification of legibility was using the PNN with different cr. and 36 

features. The overall classification result is 80.83%.

For triple classification the best classification technique was the PNN with 36 features. I11 

this case the classification result was 67.33%. There is 110 difference between PNN using 

common cr or different 07 .

As the PNN in classification between two classes gives superior results in comparison to 

the MDA, in this research we use PNN for triple classification and no experiments were 

carried out for the triple classification with the MDA technique. Experimental results show 

that those words, which were correctly classified using the MDA technique, were equally 

correctly classified using PNN. However, those words, which were misclassified or closely 

classified PNN, were correctly classified using MDA. (Appendix B)

The methods presented here have already been published in the proceeding of four 

international conferences of high standing denoting that they represent a significant 

contribution to the knowledge of the scientific community in the area of style classification of 

cursive handwriting. The result of this work contains two key contributions. Firstly, the work
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has demonstrated that the pre-processing of cursive handwriting to upper, lower and mixed 

case word images can be achieved to a workable level of accuracy. Secondly, the pre

classification of unseen cursive word images into legible, illegible and middle on the basis of 

an existing recogniser’s performance on the training set has been demonstrated.

7.3 Summary

Providing a means of pre-classifying word images into upper, lower and mixed case is 

expected to provide a significant contribution as currently most of the reported algorithms 

simply assume this pre-classification. We have shown that the method presented here is 

capable of classifying the word into upper, lower and mixed case with high accuracy. The 

accuracy for lower/upper, upper/mixed and lower/mixed classification are 1 0 0%, 8 8 % and 

81% respectively (see chapter 5). This could be used as a means of limiting the size of the 

template database for word recognition therefore the recogniser spends less time in searching 

space, consumes less memory and improves the accuracy. Consequently the costs of 

computational expenses are significantly reduced.

In practice, as the results of any misclassification turn to reduce the recognition result, 

therefore, the accuracy of any classification should be high in a pre-processing stage. The 

PNN technique provides 86.5% (legible/illegible), 90.5% (middle /  illegible) correct 

classification (see chapter 6). Although further word level features are needed to further 

improve classification between legible/ middle, this result is also significant. In practice by 

using this technique we can distinguish between illegible and an other words. Another 

advantage of using the PNN method at this stage is that we can gain confidence level before 

any recognition that depends on the applications. In other words the idea of introducing
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rejection categories will be considered with a view to providing a confidence measure for 

legibility classification. By using confidence level in the classification phase the system let us 

know which recogniser is best for the specific word.

The remaining sections provide suggestions and discussion, which concentrate on how to 

expand the developed method to improve on partially working and non-working areas and 

how the result can be used to improve the recognition performance.

7.4 Future Works

This section presents the possible areas o f future investigation that could link this work 

with other projects in the future. As the size and quality of writing is important in these 

experiments, some of the features are not extracted correctly, resulting in misclassification. It 

is therefore suggested that further examination of the selected features should be considered. 

One possible candidate is fractals. Fractal features may provide useful information to 

discriminate between legible/illegible/middle handwriting word images. These features have 

been useful for classifying the regularity in handwriting as well as size of writing 

[BOULETREAU97].

The Parzen model, used for density estimation in the PNN system, has the same number 

of kernels as the number of data points. This leads to models that can be slow to evaluate for 

new input vectors especially when the number of training data points is very large. One way to 

tackle this problem is to use a clustering technique such as fuzzy clustering to reduce the 

number of data points prior to PNN. The centre of each cluster can be used as a centre for 

each kernel thus gready increasing the classification speed.
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Faced with significant style variation of handwriting it is more likely that style-specific 

classifiers yield higher classification accuracy than the generalised classifiers. Therefore, the 

next stage of our work would be to use the pre-classifier to route a given data sample to a 

recogniser which is deemed more suitable to the style of the sample. The work so far has 

concentrated on a small subset of style classification. The result of our initial experiments in 

applying the described techniques to determine a writer style has been encouraging.

Further investigation to determine how effectively we can identify a writer will be needed. 

It is a fact that intra-writer style variation is also a problem [JEDRZEJEWSKI97]. This can 

lead to significant user frustration such as affects today’s on-line applications (PDAs). It 

would be interesting to see whether there is any scope in treating intra-writer style variation in 

a similar way.

These classification methods can also be applied for identifying the symbol types such as 

digit, punctuation and lower, upper letters for further work [HOOl]. For example separation 

of digits and uppercase, lowercase characters or words is an important task in document 

layout. This method could be very useful in the field of writer and signature identification. 

Using the methods presented here it may be possible to determine the characteristics of each 

writer using the most efficient features in each writer’s handwriting.
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Figure A-l. Some samples from the database, writer 1 (lowercase)
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FigureA-2. Some samples from the database, writer 2 (lowercase)
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o / X  \ W - V  A )  n 3 ) > 9 o o f C j2 a A A , G ,V A tv x > ^ . \ ^  r f s  C f A  p< = *x  i-f-v , .^ e ^ s iO j^  O / a c K  j r w ' i t A p  1 r d f r s

^ 1 0 1  b> A x ' S v A  v ^ s w x  t x p ) V X

(XaaV ’̂T^n^'K, X<X>-> 0 >/X)A V»H oUXiSw 'fc> A)cj r» tyiCcVTHv̂  AxcHvxlii. "tX-s
CXrGOWxY -̂ Ŷ Sf

Figure A-3. Some samples from the database, writer 3 (lowercase)
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Figure A-4. Some samples from the database, writer 4 (lowercase)
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Figure A-5. Some samples from the database, writer 5 (lowercase)
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prev}oUn^ tiic u£lt«. ĉ«u:|t»Aci.4. rttLtfvinti ciT~» 2a=̂~̂> n»+*,
-t:k«. pnajet--*- C£W> -+bmf>-e+iA c**_XXbj be. <aC£-«ĵ t=A eJu-J pla Kin e-sJ -Hvi.;b
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Figure A-6. Some samples from the database, writer 6 (lowercase)
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F igure A-7. Some samples from the database, writer 7 (lowercase)
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Figure A-8. Some samples from the database, wrier 8 (lowercase)
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Figure A-9. Some samples from the database, writer 9 (lowercase)

i'V « . . .

C ^ tA i^ k . ( S r o v o o  ■foie H<v> -3ovY\p?A 0 \M T "X^w. / s,\-?.^ f ) o ^
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*TTv«_ f \  rrscrv./3 O f 7 •pvv'As

Figure A-10. Some samples from the database, writer 1 (mixed case)



A ppendix  A, Som e vunplo.s fro m  'h e  database

^  S& ts/*3-fc J3rr~~"- Y-* / / » ' ( '  J  i / n t p c J -  At* Z 5 c ^

jO -r'A.'c, S’-t̂ ' *’»•'«- L<sc.fc_ a.v„r J -/j- ^gou//
( ^ 5 J  s-*yr~ cr&~— r- <=rxrt~cz*~- -&&p* 13*=-. f ? *- -i. —r~l

zt-s-- r  -73 , SV-y* y - i^ ^ jc :  /£}„ /=} k> ;ltV y "7 S  <2? -**s€? is~- i  Ff-ge-J-

ft'"' Z3=s CT -̂r̂  S * r ‘. ^  r~vr=**~

C ? F  ***=.***;•&=- £3^ _ /^ s s > ^ *  fS*= - *3 t  — 'E >

OM^S SvePP <^2 e;P3«-Vr4o-.r- JP-s /?/»*» /?« -   ~ '"c
y_V ,.,̂ -e;_i „ l/,J!.'j' ^7 <S*sv*~ <&.<=. J?C*M /^ .y #  -b*J,-0 e. -eî Va*
jfy . ^ /siA  0-3 y y  ov'T ' /^ < ic -  " /« - S * -  {"-.* -fZ-i-y y*c )

^Pvipec.-Hc'- \ / f j -»>.S->ev.  (?fr CSaî JC ! c<»-̂
S\.->~j» If -Fy- / yV"Ic>>7 yz>*s "SZS -CŶ -1- C3***~y-*s -h* -t~* » -sr~ m  H> <ST > *50 f tn X  •=■■2'

yvsy g-u-V- r̂> r o b * - t  --Gy c C S -c sv z s Y '^  »•» l-<y& * - / = • ■ SzZr f t j S ^ —e—-tt- ,-f-*-^s*= Ys > —

b *"”?* _S> //~ r ■=£> /9 spAYFrziâ -&**'^r £s„«^x5*d~*,
f\Sv* t>-&— —r&- sY vsj.-* yi* -~f jF ’ZjF. j£y &lr*~»Uo &.*=.

T>-ŝ v=.- l~o-'> -7C"« 6SO„- yl .SrA— to t»i: V if -s -■'T. T̂ **~F*=> Ẑ
£T^y i» "c7 3 1-c.wO cvVm»v,̂  Cr — U=+̂  CZî p cscf t

«v v w if  yA ssa. O  ^  f -  - P  to /to ”7 3  .— Zj~'--P /4 * a s  F> / VV a *sj~ y /^

/ 3 t - - ^ i / v « r t ‘' p '  " 7 & X /  ^c?taiA ->ijr- issf'D ~YC S~Jgs>i JS.-c.<A-J<=*=- ~r~/—r<- y$-

rSV— A — «-3 ^  0 Cj.

F igure A -ll. Some samples from the database, writer 2 (mixed case)

—, £-: /3x—xcil

T H ',£ . mr
V'sJ \ - f r - i  __
f"Ap><to* v_o  pcV'

W « d L  B .

C^v.Ka.x.vFv. cps-\--. .—-_ .—, ̂  —x~~ (  mO
l~^<C'jf~\r <S:.v~ycA <=aso«-;s.e >s_j> O  V J e / "  P 5 = P ia a < d e .

f z E 't -^ e ix — V £3fcp tcrK_fc;i -   ____ _______________________________ _____  ____ __ ___  . _  ,

^  r̂ei‘ t3^  ' 1 •<-’<- Z-\tvjcb ^3 /
! /  V.- ,  u c x i s  c ^ r , s r n A _ ^  Q u . r c -x o . ^  C Z - ^ - ,  ys

~T̂ ‘ - - O
C 5 ^ .S f c .c ^  ^

' -•A 0 f Y >  ’F 3 -S^s t ei . x > '  T . '-s P v  f - B s r < c \  C N . i  ' KPxT \ ^  F.  i  ^ . V ■\^=r._K -< -> / ' ' \ k- v 1
Ue>OOVcpro.J^O^_ -Tb  ̂ n-ssv-.aj .

A ia^-v -aP cz  yCec:--^ W M \ T O f n

<EVvH'J t \  A w \ to ', - v u -y . i r a  '>fev..,f-xyser-cij'P,
^ v'' Fcza onrx-fcyj— rv=-s=-.n (Sea-,—- It's/ \ \ I 1 leOV-y To> > ^•r't i . ~.—i—. i . .

tAo-crXx.jcrrcv —rv-,«- c--:< ^  ASiH

/X c  Vvfear t r «<rrv £Ly>x-
cJ, w3 -ZrTw -

Figure A-12. Some samples from the database, writer 3 (mixed case)
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Appendix A. S' mu- sam ples from  the database

T  I

(—■
»«=2—

  -  ---  r==Vĝ =J .—J - . t , _______ __

v /  HCĴ aa= /CUw
CS-'-^ -' ^-^=z. -oz j r-fCJ ‘ '3 "ErS > r-^^3 <-> /!<-,

/=* o . J r ,  ^

^  VA<*
t-2=-f—vj c_A=- . „.-. r  j, . . (_̂ ._ -  _. ^  ̂  ̂ ^

-  A ^ c /  V / , _ ,

t ' > r—£r-> icr-  =f V_y—! \ - L j

f~\ tr-J- v~-s>v'-i; i'

A *—> i c>

Figure A-13. Some samples from the database, writer 4 (mixed case)

'-*"35̂>tw c*~.r *"" 7 l\

>̂~s~ J.rZja

ATL—  ~7A. e i ' 'tA>- A*-.

7K Z  - / I  SL&T*- ^  <^_y -ZZ3T- #&*/*& ^

— X£ —«•»—A-'AA?̂  ^  r^vc^Ot’}

U U r 'iPT^Xx-^ n  r  ■»«?-'■=£

(Ju-WtfWit/Vy!* <^Tlr»-

<L„. f#/vj=p tnf-

G -d i<AU curt<-^Ly 3X,^5&5-' t>(t.

,,7̂ ^  /B,v  yVfe«0 <y Ov-Ucl. C<y-‘<-̂ _

C-JZH +

Inh  ̂s'fttf -i crJOcz-iA A
V

<

As’/"’
/9>v*

/y T IW -,^  s€*~p#-T frv-Ao.t’U, - S - 4

Vt*/r>&rrx£6C' ~~? & /A^Vvj

-CJ?
■/.ft-— - * /̂ ^<J

Figure A-14. Some samples from the database, writer 5 (mixed case)

\



Appendix A. S>>me •'amples from  ’lit. daush.w

—A Qu0cv- E-rô n  ^  ~y7IZ sZZfZi owr- ~T7ZZ V Jog
T h e .  F — J f c - ^  A - r t ~ i n *  T-fci. W io o ti P - ~ j ~ T

C-n~~> I *->t=c3 «-oi-Vvj-o.»-ll^ E><3 X e c u r a i + e i g  * Kie» X& *<=■

T R ^ t -  , 4 - *  / 4 k . i l r t * j  T Z  0 > e « . f  v o  y U ,  ^ h c . v ^ . j  a c p * -  i v n ^ - U '

t\Jcxf~  / I p p r c p , - ^ -  >» ^  a « « r t - a « -  OrXvnn.

o ^  r ^ >  &- RAW J33 c w J - r - J  <***£,

C ^ - J U S ^ ^  ^  Co—
o v t f V ^ x t  e v M  i - p r o f a - A - ? - -  —

— , .  K - c - ^  « .< -w = .~ « A  f ~or
^  -T— FS.<=t V u i H  r  X ' _* AadU4Aar^ /*« To r-^ A

. .  , -  r-t-c. CA.u-Wa_.V5e. II -»©«»•X^pocJt-i®.^ V '& w J  c.y-
„ . --. o -p T v . f'-'lcrirt' FWtsJeoi Coraipû S»AAe;>»">'-» A

A ’T M r - .r r jf^

 ^  W
, . 3 ' .  ^=»K-i\*iq I-t, /I  Pf»rCUe.M-le».r J-M,.

s W T t No ~ v t .  C D « U i u c a v ^  d  p  c l  O
UnCJD^rc l̂n >4«p» T o  X T U ^  H ' t j b ‘y .

4 'c - o W t'c. £-~~(g O r i n ^  VO.'(I X b r n  &lte^ .4 =£*4~f.fe^ ^  J? D

jk«: >1 g « .« -  'J,,^ p “ +  cr^
CA>c i~«a-s. It*. '-■'“ ‘' a  P—A=. 3 .̂r0 T ^ , p ^

_ y~ .̂.-soifc-t- -̂f^=. / W c v J V c  A  A * :  /■Cô k.-s, vo-.U Ai>*n<j
»  m (p-.-H O .<■-*■ /  (J
TZ 1V .O - A — - +  0 f  r “ 5’'"

-  M-'yrV- ^ t ^ X V  a ^ i . n  A  W orKT

F igure A-15. Some samples from the database, writer 6 (mixed case)

OS me. ut r3»r f S > T v  M p S. A u r ^ S o t  C V e i "  O v«i i _ ^ a .2 Ly  O e » ^  

"T"U<2 f-^-pveA-oues*:. 7 ^ v  AEZsj-̂ , <Roc,f-s ~~7fLa.

€>r*=j<?<z& <Z7cu\ /  ̂ <rc^y~c'J-/cy^/^. PZr S?C<^,̂  r«g4 ’̂  7a ,<? J \A ,j

« n  v

A + U d p r  ?T  7 0 ^ /  £ ^ a

a^ /n a £ .;^  /V2>/ Apfitcopn. ,<%&? A) A&fvs&s? ■/^/•^ OTf _l'd^yiRyt it£e C!W»*-»-e-.

** 4 r / \ ^ £  £7*#* -5>^jO
f/t AW  <K>rnUW> n £p  ^=1̂ ,

AO-£. At* iw ^ S ^ a / ,a v 7j. A rtcA  A?n& AX yfeya/- /*% J-?ai

f'> *P<s<r+ion SS 'S t^erT r^+ .iw  Q . ;

S “ S y ~  S a -  S ^ ia £ .p ~  AZicA * b T j& y /^ r fs  / ?  -C 2 « V 7 .

A'-+Jc£iZ A * ? * -  K c h A .J p  «3 - ^  A5

/.^ / I  A „ c /  V £ c / ^ - « ^  “ 7̂

tA iQ p  { - /p 'A p A  £ > ^ * • 5 ’ W / ^  J c c m

£bASd î 7 ?  AX.7A 7 A j f e  /9 S y j s o t ____ __Jf,_^.-- _

f\{AX}r~*rZArp_ £>tlreaJJL dLajlficzJs ftIs A t̂ps*. C.ijy Sjx-p^p A n d  f—*Zn\ Jt*  IA to

7&cnf*i~<’2 J  A m \ . ; i : 0 <‘±  '7 * o o s y e :s t& fX  / lo c ta  m  a A -i C- TcKm '. Y ^c^n .v .%  \ s J ; J P  A ^ ^o C fjO

Figure A-16. Some samples from the database, writer 7 (mixed case)

\ «



AppcmiiK V S< >iru* ^.unploN trom  :ht dauhjM*

-ta>
■̂ JuToOvt̂  TLjL |f-> 0 ê«=> Â 4Ẑ ~> 'JẐAL <ẑ jxf

O-̂ CĈ  <&- TZt r̂̂  /̂ - /Ŵ f~ !<=>
*7^*0/  '^4. "**/CJ -Z2<£̂-» /  40~Ĉ. <̂(̂ _4C«-va*«>(̂T‘ .-KÂ  F*=--/"

/-omr>ĉX_>Jwd̂  ̂ /\S*f~f- —s/*̂  A *S
dVî {A_£ d>ptr-t̂  AJĉnnj 2̂ ** Âxr~t {̂ ẑ tf "^^3 d--^ *p-y

I ■ r̂ t̂ ŝ ^/  ddw-~42L. Âsr̂ t̂ ny
O v - e — /&Z.L* ^  

/ 4 > v ^  /4 - X -e^ L -’ 7^ &«At >  / /r N i -  "7» '^ t ,a r d  <!32< .̂iE^<_^Z--* /̂{ /r=r̂

( &>s\ IXr̂ yx̂ ĉ -̂ *' «ara-u-H*r cr̂ a <&/J- —<f ^
tFmXA -^ t̂~>-_  ̂/ ̂  gWv̂ -lp-'Ô  j "Tlnjr PC. en-sf 7Â-V=C-/-»̂=<T OcJ«'‘— ---- -̂=-—f?-'.-<s->.1 s

v f  X T g u ^ m ^ ,  r f - y '7 ~ r ? 7 - i> A A  r^ C ^ sf—  & x n jc n A -^ 'c n A  - r {

■A CPf7v'> > -^1 £c5’'>̂-r>'/7v V’-v ^ aw .—.-jf> "5,7t-iX*zv_̂  /a- A?
-^ " n  y 4 ~ n s A

—Lr gib--Wj x?7 <57—>c_. £.̂ n— _2vv-.--Wt.s- AX <"7 / T tX n  -ssrWci*--̂
vA j 7 cry^v^vjL / t~>As» *4" s 2> —IcH ^T r- «^~L^>^yr*\?— - ^ a /e y ? . =?-w__==J

\A>2'T..WCW(Ou"-. £-'(Jvcc-̂ 'i_-(f'Uj-'̂  <i> I “H> ij-'J “5SrfW'V'*-j -=4>-'-_wl -Ja
(k„4*> nr'tg-ftw^+svva) XVw<£--,' +-)' 5XX> ' ' / tna,(A  ̂V —-4zj-*n̂ d-> e_. /̂ L-V< 1

Figure A-17. Some samples from the database, writer 8 (mixed case)

r r x 5

Iaj
<V. pv-wicluj X o  U_A.y-«̂

F=2> < -~ ~ o - X l.-s W .  7 t <  k l o  t~  T A ^ p ™ ^ .  t a .

< 0  F  C c —  * - J  O  HJ ^  -FA JU.of
^5 ’C J U « « J to  ^ a u c l  ^  ‘S - V v - f  p

L ''A S -'- ' ^ e . o ^ r ^ . U ^  A ^ e -  C " ----------- * “ l

^ 3 ^
D M y  <iJLO C*_j

G j w-txX*̂ U. rri .Fvlpt
cr>
G  U ^ «-vv R - U O W . t y  X T  r O ^ > < x t> L c . ^  ^  <KV-v ^

G>*= 'PrluLCiJ VX ,- v v- f v - x  cip «rJ AVv-
CS F  <~*:5<J13>3 1C''’—p b

M o s X  ^><-'_33> O d e J  _
M . n  W .t- C ^  fc L « ^ _  A -

W ^ c .u r y  C*-j

(A«IoXa S
C  »«-9 p » - c F i c y W a  

---

pv^oJ W^_s

t3loP

Figure A-18. Some samples from the database, writer 9 (mixed case)
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Appendix A. Some samples from  ;lu  database

~ J:

. -\ g j2 < 3 v ir i  f '^ K  h££» o k /q j?  T l~ fe. l .A Z .7  £>06r
? £ -ax> T H £  -S ^ V s a ^ .6  -FeeAjSiOC K fA n /^  >*0£ MA -?3?*3o <<3C5T<: -p H €

P f . o 3 t c r  <_A0Vi T H ^ .< A 5 ^ ;T )O A L t_ ^  /K O -sfA  A'P^A A/ f L F >  /A As<?jA>

T H ^ S  IS A ,o > r ) ^ y  . h S S - i  T H f t T  -A(K> f b g t U T ^  TAs h>O qL - V-MT>* S t< r t« £ / \L . i e £ £ >
A 5 ^ m « U W  'is p iT  

(A P ^ C -e/srr/A d .^  e^T .j -^ o^ iu^  C./Am fJnSv* xSf;- <So ;OSfc> a Su / v
P f c S i ^ o ^ j A  C U ^ G r  S  ' I W f  

C x v A ^ o f/tT /A T 'J C S r^  >;tir)£#^rb©v'A t_V  o \> e J c ^ A T ? £ >
1 ^ - d ^ r W ^  ) , x o ^ o ^ r s t £  ^ W H ^ T l O ^  / ^ p  A ^ T i O 1 \ X S ,  A g f  ^  jQL 

'f-osu.-Y k a a t  A r t p  c ^ u x -e w t^  -r-aA? ^ A / t c n o A

\ J t v - > P U i A T m  '= f  C m m ^ K A L -  ^ u ^ - n < s t A l  Q f*s5 A ^ ^ / s i c ^ L V  A A ^ Z j f y  
d  d  t  rv '>oSTr tf’wr.^LrCiA C .•S}'̂  p \ y \  SVpyOViS

A  D P r t f A n * ,  f t f c - i c u ;  r r s ^ H T  a  S < ^ n - ^ K X -

■^-0(^ST»e,LA^T ’tC*A>

?>“  *  B m '£TX w " < «  * " « « • » , *  v ^ K ^ u -  T-

'°,CC fr ' l t e U ( ' W>M6, P /eJN C J IA )U _ T L -fJ (  W S i l  f t  W I M y
x v e o f j y s > i e  „ « * ,  ^  y ^ e e .  i w f o ) i : r  j W  t x

ITi “ eftC,Ty .sW e y  A , wo.
ffx,-f_ Arn & rrA <51aS "/ AKK^ATAiCf

T ^ T ^ ryT̂  J W ‘ VAKJ-  ^a s k -, / ^ ^ . ^ V n ^ T  Q jF  f r ^ g - ^

Figure A-19. Some samples from the database, writer 1 (upper case)

W   AvScASAm--p^j?----y ^ j -  -&VZVZ w * -  <1̂ ^ Y - -Z J ~ d ^

/=>jeo v s r D '^ f l r -  7 - s f *  t r c e c y ^ ^  / - a - < * = i = > ^ A < = *  ^ - r ^ / y v r -  , 7 3 -

£gjC>C)50r,  ^jzojetc^r- csO~> t~h -rrcr^C^^X /* *= /v o c - o c a t - ^
7 -s * s s -  ^ < * 7 -  T-x=> - * v » v r  - n v ^ t - t -  sO & i^ i-rx :

-r- . - -   ,  ,  > , —  — .r- f t r  p r f y e / r f ) ( P o ^ : -730/*■£-!s~srI

,__ ,   _ <£>/= ,7* O' i/'ejy-'A'VC-s- CZSShw  •=;-

c g x /  A d - /  / = / e  ^  r / ^ A t r -  a-ay?<z- fits-?,r=-Mtr s*/2& a o s H s r t& ^ '& ’e- j-* o sz/ace^j/?  &&sc~x;

C? <~S£̂ ~< -7<Ps j  <s*s<£-^~s jz~<^<^s*~rl t / V e s i - t f  ~3Ẑ ~i.f?ASLj>-*3. s c J t f ^ e r r / P f t ^ -

y*?-'— slrSJjVy 'r/'&r-'3— ^Cef- T-iO ^ce- ^ ltsy> T" c£L CS<!Z-<Sf=c>SS~
y A C f / 3 «  cs 7 V n ^ - '  v / « -  t x / f C  /  S / S ’T y ^ ’^ - v  < ? /“ ■ 6 S 6 'P 5 i 12 7 / o ^ ' S  —<-oc—

/y ty v y *  'T3?frS <£-£- X  5 /s+ *J?C / f^xr  -77r/«=  'le>r'7~ jo c s ie .« -e -« ? v P »  - 7 ^ - 7 - ^  -------

_y>yyjs ts*sr2Z- sv -sz .f/e z .c -’S- / n / i ^ v - r  / osz-d  j s s ^& c- x  agxy<& * - r - j s i ~  &*y& s s .^  i/y is 1—• 

• 5 < 5 > / '" 7 V ^ ^ / a « i  CL&s^-y- -?~s^ i / c  r y  ̂  y  t y y » / 5  3-S^//7^~CZ- / j — s* , fv ^ ~ r /  c  cyt-t^SSf- KT

s^i^yuy \scsc~s^<zVZte*L-eZ' -r-o  s-S os^-jr t=b=pO ! cyH  t-X .

L a o  S t  f t . /  <?-. P, £ > y 2 f Oft-V ■£-<— -r~tsyS.y~/' ^ r^y is-^y  yf- S /S fT s '3 ^ / '

y  Y  C-C-JO t^ - r - o  f9- jre sy y e zy z -E  £T s<ys*/>&- & t~ ^ j 3 e i a e  r / B / / e " e -  &tsy?&.

c^-H ^  17J~~ c t f - p t v  f= /-r{- <S<y?' f^ s ^ s y . f ̂ yya> -r-*s-̂ y* ̂ yyy-

Figure A-20. Some samples from the database, writer 2 (upper case)
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Appendix A. Some samples from  d u  database

—J + lcr_ C—

=̂*e?ox/» î >v ry<2i t i -G  SG»oMe-e. tAAefos n c s  *=n -r-R t r^j ̂  \-r_s kf-er *2 c~>l

B f c i C r r A ,  A A f e  C -k A sx J  A > ( < A O * A « A  A IC -fAL i - y  & Z  H e r  I  ^
P L S A r x i  r \ -  <=: D

T v i  l i L  - T £ .  fSJCrr F O  S A I V  T p i R T  A X IV J  A g . /  t~ t T  V  " T o  L i f f l s  J -'-'H T V -l
< r l  < £ r y A  R - R a  J ^ 3 e  . D  e X R f  R j  f M  f ( V T  P } 7  . P f t j e . e v ' l C i t .  *S > n /J  J C S  r V o  T  f 1

A  f f € C < ? » V T « e « 5  o r  3 ' U e / i r  S V A P - 6  c  * 2  l r v * r  c r w  r V O e V  t k r  f o  l A  A  Q  
B A '  r e j r v - J  L- K  - C x f  U - O R r l A  C  l .1 N e t  G T ! / f f

G  UALi t - l  CVATioVm Si XJ\f <£? CT C=v efAP V+ V  A g i f  <r<ryt~\ r~'OV-4 uy »Ao^AeWCJDt

o v ee -E ^ rreo
er-v< S fN j e e  c _ A n o A  c  y '  1 rM  P c a p ^ A f t A C  . A j  < 3  a  r / o r v <> P W ; o  N O tT ? t - n a r v s  A i - V

-7 c i ,  ^ = x i i _ u r '  t ^ P r  / A r s / . O  e a u M e ^ v j e o  < ? o < 2  t i i s / s - p f e e i o ^ J
\ /  tA> U A L  t. T c P v T  \O K V  o r  G xJ \ ^ - 2 . i C.P1l - .  e C * U r A T  C V A rv/ A r v a K f e  ' A / f t c t

i r v A P ^ u r ^ y  t u p  r ^ o s r  F V z . ? c e O  e o ^ e u n s T i o v r  
A  DAmeeCi * M 2 r r T » c t o _ e t .  t ^ a i e r i - r r  P e o e f \ e . L /  O e > e s - r r o . ^  A  w e v e . t - j  tx je l  
=̂> ̂ e  \ v'̂ i v-xx-c-̂ L. c5cr.> 'pŷ W'A t-ss vac.*"x s oks»

3 o<sy\0 5?̂ vcrsL_-3-,(-J <r-A 3 a  p a ^ t -Sc  a w c e e - ^ ' N /

A ' t s j - O  V U i - t v e f c L ^ « . i _ e .  - r c .  H O A X  - n - (  i v y e ,
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I f= ’ Î =V I I—<^_ /rp O ^ V  M  C351-' 3 ‘—Sy' r r > S r ^  e r v _ o  lr-'< y-< l,

< s ^ r-  “ S  -J <—-«v—  '  C _.| (=•- I.e= n= »-—E-'ixC=. r~r> V r^O |
elT;— trt: «=3- t l i .—e=3r=\ «=> 1— L /  fA  <35l-C3S> t — i r —x Q  t^5) K y ~ / I f CD tFS tS ~  x=.- rx_j> LTXDatA
t O  SfC S jp S  ty~- \J <^55., r  P'Z5- «i3s~ e i ^ t  1— L K y '^ C —S /  - y C  1 Caa^  i—X rria .̂ t P3»e|
- S 3  C_>e O r -  G r - ^ S S -  s  t — r-3» S s .  f = t  - i ^ i . x r r >  r = »  r*~ >  C D  » --» — i C j  p = ) - » 2 j c £ i .  — r— x-a ,  t j J

F ' o a U ' C y  e—• r  = _ ]—  r = ) - ^ o , o  o z s  u &  w £ - C ’ F - c r .D e  “F I —i '3 .0 < =

— <r-3 r o  y  , x ;  r*r- i_ t 3 j = v i — , <=• CTW >—-» i “K m  <=-!=» l— VS.OV v-1 7A
— t  O  SO CZ-IPSMV^ (C H --- - A j S r  L V  S 3  ,      f= *  |_ , ~>--->—1 < £ .

«=• v̂ r V D s - .u e ^ o  er-GD I— 11=>«._<-nr-y=v~r- -a. r “-e Ary P=vC5 ir^>ctj
C^tTT-c-? B t o f t 555^<—i.cp:- tt-3 —j --  , c ~ .  ,—i

^ - i - r D j - t c s - T - i o v ;  “ -3-<
g _L cr—n. ——. ,—r^v -t, rs^5‘i f C? y . .̂ _

’>«==. CD £>. . ^KT.'.-Si c<„c.
       _

^  v  c o F - M c . T o e
t̂ \ ry L i ; <ry |i?

> - r o  (=r r —11F=—T~ l i O  <ry- r=^T—i i S i x -  s <D> <—i D  >^crD'^-« CSt "5
p y v - >— c—r c t d  is—^ y s - v i  e x  —r - « x  i v “^-[^v  > = . s :  v.—a -v. <_*_ f v i _ . u o  ^ — <

^ i i O -  »s_5 i r= » v=,y=̂ --v—x~v usy ft ercD i_j> cr,.s —r m—i.oa- r ^ 4tr.-*aSctgyas.'-
F-a.cr e a T '  cr> e=̂  —> t> -3

Figure A-22. Some samples from the database, writer 4 (upper case)
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Figure A-23. Some samples from the database, writer 5 (upper case)
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Figure A-24. Some samples from tire database, writer 6 (upper case)

\  1 2



A ppend ix  A. S* >nii. x u n p io s  fn im  she da'-.ibaM-

T J T S T c I u .  & . R . O O J  r J  p

P r o v i d i n g  cv-v i=~
• f H S  P « .o3 G C .T  pvrO rr-i— 

- n - a i - s  I. -s. ♦Oo-'I-  T O  ■&. px 'V

-H  I ft -S  " X O  P 6 "Cj

L-* e o  r i .  e  ~r~ l  c  |C \  ( — i~->Y

■ Vi p o r  A tn] fVft*4 *—* '

■ A  2 .  'Y TOctjcj 
ry d  fy. d. /Ci

< e . v t  y  k - i _ v |  p i _  f V .« O iu

D GT «=»-*- -

C= P e r  <?!.«. <£ < p( V-t « &—{ I  "S> I N  C l  *

l=c
<=; -eivo c= a l  pr- v - t ~2- e  fT>
fvFPR-o Pp- i Fv-ns? _

I p. P e t i - t e i ^ T A A c  <=>«= T u U E N I t . 6 .  C=_ er <3 v=« *o r a t
r  fc»Y N JE IA /I-V  ^ e v / e i - c . e ’ e t  e_ t_»  r-o«=, S x o F F  

Q o A w s F ' c S V - n . N S  ^ s o < ; ^ f t P « W  o . c ~ m c o ^ V

•H . of i - ge fu  o  u  s  o  e e  P  p  a t c  &
G  J ( =  M  ( i- E .  1_1=V-T *v/ <s  C _ v  I M f K o S A f c e e  S J ^ E S - T i o i j s  A  P> «—I fXl  T~lc
F=W3_C5- T o  ^ o u  C_ V l£_e PT  pne. t> <?UeceC> Fo (S. iNspErC-i lois
\J I S UA k )  -2_«=v~tt o rJ  o F  O '-’i 'F i  i ci- ax t_ & C? o  i“*-r- i «=> v-J <F_ *=>> r-J

M  A  "*2L I U - V  S  C ^  P  4— » P -  V

F «*"> tv. P o  "1 O v̂ i S
P V - C >  A  (2L f  t r O  <7 k I  C - L .  < S

in-v o  s n ~  P  «-j * 

P c c o  6  <=V|3»1— V

. c - j  < r  e  R - T  AV»

> i  i t H T
Vo C. ( ! . P ( h J C i  S d  f r  -V- VO P><e_.<s *L-«=> s. t CL O CLT*- » <=> <xS

T  < -> # -<  p  F  \  [  I N  C j  »*& AX ? f V < 2 T T ( C . u U . A R K . V  ^

V u L O e R - f t f t d E  t o  v - t o A V L  ~ r v \ i  i a c ;

F ^ e r v v /  W i q v I L V  P r L c o H a W  «=_ e - o r J F  O C - K v J t S  GO t I— u -  —T «_» P  tv-/

&  v / o - P J  P v  - s - v - i  A  A f e , y  > c vy i —o P  + - t  o  O  t=- > rx_/ T~cs Ax ■ S o p  g r p  (S, TTVx

"S o  F Po PL.-T-
P* O v e t J r r l - 2 . » ini «=; ft, o  « . p<-\_> c_ ~v-« a m p s  i_js i-t~< , < l  i>vp iX c - i-n -^  -s. a - v u
fW l tS F o  w O S  I rxj “ a   r~ 1= Vt p -—I r j  c=J PM .& I T- « O O S  '-/ O •_■ *0 <F. T'â Y
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Figure A-25. Some samples from the database, writer 7 (upper case)
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Figure A-26. Some samples from the database, writer 8 (upper case)
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Figure A-27. Some samples from die database, writer 9 (upper case)
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Appendix B. P N N  method in case classification 

B .l Binary classification using common c r  

B.1.1 Analysis of zoning information using 36 extracted features

Figures B-l to B-4 show the finer details of this classification method by looldng at the 

characteristics of the words that are misclassified. The X-axis shows the word zoning 

information. It is assumed that lower case words can reside in 1,2 and 3 zones, mixed words 

can occupy only 2  and 3 zones and upper words can reside one zone only.

100%

■ Correctly Classified

Missclassified as upper

o?ile 2$?fe two zone three zone
Zoning Information

Figure B-l: Percentage o f lower case words, which are correcdy or incorrecdy classified (lower/upper data set)
using all 36 features.



Vppcr.diN. F>, P W  m csl'nd  ;:r . w  ciav-nicaM i>•1

100%

■  Correctly classified

8; Missclassified as uppre

three zonetwo zone

Zoning Information
■£■■■

F igure B-2: Percentage o f mixed words, which are correctly or incorrectly classified (upper/mixed data set)
using all 36 featrues.

100%

■  Correctly classified

® Misclassified as mixed

three zonetwo zone

Zoning Informatuion

F igure B-3: Percentage o f lower words, which are correctly or incorrectly classified (lower/mixed data set) using
all 36 features.
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■  Correctly classified

Missclassified as lower

o%----------------------- ,------- :—-—-—--------,-------- ^—2-——------ ,
two zone three zone

Zone information

Figure B-4: Percentage o f mixed words, which are correctly or incorrecdy classified (lower/mixed data set)
using all 36 features.

Figure B-l shows that in a classification between lower and upper case images 50.00%, 

65.91% and 84.62% of one, two and three zones lower words images are correcdy classified as 

lowercase words with the rest o f the words being misclassified as upper case words. Not 

surprisingly, this shows that the number of one zone lower case words “even”, “are”, etc 

which are misclassified as upper case words is greater than the number of two and three zone 

word images that are misclassified. The number of zones occupied by a word is thus a crucial 

factor in differentiation between lower case and upper case words.

This effect is mirrored in the results shown in figure B-2 where 61.22% and 88.46% of two 

and three zone mixed case words are correcdy classified as mixed case with the rest being 

misclassified as upper case.

Conversely, figure B-3 shows that 65.38%, 68.18% and 63.44% of one, two and three zone 

lower case words are correctly classified as lower case in classificadon between lower and
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mixed case images. Figure B-4 also shows that 86.15% and 72.22% of two and three zone 

mixed words are correcdy classified in classification between lower and mixed case word.

B.1.2 Analysis of zoning information using the selected features

Figure B-5 and B-6  again shows the finer detail of this experiment by looking at the 

characteristics of the words that are misclassified.

100%

90%

80%

70%

60%

50%

40%

30%

20%

10%

■

I g & . ' t S - ' r
I 'V . & ’Jtr ifi

* 4  ’ 4  ~ t  

5 i - k  %*«

■ ■ * * .

............ &

I f l f

•»?- * . .4

;r .-»  * ;

-----------------------------------------------------------------------------:------------------------------. • ■

two zone  

Zone Information
three zone

I misclassified as upper 
Correctl classified

Figure B-5: Percentage o f mixed words, which are correcdy or incorrectly classified (upper/mixed data set)
using 15 selected features
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l i p

ISfliSI 
V :  ̂^

p S S Q

iS S S

T g li

j, rl-v

two zone tliree zone
Zone information

■ Misclasified as lower 
Correctly classified

Figure B-6: Percentage o f mixed words, which are correctly or incorrectly classified (lower/mixed data set)
using 23 selected features.

o o >> g
I Misclassified as mixed 
; Correctly classified

three zonetwo zone
Zone information

F igure B-7: Percentage o f lower words, which are correctly or incorrectly classified (lower/mixed data set)
using 23 selected features.

Figure B-5 shows that 25.00% and 12.50% of two and three zone mixed word images are 

misclassified as upper case words with the rest being correctly classified.

Figure B-6  shows that 14.00% and 21.00% of two and three zone mixed word images are 

misclassified as lower case words with the rest being correctly classified.
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Finally Figure B-7 shows that 8.00%, 32.00% of and 32.00% one, two and three zone word 

images are misclassified as mixed case word with the rest being correctly classified.

B.2 Triple classification using common a  

B.2.1 Analysis of zoning information using 36 extracted features

These results can be broken down into finer detail by looking at the characteristics of the 

words that are misclassified.

■ rrisclassified as rri>ed case 
El rrissclassified as upper case 
& Correctly classified_______

one zone two zone three zone
Zone information

Figure B-8: Percentage o f lower case words, which are correctly or incorrectly classified (upper/lower/mixed
data set) using 36 features.
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I  missciassified as  upper c a se  
s#missclassified as  l o w e r c a s e  
' correctly classified___________

Zone information

Figure B-9: Percentage of mixed case words, which are correcdy or incorrectly classified (upper/lower/mixed
data set) using 36 features.

Figure B-8  shows that 52.00%, 28.00% and 10.00% of one, two and three zone lower case 

word images are misclassified as upper case word images. Whilst 7.00%, 16.00%, 36.00% of 

one, two and three zone lower case word images are misclassified as mixed case word images 

respectively. This shows that the majority of the lower case words, which are misclassified as 

an upper case word are one zone only words such as “crime”, "even”, etc. This is similar to 

the result for binary classification and again shown the important o f zoning for correct case 

classification. Figure B-8  also shows that most of lower case word images that are 

misclassified as mixed case words are three zones words such as “probably”, “experimental”, 

etc.

Figure B-9 shows that 11.00% and 33.00% of two and three zone mixed case word images 

are misclassified as lower case word images. Whilst 29.00% and 10.00% of two and three zone 

mixed case word images are misclassified as upper case word images. This shows that the 

majority of the mixed case words which are misclassified as upper case words are two zones



words such as “Planned”, "Channel”, etc. Most of the mixed case word images that are 

misclassified as lower case words are 3 zone words such as “Probably”, “Shabby”, etc.

B.2.2 Analysis of zoning information using the selected features

These results can be broken down into finer detail by looking at characteristics of the 

words that are misclassified. It assumes that lowercase words are located in 1 ,2  and 3 zone, 

mixed case words are located in 2 and 3 zones and upper case words are located in one zone 

only.

H misclassified as upper case  
S  misclassified as mixed case  
t? Correctly classified

one zone two zone three zone

Zone information

Figure B-10: Percentage o f lower case words, which are correcdy or incorrectly classified (upper/lower/mixed
data set) using 25 selected features.

100%
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100%

B Misclassified as upper 
a  misclassified as lower 

correctly classified

three zonetwo zone
Zone Information

Figure B -ll: Percentage of mixed case words, which are correctly or incorrectly classified (upper/lower/mixed
data set) using 25 selected features.

Figure B-10 shows that 3.00%, 20.00% and 27.00% of one, two and three zone lower case 

word images are misclassified as mixed case whilst 62.00%, 31.00% and 13.00% of one, two 

and three lower case zone words misclassified as upper case word images.

Figure B-1'1 shows that 35.00% and 22.00% of two and three zone mixed case word 

images are misclassified as lower case words whilst 42.00% and 7.00% of two and three zone 

mixed case word images are misclassified as upper case words.

B.3 Binary classification using different cr 

B.3.1 Analysis of zoning information using 36 extracted features

These results can be broken down into finer detail by looking at characteristics of those 

words that are misclassified.
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100%

■  Misclassified as upper 
Correctly classified

one zone two zone three zone
Zone information

Figure B-12: Percentage o f lower case words, which are correctly or incorrectly classified (lower/upper data
set) using 36 features.

two zone three zone
Zone information

■  Misclassified as upper 
£  Correctly classified

Figure B-13: Percentage o f mixed case words, which are correctly or incorrecdy classified (mixed/upper data
set) using 36 features.
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■  Misclassifie as lower 
I  Correctly classified

two zone three zone
Zone information

Figure B-14: Percentage o f mixed words, which are correctly or incorrecdy classified or misclassified
(lower/mixed data set) using 36 features.

o o 
>> 5
O TJ0) o fc E o *55
O V) (0o o <u w

I Misclassified as mixed 
= Correctly classified

two zone 
Zone information

three zone

Figure B-15: Percentage o f lower words, which are correcdy or incorrecdy classified (lower/mixed data set)
using 36 features.

Figures B-12 shows that 31.00%, 25.00%, 11.00% of one, two and three zone lower case 

word images are misclassified as upper case words with the rest being correcdy classified. 

Figure B-13 shows that 4.60% and 29.00% of two and three zone mixed case words images



Vnpuidix B P \ ’\  m ethod :n s ise vk^siln ;in< >n

are misclassified as upper case words with the rest being correctly classified. Figure B-14 

shows that 13.00% and 22.00% of two and three zone mixed case words are misclassified as 

lower case words with the rest being correcdy classified. Figure B-15 shows that 8.00%, 

24.00% and 21.00% of one, two, three zone lower case word images are misclassified as mixed 

case words and the rest are correctly classified.

B.3.2 Analysis of zoning information using the selected features

This can broken down into detail by looking at the characteristic of those words that are 

misclassified.

■ Misclassified as upper case 
k Correctly Classified

two zone three zone
Zone information

Figure B-16: Percentage o f mixed case words, which are correctly or incorrecdy classified (mixed/upper data set)
using selected features.
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■ misclassified as lower 
Correctly classified

three zonetwo zone
Zone information

Figure B-17: Percentage o f mixed case, which are correctly or incorrecdy classified (lower/mixed data set) using
selected features

■ misclassified as mixed 
case

g Correctly classified

one zone two zone three zone
Zone information

Figure B-18: Percentage o f lower case words, which are correctly or incorrecdy classified (lower/mixed data set)
using selected features.

Figure B-16 shows 18.50% and 9.70% of two and three zone mixed case words are 

misclassified as upper case words. Figure B-17 shows 18.46% and 22.22% of one and two zone 

mixed case words are misclassified as lower case words. Figure 5-18 shows that 11.50%, 

25.00% and 30.00% of one, two and three zone word images are misclassified as mixed case 

words.

B 1 1



\ppi.ndix B P N \  m ethod ;n •, .tve i l;issincaii<*:i

B.4 Triple Classification using different a i  

B.4.1 Analysis of zoning information using 36 features

These results can be is broken down to looking at the characteristics of the words that are 

misclassified.

o o >> >

one zone two zone 
Zone information

three zone

■ misclassified as mixed 
case

! misclassified as upper case 

a correctly classified

Figure B-19: Percentage o f lower words, which are correcdy or incorrectly classified (lower/upper/mixed data
set) using 36 features.

[> t I-
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■  misclassified as upper 
H misclassified as lower 
S' Correctly classified

0%  ,  ,

Zone information

Figure B-20: Percentage o f mixed words, which are correcdy or incorrecdy classified (lower/upper/mixed data
set) using 36 features.

Figure B-19 shows that 35.00%, 18.00% and 12.00% of one, two and three zone lower 

word images are misclassified as upper case word images whilst 3.00%, 20.00% and 17.00% of 

one, two and three zone lower word images are misclassified as mixed case word images 

respectively. These figures show that one zone lower case words are hardly ever misclassified 

as mixed case words. The number of two and three zone lower words which are misclassified 

as mixed case words is roughly the same.

Figure B-20 shows that 15.00% and 24.00% of two and three zone mixed case word 

images are misclassified as lower case word images whilst 17.00% and 4.00% of two and three 

zone mixed word images are misclassified as upper case word images respectively.

B.4.2 Analysis of zoning information using selected features

Figures B-21 and B-22 show the affect of zoning on this classification method.

ti  i 3
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■  misclassified as lower case 
i§ misclassified as upper case 
& Correctly classified________

two zone three zone
Zone information

Figure B-21: Percentage of mixed words, which are correctly or incorrecdy classified (lower/upper/mixed data
set) using 25 selected features.
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I misclassified as mixed case 
lmisclassified as uppercase 
; Correctly classified

one zone two zone 
Zone information

three zone

Figure B-22: Percentage o f lower words, which are correctly or incorrecdy (lower/upper/mixed data set) using
25 selected features.

Figure B-21 shows that 62.00% and 77.00% of two and three zone mixed case words are 

correcdy classified and 13.00% and 4.00% of two and three mixed case words are misclassified



as upper and 25.00% and 19.00% of mixed case words are misclassified as lower case word 

images.

Figure B-22 shows that 50.00%, 64.00% and 66.00% of one, two and three zone mixed 

case word images are correctly classified and 42.00%, 25.00% and 12.00% of one, two and 

three zone lower case words misclassified as upper case and 8 .0 0 %, 1 1 .0 0 % and 2 2 .0 0 % of 

one, two and three zone lower case words are misclassified as mixed case word images.
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Classification of Off-line Hand-written Words into Upper and 
Lower Cases

M.Ebadian Dehkordi, N.Sherkat and R.Whitrow

Department o f Computing, Nottingham Trent University, Burton Sheet,
Nottingham.NG 14BU 

E-mail: (mand,ns,rjw}@doc.ntu.ac.uk

Key words: Features extraction, Principal component, Pre-classification of words, Upper 
and lower case classification, and Contours extraction.

Abstract

This paper presents an efficient technique for classification o f off-line hand-written words 
into upper and lower case using principal components (PC). The technique consists o f two 
phases. For each word, in feature extraction phase, first the boundary points of the word 
are extracted, then twenty-six features including global, local, region and dominants 
features are extracted using the contour information. In the classification phase, a 
discriminate function based on the PC, adapted by our system, is introduced to integrate 
the extracted features and classify words into upper and lower case.

Experimental results show that the system achieves an 83% correct word case 
classification for about 2240 test words randomly selected from a 3226 data set obtained 
from 12 writers.

1. Introduction

Handwriting recognition has been the subject of intensive research for many years. 
However, despite effort by many researchers, the problem of handwriting recognition is far 
from solved. The greatest difficulty is due to large variations o f shapes resulting from the 
writing style [1][2].

Among the various types o f tasks in handwriting recognition, a pre-classification o f words 
to upper and lower case would provide a useful means of reducing ambiguity. However 
there are no specific references to research in classifying hand-written words into upper 
and lower case in the literature. This research therefore focuses on the problem of 
classifying words to upper and lower case as a prior stage to the recognition stage.

The paper is organised as follows: Section 2 describes the feature selection scheme; 
Section 3 details how the principal components, as a discriminant function, is applied to 
the classification problem; Section 4 shows the experimental results obtained from 
different handwriting sample, conclusion and discussion is on section 5.
2. Feature extractions
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In this stage a number o f useful features are introduced which are based on the outer 
contour o f the hand-written word.

For each word first the boundary information of the word are extracted [3], then twenty six 
features including a family of global, local, region and dominants features [4] are extracted 
using the contour information.

A hand-written word can be described as a sequence of separate loop contours 

W =  { c , |C ,n C y =(}. 1 * 7 ,  i = 1,2, . . . ,n } .

Each loop contour Q  is a sequence o f consecutive points on the x-y plane:

Q  ={pi\ i = 1 ,2,...,M,} ,

Where p ] and p M are the end points of ith loop contour.

The contour-based features used in the system are mainly based on:

(a) The chain coding scheme from the eight primitive directions given by 
Freeman encoding [5].

Each loop contour C, can be represented by a chain code sequence 

Di = {dj IJ = 1>2,...,M. - l}  , and
N

d  = U A
i=I

(b) Consecutive exterior angles and contour angles formed by pairs o f arrows along 
the segmented region o f the word.

d i -k

d,_
Pi 

d,

Figure 1

Figure (1) shows the exterior angle at at point p t formed by the pair o f vectors d, and 
d,_{, and is located on the left-hand side of the vectors. The sequences of exterior angles in 
a loop contour Ci , are calculated as:
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A, =  {a , |  1 =  2 ,3 ...... A / , - 1 }  .

(c) Dominant points.

Dominant points refer to points of the following types:

1) End points of the segmented regions of each individual loop contour.

2) Points corresponding to local extreme of curvatures o f each individual loop contour.

3) Midpoints between two consecutive points of type (1) or (2).

3. Classification

In phase I, 26 potentially important features were proposed to be extracted. Processing 
such a large number of features leads to some problems. These problems are as flow:

1. Speed: Any classification techniques dealing with a large number of variables is slow 
and time consuming.

2. Correlation: There can be substantial correlation between features. The more features 
present, the higher the probability o f significant interdependencies

All above reasons make for using the principal component. This technique allows 
extraction of useful information present in a large set o f features by means of as few new 
features as possible [6].

All together, in the classification phase, a discrimination function based on the PC is 
introduced to integrate the extracted features and classify words into upper and lower case.

4. Experimental results:

The classification system has been trained on a data set of word images produced by 12 
writers and tested on data set o f word images produced by 12 writers (word images 
different from training set).

Table 1 shows an experiment. The first and third columns show the samples (writers) that 
are used as a test data set for the lower and upper case respectively. Contents o f the second 
and fourth column are the classification rates in lower and upper case words. Experimental 
results are as follows:
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Uppercase
Sample %correct

Lowercase
Sample % correct

W riterl 83 W riterl 88
W riter2 91 Writer2 83
W riter3 89 Writer3 59
W riter4 83 Writer4 87
W riter5 91 Writer5 84
W riter 6 65 Writer6 83
W riter7 91 W riter7 85
W riter8 98 W riter8 52
W riter9 80 W riter9 68
W riterl 0 93 W riterl 0 75
W riter 11 94 W riterl 1 88
W riterl 2 92 W riterl 2 74

Table 1

5. Discussion and conclusion

This paper describes an efficient method for classification o f off-line hand-written words 
into the upper and lower case. A discriminant function based on the PC, adapted by our 
system, is introduced to integrate the extracted features and classify words into upper and 
lower case. The experimental results shows that all features used in this system are 
necessary for reliable classification. Using different writer samples has subjectively 
validated the system. This indicates that the system is capable o f classifying words about 
83% accuracy.

The presented approach was restricted to the upper and lower case classification. Therefore 
the research is ongoing to build up more comprehensive knowledge o f the type o f hand 
writing cases which need to be classified, and the characteristics and features which are 
necessary for their reliable classification.
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Abstract

This paper presents an efficient technique for 
classification of off-line hand-written words into 
upper and lower case using principal components 
(PC). The technique consists of two phases. For each 
word, in feature extraction phase, first the boundary 
points of the word are extracted, then twenty-six 
features including global, local, region and 
dominants features are extracted using the contour 
information. In the classification phase, a 
discriminante function based on the PC, adapted by 
our system, is introduced to integrate the extracted 
features and classify words into upper and lower 
case.

Experimental results show that the system 
achieves 83% correct word case classification for 
about 2240 test words randomly selected from a 3226 
data set obtained from 12 writers.

1. Introduction

Handwriting recognition has been the subject o f 
intensive research for many years. However, despite 
effort by many researchers, the problem of 
handwriting recognition is far from solved. The 
greatest difficulty is due to large variations of shapes 
resulting from the writing style [1][2].

Among the various types of tasks in handwriting 
recognition, a pre-classification o f words to upper and 
lower case would provide a useful means o f reducing 
ambiguity. However there are no specific references 
to research in classifying hand-written words into 
upper and lower case in the literature. This research 
therefore focuses on the problem o f classifying words 
to upper and lower case as a prior stage to the 
recognition stage.

The paper is organised as follows: Section 2 
describes the feature selection scheme and procedures 
used to compute the features; Section 3 details how 
the principal components, as a discriminante function, 
is applied to the classification problem; Section 4 
shows the experimental
results obtained from different handwriting samples.

2. Feature Extraction

In this section a number o f useful features are 
introduced which are base on the outer contour o f the 
hand-written word.

For each word first the boundary information o f the 
word are extracted [3], then tw enty six features including 
a family o f global, local, region and dominant features
[4][5] are extracted using the contour information.

A hand-written word can be described as a sequence of 
disjointed loop contours

W~ {Cj| Ct n C j  -  (f>, i * j ,  i =  1,2 N } .

Each loop contour Ct is a sequence o f consecutive points 
on the x-y plane:

C , = { p , | /  = 1,2.......M,},
Where p { and p M are the end points o f Ith loop 

contour.
The contour-based features used in our system are mainly 
based on:
(a) The chain coding from the eight primitive directions 

given by Freeman encoding [6],

2

4

6

Figure 1 chain code directions

Figure 1 refers to the eight primitive directions and 
represents the writing direction from a start point to end 
point by following the upper outer contour of the word. 
Each loop contour Ct can be represented by a chain code
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Sequence D. — |d j\ j  =  1,2,..., M( — l |  , and

N

B = {J D,
/=i

(b) Consecutive exterior angles and contour angles 
formed by pairs of vectors along the segmented 
region of the word.

Figure 2 shows the exterior angle a l at point p l 

formed by a pair o f vectors dl and d,_x, and is

Figure 2 Exterior angle a t at p t

left-hand side o f the vectors. The value o f a l can be 
obtained easily using a lookup table (Table 2.1). The 
sequences o f exterior angles in a loop contour, C; , is 
calculated as:

(c) Dominant points.
Dominant points refer to points of the following 
types:
1) End points o f the segmented regions o f each 

individual loop contour.
2) Points corresponding to local extreme o f 

curvatures o f each individual loop contour.
3) Midpoints between two consecutive points o f 

type (1) or (2)[7].

- d , ) nx>d8 a i

0 180
1 135
2 90
3 45
4 315
5 270
6 225

Table 1 as a function o f (r/M —d{)

3. Classification using Principal Components

In section 2, 26 potentially important features were 
proposed to be extracted. Processing such a large number 
o f features leads to some problems. These problems are as 
flow:
1. Speed: Any classification technique dealing with a 

large number o f variables is slow and time 
consuming.

2. Correlation: There can be substantial correlation 
between features. The more features present, the 
higher the probability o f significant 
interdependencies

All above reasons make for using the principal 
component approach, a technique for extracting the useful 
information present in a large set o f features using as few 
new features as possible [8],

3.1 Principal Components

One of the most common methods o f data reduction is 
that o f principal components.
Each principal component y, is a fixed linear 
transform O , of the features vector F: 
y  =  ® F  = <f>Jx + (j)J2 +...
In our case, F  = ( f Q, j \ , . . . . , f 25) where f ( are the 

features are used in the system.
In mathematical terms O  is defined in such a w ay that 

the variance O  F is maximised relative to the universe o f 
possible feature vectors subject to the length of (D being 
fixed. The second PC can be defined in the same manner 
to capture maximum variation from the collection but 
subject to the restriction that it is uncorrelated with the 
first PC.

An optimal solution to the computation of O  is given 
in terms o f the eigenvectors o f the features covariance 
matrix W.

The covariance matrix W for our training set is a 26 by 
26 symmetric matrix whose diagonal contains the 
variances o f each o f the 26 extracted features and whose 
off-diagonal area contains their covariance. Each of W's 
elements is computed using the following Equation.

1 11
Wij = W j i  = “ X  (fkt -  M,){fv ~ f-lj )  where

n  4=1

1 "

and f y  stands for the vector extracted feature j  in

sample i of collection o f n sample that comprises the 
training set.
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3 .2  D iscr im in a te  fu n ction

As previously mentioned principal components 
capture the maximum variance from a collection o f 
sample cases relative to all possible collections with 
many variables. This can be a disadvantage in case 
that the collection is composed o f samples from 
different classes. The data is treated as a single group.

Any categories inherent in the collection are 
ignored when principal components are computed. 
This means that the principal component extracts 
useless information (i.e variation within classes) 
along with useful information (i.e variation between 
classes).

One way to tackle this problem is to consider the 
mean vector o f all feature vectors within a class as a

representative for that class, in our case f . , a n d  g s
respectively for upper and lower case. Then compute 
the principal component base on the class means.

1

- Y . . U26
(M ean o f i 1 features for lowercase

words sample) and
1 v-

Si 26 2 ? 8iJ (Mean o f i 1 features for uppercase

words sample)
In this w ay variation between classes are ignored. 

Our experiments show that results based on group 
centres are poor. One reason behind this might be that 
the new computed principal component, that is 
supposed to optimally discriminate between classes, 
is based on the difference between classes (centres) 
not the distribution within the classes. It means that 
one should take advantage o f shape of the within 
classes distribution to compute the new variable that 
is very effective in discrimination between the 
classes.

For this reason it is assumed that the training set 
consists o f samples from each of several different 
classes. Based on principal components the V matrix 
will be the eigenvectors o f the total variance (the 
variance within classes W, and between classes B). 
Therefore, instead o f basing the principal component 
on V, we compute the principal component based on

W 1B matrix. This means that the V matrix will be

the eigen vectors of W 15  matrix. In this case, the 
eigen values are no longer the variances o f the 
discrim inant functions.

Therefore to find the new values, one must 
expilicity compute the variance o f each discriminant 
function, then divide the columns o f V by the square 
root o f that quantity. It can be proved that for a 
particular column o f V, v. the variance of that 
discriminant function within each class is given by 

the quadratic form T = v ~1 wv(.

4. Experimental Result and Analysis

The handwriting samples used in the experiments were 
selected from a database containing 150 words from 12 
writers. The words in the database are written by 
numerous writers: one written all in lowercase, and one 
written all in upper case, w ithout any other constraints on 
the writing style. In the following experiments, LW j and 
U W ; refer to samples written by ilh writer.

Table 4.1 shows an experiment. The first and third 
columns show the samples (writers) that are used as a test 
data set for the lower and upper case respectively. 
Contents o f the second and fourth column are the 
classification rates in lower and upper case words. The 
classification system has been trained on a data set o f 
1000 word images produced by 12 writers and tested on 
data set o f 2240 word images produced by 12 writers 
(word images different from training set).

Uppercase
Sample %correct

Lowercase
Sample %correct

LW1 83 UW1 88
LW2 91 UW2 83
LW3 89 UW3 59
LW4 83 UW4 87
LW5 91 UW5 84
LW6 65 UW6 83
LW7 91 UW7 85
LW8 98 UW8 52
LW9 80 UW9 68
LW10 93 UW10 75
LW11 94 UW11 88
LW12 92 UW12 74

Table 2 Classification results

5. Discussion and conclusion

This paper describes an efficient method for 
classification o f off-line hand-written words into upper 
and lower case. A discriminant function based on the PC, 
adapted by our system, is introduced to integrate the 
extracted features and classify words into upper and lower 
case. The experimental results show that all features used 
in this system are necessary for reliable classification. 
Using different writer samples has objectively validated 
the system. This indicates that the system is capable of 
classifying words to about 83% accuracy.

The presented approach is restricted to the upper and 
lower case classification. Therefore the research is 
ongoing to build up more comprehensive knowledge of 
the type of hand writing cases which need to be classified, 
and the characteristics and features which are necessary 
for their reliable classification. This is planned to extend 
the current development to include classification of the 
mixed case cursive words. Providing a means o f pre-
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classifying word images into upper, lower and mixed 
case is expected to provide a significant contribution 
as currently most o f the reported algorithms simply 
assume this pre-classification.
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Abstract. Pre-classification of words to upper, lower and mixed cases 
would provide a useful means of reducing word ambiguity. If it were 
possible to classify the case of a word image prior to recognition, then the 
size of the lexicon used for any individual word recognition could be 
significantly reduced. This paper presents an efficient technique for 
classification of off-line hand-written words into upper, lower and mixed 
case using principal components (PC). The technique consists of two 
phases. In the feature extraction phase, the boundary points of each word are 
first determined, then thirty-six features are extracted using this contour 
information. In the classification phase, a discriminant function is applied to 
integrate the extracted features and classify words into upper, lower and 
mixed case. Experimental results show promising results. The system 
achieves 93.44%, 97.38%, 74.88% correct word case classification for 
upper and lower, upper and mixed, and lower and mixed case words 
respectively.

1 Introduction

Although research in recognising hand-written characters and numerals has 
reached a reasonable stage o f development, recognition o f unconstrained cursive 
handwriting has proven to be much more difficult. The greatest difficulty is due to 
the large variations in shapes that result from the different writing styles [1], 
Previous research has shown that writing style can vary significantly with 
geographical location, cultural background, age, sex and so forth [2].

It is hypothesised that one way of helping cursive script recognition systems 
would be to detect writing style prior to the recognition stage. As an example, pre- 
classification o f words into upper, lower and mixed case would provide a useful 
means o f reducing this style ambiguity. However there are no reports o f significant 
research in classifying handwriting into upper, lower and mixed case in the literature. 
This research therefore focuses on the problem o f classifying words to upper, 
lower and mixed case as a prior stage to the recognition stage.

The paper is organised as follows: Section 2 describes the feature selection 
scheme and procedures used to compute the features; Section 3 details how the 
principal components, as a discriminante function, is applied to the classification 
problem; Section 4 shows the experimental results and analysis. Section 5 gives a 
brief summary and conclusion.

2 Feature Extraction

In this section a number o f useful features are introduced which are based on the 
outer contour o f the hand-written word [3]. A hand-written word can be described 
as a sequence o f separate loop contours (1).

( 9

J
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W -  jCj | C ' - n C j  = <f>,i*j, i =  1,2,..., n ) .  (1)

Each loop contour Ch (2) is a sequence o f consecutive points on the x-y plane:

C{ =  {/?2- | i = 1 , 2 i & p{ are consecutive points}. (2)

Where p ] and p M are the end points o f i th loop contour. 
i

The contour-based features used in the system are mainly based on:

(a) The chain coding scheme from the eight primitive directions given by Freeman 
encoding [4],

Each loop contour C- can be represented by a chain code sequence (3).

i t N
Dt = [dj | j  = 1,2,..., Mt -  1), and D = j j  Dt . (3)

(b) Consecutive exterior angles and contour angles formed by pairs o f arrows 
along the segmented region o f the word.

Figure I shows the exterior angle Cl{ at point p t (4) formed by the pair o f 

vectors d, and d t_x, and located on the left-hand side o f the vectors. The 

sequences o f exterior angles in a loop contour C(, are calculated as:

At = { a z- [i = 2 , 3 , . . . , - 1}. (4)

d!-k
4-. y 4-
P i p  P , - A  a,

d , \ p ,  Q
V
dl+k-l

Fig 1. Exterior angle a l at point p t

(c) Dominant points.

Dominant points refer to points o f the following types:

1. End points o f the segmented regions o f each individual loop contour.
2. Points corresponding to local extreme o f curvatures o f each individual loop 

contour.
3. Midpoints between two consecutive points o f above types.

The above information is used to introduce features such as contour-based 
features, global features, region-based features, windows based features, features 
based on moments and features based on zero crossing. These features were used
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for classification between upper and lower case words in our previously reported 
work [5][6].

In addition to the above features, in this paper we introduce additional features 
to help distinguish between the more difficult cases of mixed and lower case. 
These features are group-based features and features based on the horizontal 
histogram, which are described as follows:

2.1 Group Definition

To avoid using any segmentation technique, which may lead to errors, group-based 
features are introduced. A group can be described as a set o f pixels in a word 
image, which contain one outer loop contour (4).

W  = jG; | G t r s G j  j , i  = 1,2,...., N,  j  = 1,2,...., A j  or W = U (4)

where G ■ =  \ i -  1,2,..., N ■ & p -  have one outer loop contour},

Pi  = { ( * / ,T ; ) h ‘ =  U , . . J v J

tfoand N  is the number o f groups in a word and N  ■ is number o f pixels in / group 

o f each word.

The group features used in our system are mainly based on:

(a) Zoning information.

The zoning lines of the word image are the four lines that partition the word 
into three disjoint horizontal slices or zones. The width o f upper and lower 
zone is 25% of the word height and width o f middle zone is 50% of the word 
height.

(b) Bounding box o f each group.

A bounding box is a rectangular shape constructed o f  four points

P  . . , P  . . . , P  . and P  . . (Figure2) denote the intersections
m im a ,i m w u ,i  m am ax m a m i,i

between four lines, two horizontal line passing through the 

^rnin,/’ ^max i Pos’t’ons and tw o vertical lines passing through the positions.

*min i ’ ^max i ^enote t*ie minimum and maximum value o f and

^ m in  i  ’ ^ m a x ,/ ^en°te the minimum and maximum value ofx^ for each

pixel in the group respectively.

( 1 1
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m in,l max,l max,l

nrima, 1

mirni  1

Bounding box o f first, second and third groups

Fig 2. Groups and their bounding box.

2.1.1 Group-based Features

The following group-based features are used in our system based on the above 
definition o f groups.

(1) Number o f groups in each word (N). Total number of groups in a word.

Since the first few letters in a word hold more reliable information, only 
features present in the first three groups in a word images are considered [7]. 
Furthermore our experimental result show that increasing the number o f  groups 
is not beneficial and can lead to confusion. Therefore the following features are 
extracted from first three groups of each word.

(2) Ratios of distance between upper bounding line and upper zone line to 
distance between lower and upper zone line for the first three groups o f the 
word (5) (Figure 3).

(3) Ratios o f distance between lower bounding line and lower zone line to 
distance between lower and upper zone line for the first three groups o f  the 
word (6) (Figure 3).

max,/
R D U U (5)

RDLL (6)
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Upper Bounding Box of first group

max.l

Upper zone line

Lower zone line

Upper Bounding Box of second group

Upper Bounding Box of third group

lu

Lower Bounding Box of Third group

Lower Bounding Box of Second group

Lower Bounding Box of First group

Fig 3. Illustration of group-based features.

2.1.2 Horizontal-based Histogram Features

Different characteristics o f the horizontal pixel histogram are examined (Figure 4). 
The mean value o f the columns on the horizontal histogram are calculated by (7).

Z  col• 
/=1 1

.th

(7)

W here col  ̂ is number o f black pixels in i column of horizontal histogram and 

n is number o f columns in histogram.

(J) Spread or first moment o f the histograms (8):

FMH
Z  \col; -  ml
/=r * 1

mn

(2) The distance o f  the average height o f columns (9):

(8)

AH = * 2 - * l (9)
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Where

j col■ + COL,]
= m jn j k̂  : kz- = -------------------- > m ,i = 1,2,..., n >■. (10)

f col: + col-, ] I
K 2  = n ijn j kj :k ■ = ------------------ > m,i  = 1,2 , . . . , « > . (11)

(3) i?ar/'o 0/  number of black pixels in upper zone to number o f  black pixels in all
three zones of a word.

(a)

Fig 4. Horizontal histograms of (a) An uppercase word (b) Lowercase word 
(c) Mixed case word all written by the same writer

3 Classification

In this paper a dicriminant function based on principal component is used in 
classification method. One o f  the most common methods o f data reduction is that 
of principal components (PC) [8]. Principal components attempt to eliminate 
irrelevant information by transforming the original set into a new set o f variables 
with little loss o f  information.

3.1 Principal Components

The covariance matrix W  for our training set is a 36 by 36 symmetric matrix 
whose diagonal contains the variances o f each o f the 36 extracted

features f 36 )  and whose off-diagonal area contains their covariance.
Each of the elements in matrix W is computed using the Equation (12).

wij wji
Where

; !  <l2)

/=!
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and f y  stands for the vector extracted feature j  in sample i of collection o f n

sample that comprises the training set.
The principal components obtained from the correlation matrix W o f  a set o f 

features shows that the 36 features are weakly correlated. The eigen values are slowly 
decreasing. For example the twenty-four features cover 90% o f the variability. Figure 
5 shows the variation of variance relative to the number of principal components.

0.4 -

Number of principal component

Fig 5. Variation o f variance relative to the number of principal components

3.2 Discrim inant Function

It mentioned in our previous work [6], that as discrimination between classes 
based on the difference between the mean o f feature for each class is poor 
therefore distribution within classes should be considered.

It is assumed that the training set consists o f samples from each o f three 
different classes. Based on principal components the V matrix will be the eigen 
vectors o f the total variance (the variance within classes W, and between classes 
B). Therefore, instead o f basing the principal component on V, we compute the

principal component based on W B matrix. This means that the V matrix will be

the eigen vectors o f W  ̂B matrix. In this case, the eigen values are no longer the 
variances o f the discriminant functions.

Therefore to find the new values, one must explicitly compute the variance of 
each discriminant function, then divide the columns o f V by the square root o f that 
quantity. In this work the decision for assigning each word to a particular class is 
based on measuring the Euclidean distance between its score (calculated by 
discriminant function) and the centroids (mean of scores) of each training set.

4 Experimental Result and Analysis

Previous w ork [9] had indicated the need for careful choice o f sample words to 
allow a good representation o f a much large vocabulary without becoming 
hopeless unwieldy. Kassel [10] has discussed design aspects of such data sets and 
sample words used in this research w ere designed from this work. Therefore this 
technique was applied on our existing data set, scanned images obtained from 9 
writers containing 150 words with 200xl00-dpi resolution. Each writer has written 
each word in all lower, all upper and all mixed case without any other constraints 
on the writing style. In Table 1 the first column shows the case categories and the

! 1 5
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second column is the result o f  classification rates in lower, upper and mixed case $
words. This table shows the classification results achieved on 1667 test words i
randomly selected from a 2452 data set of each category. The training set consists 
o f 750 words, which are not in the test set o f each category.

Case categories % Correct Classification Result
Upper and lower 93.44
Upper and mixed 97.38
Lower and mixed 74.88

Table 1. Experimental result

It can be seen from table 1 that the highest classification rate is between the upper 
and mixed case words. This is due to the fact that virtually all of the upper case 
words are midzone only whilst the converse is true for their mixed case 
equivalents. The reduced classification between the upper and lower case words is 
then due to the fact that a proportion o f the lower case words are midzone only 
(i.e. “are”, “can”, “an”, “ now” and etc). These lower words are then incorrectly 
classified as upper case.

The lower classification rate between the lower and mixed case words is due to 
a variety o f  factors. These include; one group only words, lower case words with 
an ascender in the first character position and the poor quality o f writing within the 
mixed case data set.

The first factor, one-group only words, mainly affects short words such as “is” , 
”be” and “an” etc. or specific writers who use totally cursive handwriting. Such 
one-group lower case words are usually incorrectly classified as mixed case as 
RDUU  ̂ and RDLL  ̂ are zero for such words. The horizontal histogram features

were an attempt to overcome this problem but it only worked for a small number 
o f cases. Although some uppercase words contain characters like ‘L ’/ T ’/ E ’, 
which distort the horizontal histogram, experiments show that horizontal 
histograms of mixed and lower case words are sharper than upper case words 
because o f the presence o f ascenders or descenders. In other words, unlike the 
upper case, the pixel density o f lower case words in the middle zone is more than 
in the upper and lower zones because o f ascenders and descenders. This property 
was used to improve the classification results on purely cursive handwriting.

Lower case words with ascenders in the first character position suffer from the 
opposite problem in that they tend to be misclassified as mixed case. This is 
because o f the small distance between them and their mixed case equivalent.

The final factor, poor quality o f writing, is probably due to the fact that the 
writers where required to artificially produce sentences with each word written as 
mixed case. This unnatural writing style tended to produce a poorer quality of 
writing, which is affected the classification rate. Indeed in some instances the 
human reader could not tell the difference between the lower and mixed case 
equivalents (“can” and “Can” or “so” and “So” and etc).

5 Discussion and Conclusion

This paper describes a method for the classification o f off-line hand-written words 
into upper, lower and mixed case. A discrim inant function based on the PC, 
adapted by our system, is introduced to integrate the extracted features and classify 
words into upper, lower and mixed case. The experimental results show that all 
features used in this system are necessary for reliable classification. Using
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different writer samples has subjectively validated the system. The results indicate 
that the system is capable o f classifying words to upper, lower and mixed cases.

The presented approach was restricted to the upper, lower and mixed case 
words classification. Therefore research is ongoing to build up a more 
comprehensive knowledge o f the types o f hand writing style and the characteristics 
and features which are necessary for their reliable classification. Our observation 
of the adverse effect o f unnatural mixed case data collection has prompted 
investigation into alternative means o f collecting data. Determining an effective 
means o f collecting mixed case data forms part o f our ongoing research.
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Abstract 2. Definition of legibility

This paper describes an independent handwriting style 
classifier that has been designed to select the best 
recognizer for a given style of writing. For this purpose a 
definition of handwriting legibility has been defined and a 
method has been implemented that can predict this 
legibility. The technique consists of two phases. In the 
feature extraction phase, a set of 16 features is extracted 
from the image contour. These features have been 
selected from amongst a set ofpre-recognition features as 
those features that contribute the most (95%) to a 
discriminant between legible and illegible words. In the 
classification phase, a Probability Neural Network based 
on Bayesian decision is introduced to predict the legibility 
of unknown handwriting using a Parzen method to 
estimate a class conditional density function from the 
available training data.
Key words: Writing style, legibility of handwriting, 
Bayesian classification, Parzen model and linear 
discriminant function.

1. Introduction

M any methods have been developed for handwriting 
recognition and in general they all attempt to deal with 
poorly written handwriting [1]. Various algorithms have 
shown considerable success with certain handwriting 
styles but most, if  not all, cannot maintain their high 
recognition rates for all styles o f handwriting. It is 
hypothesised that one way of helping cursive script 
recognition systems would be to detect writing style prior 
to the recognition stage. In this way the best recogniser 
could be selected for the style o f writing using a prediction 
o f legibility based on the given recogniser’s performance. 
This research therefore focuses on the problem of 
classifying word images as legible or illegible prior to the 
recognition stage.

This paper is organised as follows: Section 2 gives a 
definition o f legibility; Section 3 describes the feature 
extraction process; Section 4 describes a method for feature 
selection; Section 5 details how a Bayesian decision is 
applied to the classification problem. Sections 6 and 7 give 
the experimental results and discussion followed by 
conclusions and future work in section 8.

Upto now legibility has been defined in human terms. 
However since the ability o f a machine-based recogniser 
differs significantly from that o f a human being, any 
definition of legibility should be based on the recognition 
system. O f course similar to that o f a human being the 
definition o f legibility is a debatable issue. Considering 
the novelty o f this concept in handwriting recognition at 
the time o f writing no reference to a machine based 
definition o f legibility has been found in the literature.

Our definition of handwritten legibility has therefore 
been based on our existing recogniser’s (HVBC) 
performance [2]. HVBC is a holistic word level 
recogniser that uses three features namely, Holes, Vertical 
bars and Cups. However this definition of legibility can 
be extended to any available recogniser. Legible words 
are thus defined as those that are likely to be placed the in 
the top 10 of the word list with a score o f 75 or greater. 
Illegible words are defined as those that would produce a 
list containing the word with a score o f less than 45 any 
where in the word list. These thresholds have been arrived 
at experimentally and merely provide a starting point. 
They will be reviewed in the light of future experiments 
to establish their validity.

3. Features extraction

During the design process of this classification system 
thirty-six potentially useful features were first extracted 
from the contour information o f a large number of 
handwritten word images provided by several different 
writers [3] [4][5].

A hand-written word can be described as a sequence of 
disjointed loop contours

W = {C; |Q  n C j = </>,i^j,\ =l,2,...,Nj.

Each loop contour Q  is a sequence o f consecutive 
points on the x-y plane:
Q ={Pi | /  = 1,2,...,M/},

The contour-based features used in our system are based 
on:

(a) The chain code from the eight primitive directions 
given by Freeman encoding [6],

1 l>

mailto:maiidana.ebadian-dehkordi@ntu.ac.uki


Vppendix (  . Prediction <it h.m dwrm ne Jejilbihn

(b) Consecutive exterior angles and contour angles 
formed by pairs o f vectors along the segmented 
region o f the word.

(c) Dominant points.

Dominant points refer to points o f the following types:
(1) End points o f the segmented regions o f each 

individual loop contour.
(2) Points corresponding to local extreme of 

curvatures o f each individual loop contour.
(3) Midpoints between two consecutive points of 

ty p e ( l)  or (2).

Using these points the contour of word images can be 
partitioned into a sequence o f convex, concave and plain 
regions.

4. Feature selection

As the number o f potential features is large a data

reduction method was used to select the best n features 
for style classification. For this purpose a linear 
discriminant function was applied on the set of 36 pre
recognition features to select those features that contribute 
most to a discriminant between legible and illegible 
words. This discriminant function seeks a set of

<>T'
transformation vectors a,, that maximise

A‘ SbA
A^Stf/A

where

-COV/
* r i  n n«=l (=1

m = Z'T™* C0V' (a J -m i l x J - m i Y ’
i=l 1 y=l

nii = —  aj  , n -  ^  Hj and where C is the number 
Hi j —\ «=1

o f classes, is the number o f available samples in each

class and at are the features introduced in section 3. This 

set can be found by using the eigenvector equation 

SbA = SwAA or Sfj/lSBA = AX where A is the matrix 

whose columns are a ;- and X is the diagonal matrix o f 
eigenvalues. Features corresponding to the largest 
elements of the eigenvector are then considered to be the 
best features for use in the style classification system [7]. 
Figure 1 shows the selected features corresponding to the 
largest eigenvector’s elements when using a training set. 
It can easily be seen that just 16 features capture most of 
the variation between the two classes.

A a * .

: zr. EP. 4 C

\!
------------ tr

Num ber of features

Figure 1 : The 16 largest eigenvector weights capture 
95% o f the variability between, legible (Good) and 

illegible (Bad) handwriting.

The percentage o f contribution (CON) of the selected 
feature sets is the ratio of the sum o f eigenvalues that has 
been selected to all possible eigenvalues:

CON = j=i
-X 100 %

(1)

where m is number o f selected features.
The selected features, which contribute about 95% of 

the variation between the classes, are shown in Table 1. 
For more detail on these features the reader is referred to
[4][5].

Features
Number

Feature Description

1 Average Region Length
2 Average plain region length
3 Average concave region length
4 Average convex region length
5 Ratio of Original Sharp Angle to the total 

number of Points
7 Ratio of critical vertical direction to the total 

critical chain code
8 Ratio of critical horizontal direction to the total 

critical chain code
9 Ratio of critical diagonal direction to the total 

critical chain code
10 An estimate of number of sharp angles in the 

whole
11 An estimate of the component length (disjoint 

contours) or averaged component ( C . ) length
14 Ratio of diagonal direction to the total chain 

code
26 First moment feature
27 Ratio of number of points in middle area to 

total number of points
28 Ratio of number of black pixels in the upper 

zone to number of black pixels in all three zone 
of a word.

29 Spread or first moment of the histograms
33 Ratios of distance between upper bounding box 

and upper zone to distance between lower and 
upper zone for the third three groups of the 
word

Table 1. 16 Selected features
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5. Classification

A statistical classification method based on a Bayesian 
rule decision is used to predict the legibility o f an unseen 
word. The basic idea behind the Bayesian estimation is to 
obtain information about the param eter co from 
observations x \yX2 , xn . The probability that a

particular pattern X comes from CQi is denoted as 

pipo^x) [8] where

P(x\ a>t)p(a>i)

36

(2)

7=1
This equation requires knowledge of the class- 

conditional density, which can be estimated from the 
parameters of a model, derived using an available training 
set. A Parzen model [9] is used to estimate the class 
density function in this experiment.

5.1 Parzen method

The accuracy o f the Baysian decision depends on the 
accuracy with which the underlying class-conditional 
density is estimated. A Parzen model [12] is a class o f 
smooth and continuous estimators, which becomes more 
representative o f the true class-conditional density as the 
number o f samples increases. The parzen model uses a

w eight function W(d) which has a maximum value at

d =  0  and which decreases as the absolute value o f d 
increases. A general formulation o f the parzen model is 
described by:

W
7=1

V — Y.J

(3)

where X7 =  ( x S , . . . ,x ‘36) are the sample points 

(extracted features) in the training set. a  is the variance 

o f points that surround each sample in the training set, n j

is the number o f samples in the training set (in class w , ),j
W is the weight function and xj  is the Ith feature

which is extracted from a word image belonging to the

Wj class. In Eq. (4) the Euclidean distance (D[xfx^ )  is

first computed and, then divided by a common sigma. A 
more general density estimator, which assumes a 
Guassian kernel distribution used in this study is:

^ )  = “ X eXp("Dfc—1 (4)
i=l

where

DU ')-Z
7=1

X j - X j

<y t (5)

is a distance function w ith different sigma values for each 
of the 36 extracted features thus

36
j "J ̂ Flncrj <=i V 2or/ j

(6)

/=!
In general each Parzen method should have multiple 

a y . However to simplify the model a special case can be 

assumed where a = ay =  ay = a 2  = ... = crn for all of 
the weights of function W .

5.2 Estimation of or based on leave-one-out 
method

Estimating the range of a  is not difficult. For each

particular a  a set o f Parzen density estimators based on

the training data set was estimated. The number of 
correctly classified words produced by each value is then 
used to judge the efficiency o f a particular value of a  .

To estimate an unbiased correct classification rate for 
each a  , a leave-one-out method was used. In this

method, all o f the training data set belonging to each class 
(legible and illegible) except one is used to train the 
system and the remaining datum is used for testing. This 
training and testing using the leave-one-out method was 
repeated until every datum element in the 2 different 
classes had been independently tested. This method 
(leave-one-out) thus gives the legible and illegible bounds 
of the true performance o f  the classifier.
The numbers o f misclassified words for each cr are then

counted as an error function. A final value o f a  is then

chosen that minimises the error function (num ber of 
misclassifications). The minimisation technique involves 
two stages. First a global search over a reasonable range 
is used to find a rough minimum. The range can be 
determined iteratively such that the error rate is 
minimised. Then a golden section method [8] is used to 
refine the estimate.

5.3 Probabilistic Neural Network

The non-parametric classifier described above can be 
implemented as a (probabilistic) neural network structure. 
This neural network has 36 neurons (36 features) in the 
input layer and 2 neurons (legible and illegible) in the 
summation layer. The input vector (input layer) is 
simultaneously distributed to all neurones in the pattern 
layer. Each neurone in the pattern layer computes a
distance between the input vector X =  ( x , , . . . ,  x 36 ) and

(  2 0
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training example p in class j . The activation level o f 
this distance measurement is then output into the 
summation layer. Note that there are only 2 neurons in the 
summation layer, representing the 2 classes. The 
summation layers simply sum the inputs from the pattern 
layers neurones corresponding to the class for which it is 
trying to compute the probability o f a word belonged to 
specific classes.

6. Experiment

Previous work [10] had indicated the need for a careful 
choice o f sample words to allow a good representation o f a 
much larger vocabulary without becoming hopeless 
unwieldy. Kassel [11] has discussed the design aspects of 
such data sets and the sample words used in this research 
are chosen based on that work. The style classification 
technique was therefore applied on our existing data set, 
which consists o f scanned images obtained from nine 
writers each containing 150 words at 200x100-dpi 
resolution.

Tables 2 and 3 show the experimental results obtained 
from all 36 extracted and the 16 selected features. The first 
and second columns show the samples that were used as 
the training data set whilst the third column shows the 
samples that were used as a test set. The fourth column 
shows the correct classification results obtained using a 
common a  within the weight function W .

Initially the system was trained on the L and IL files 
containing all 1027 legible (L) and illegible (IL) word 
images. The classification system was then tested with the 
same data sets and the results are shown in the first two 
rows o f Table 2 and Table 3. In the second experiment a 
training data set o f 440 word images was randomly 
selected from the 1647 word images. These were used to 
derive the Parzen model and the rest were set aside as a 
test set. These 4 sets are called n L l& n lL l and nL2&nIL2 
respectively were L represents the legible words, IL 
represents the illegible words and n indicates the number 
o f features.

Table 2. Classification result using all 36 extracted 
features to discriminant between legible and illegible 

handwriting

Training 
Set 1

Training 
Set 2

Test
Set

% Correct 
Classification 

result (common
O ' )

16L 16IL 16L 99%
16L 16IL 16IL 100%

16L1 16IL1 LI 62 92%
16L1 16IL1 IL162 77.5%

Table 3. Classification result using the 16 extracted 
features to discriminant between legible and illegible 

handwriting

7. Discussion

It can be seen from tables 2 and 3 that the classification 
performance is 99% and 100% when the test sets are the 
same as the training set using either the 36 extracted 
features or the 16 selected features. These tables also 
show that the classification performance is 96%, 77% and 
92%, 77.5% with unseen data using the 36 extracted and 
the 16 selected features. Experimental results show that 
all 36 features are needed to get the best classification 
result.

The results have been analysed to identify the reasons 
for the misclassification o f words. In general most o f the 
misclassified legible words were short (e.g. a, to, etc) and 
most o f the misclassified illegible words were long words 
(e.g. theoretically, geography, etc).

8. Conclusion and future works

This paper has introduced a novel handwriting legibility 
classification system that can be used to predict the 
recognition performance o f a recogniser for a given 
handwriting style. Experimental results show that using 
our definition o f legibility o f handwriting the best 
classification result is 86.5% (correct classifications on 
unseen data), which was achieved by the system using 36 
features. Further work will consist of improving the 
classification using more classes such as middle-legible 
(i.e. between legible and illegible words). Furthermore the 
idea o f introducing rejection categories will be considered 
with the view to providing a confidence measure for 
legibility classification. As mentioned in section 2 the 45 
and 75 thresholds were arbitrary choices to provide a 
starting point. Further work will be done to refine the 
means of determining these thresholds.
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