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ABSTRACT 

Introduction: Sustaining attention is one of the most important factors in determining 

successful outcomes and deep learning in students. Existing approaches to track student 

engagement involve periodic human observations that are subject to inter-rater reliability. Our 

solution uses real-time Multimodal Multisensor data labeled by objective performance 

outcomes to track the attention of students.  

Method: The study involves four students with a combined diagnosis of cerebral palsy and a 

learning disability who took part in a 3-month trial over 59 sessions. Multimodal Multisensor 

data were collected while they participated in a Continuous Performance Test (CPT). Eye-

gaze, electroencephalogram, body pose, and interaction data were used to create a model of 

student attention through objective labeling from the Continuous Performance Test outcomes. 

To achieve this, a type of continuous performance test is introduced, the Seek-X type. Nine 

features were extracted including High-Level handpicked Compound Features (HLCF). 

Using leave-one-out cross-validation, a series of different machine learning approaches were 

evaluated. 

Research questions: 

RQ1: Can we create a model of attention for PMLD/CP students using the CPT? 

RQ2: What are the main correlations found in the CPT outcomes and the Multimodal 

Multisensor data? 

Results: Overall, the random forest classification approach achieved the best classification 

results. Using random forest, 84.8% classification for attention and 65.4% accuracy for 

inattention were achieved. We compared these results to outcomes from different models: 

AdaBoost, decision tree, k-Nearest Neighbor, naïve Bayes, neural network, and support vector 

machine. We showed that using a multisensor approach achieved higher accuracy than using 

features from any reduced set of sensors. Incorporating person-specific data improved the 

classification outcome, compared to being participant neutral. We found that using High-

Level handpicked Compound Features (HLCF) can improve the classification accuracy in 

every sensor mode. Our approach is robust to both sensor fallout and occlusions. The single 

most important sensor feature to the classification of attention and inattention was shown to 

be eye-gaze. We have shown that we can accurately predict the level of attention of students 

with learning disabilities in a real-time approach that is not subject to inter-rater reliability, 

human observation, or reliant on a single mode of sensor input. In total, 2475 separate 

correlation tests were carried over 55 data points using Pearson’s correlation coefficient. Data 

points from the SDT, CPT outcomes measures, Multimodal Multisensor features, and 

participant characteristics were assessed longitudinally for cross-correlation significance. A 

strong positive correlation was found between participant ability to maintain sustained and 

selective attention in the CPT to their academic progress in school (!"), P < .01. Participants 

who showed more inhibition in tests had progressed further in their academic assessments P 

< .01. The Seek-X type CPT also showed specific physiological characteristics, including body 

movement range and eye-gaze that were significant in P scales such as ‘Reading’ and 

‘Listening’ P < .05. We found that participant bias was overall liberal #′′%
&&&&&

 < 0. Participants 
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showed no significant bias change during the sessions, and we found no significant correlation 

between bias (#′′%) and sensitivity (!"). 

Conclusion: An approach to labeling Multimodal Multisensor data to train machine-learning 

algorithms to track the attention of students with profound and multiple disabilities has been 

presented. We posit that this approach can overcome the variation in observer inter-rater 

reliability when using standardized scales in tracking the emotional expression of students 

with such profound disabilities. The accuracy of our approach increases with multiple modes 

of sensor input, and our method is robust to sensor occlusion and fall-out. Multiple sources of 

sensor input are provided, to accommodate a wide variety of users and their needs. Our model 

can reliably track the attention of students with profound disabilities, regardless of the sensors 

available. A system incorporating this model can help teachers design personalized 

interventions for a very heterogeneous group of students, where teachers cannot possibly 

attend to each of their individual needs. This approach could be used to identify those with 

the greatest learning challenges, to guarantee that all students are supported to reach their full 

potential.  

Keywords—Affective computing in education, affect detection, attention, continuous 

performance test, engagement, flow, HCI, interaction, learning disabilities, machine learning, 

multimodal, multisensor, physiological sensors, Signal Detection Theory, selective attention, 

sustained attention, student engagement.  
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 INTRODUCTION 

t is often a challenge to keep children attentive in learning activities, especially if the 

activity requires them to retain focus and active participation for a continuous period of 

time. Researchers reported that students with learning disabilities do not display any 

significant attention deficiency compared to non-disabled students – these students can 

complete the same activities if given more processing time [1]. Despite this outcome, student 

engagement can vary greatly depending on the activity, and understanding when the student 

is engaged, and when they are not, is not a straightforward task. 

While research has focused significantly on the ability of children with learning difficulties to 

recognize [2], perceive [3] and interpret [4] emotional cues, there is little to no research on the 

recognition of the emotional state of these students. The importance of carers being able to 

interpret the emotional cues and states of such students has been documented in [5]. It is found 

that carers made significantly more critical and ‘fundamental attribution’ [6] errors in the 

emotional expression of their clients with learning disabilities in comparison to their clients 

without learning disabilities. This affects the quality and quantity of their client’s treatment 

[5] and has a negative effect on the provisional treatment [7], [8]. Currently, carers rely on their 

expert understanding and personal experience of the students to interpret their voices, 

expressions, and gestures. Dependent on the personal experience with a particular client, a 

carer’s internal modeling of the emotional expression of that client can vary widely and 

demonstrate inter-rater reliability issues. 

One of the main ways to measure engagement in students with special educational needs is 

to use the Special Schools and Academies Trust (SSAT) Engagement Scale [9]. The engagement 

profile scale is a classroom tool developed through SSAT’s research into effective teaching and 

learning for children with complex learning difficulties and disabilities. It allows educators to 

focus on the child’s engagement as a learner and create personalized learning pathways [10]. 
The authors describe seven components of engagement namely, awareness, curiosity, 

investigation, discovery, anticipation, persistence, and initiation. Teachers assign a score out 

of four for each component giving a total score out of 28. One potential issue with the use of 

this scale is that teachers assign a subjective rating to each component, which will be subject 

to inter-rater variability. 

The scale has been used to assess the impact of new technologies in special education – 

especially in studies investigating the suitability of humanoid robots to support learning in 

students with Profound and Multiple Learning Disabilities (PMLD). The approach of using 

an engagement scale to create personalized learning pathways has been examined by others 

[11]–[13]. 

One way to overcome the variation in observer inter-rater reliability in tracking emotional 

expression is to introduce a reliable indicator of that emotion. In this research, a robust 

methodology for tracking auention levels of children with PMLD or Cerebral Palsy (CP) is 

proposed using Signal Detection Theory (SDT) [14]. The application of this theory gives 

quantifiable information on the improvement of deterioration or auention in response to a 

Continuous Performance Test (CPT) specifically adapted to the abilities of such students [1], 

[15]. Performance in the CPT has been shown to provide objective labels to train machine 

learning algorithms [16]. Sensor data (e.g., on eye-gaze and body pose) is collected whilst the 

students are participating in a CPT. After obtaining a labeled dataset, machine 
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learning models can be applied to the data so that in the future new unlabeled data can be 

presented to the model and auention can be inferred. 

Many traditional interactive systems use devices such as a keyboard and mouse and are 

constructed to emphasize the transmission of explicit messages while ignoring implicit 

information about user interaction. The emerging science of affective computing can only be 

accelerated with the abundance of sensor data [17], [18] and wearables [19]. These multimodal 

human cues [20]–[22] provide the Multimodal Multisensor data points necessary for enhanced 

emotional modeling. Multimodal Multisensor data has been instrumental in determining user 

affective states [20], [23]–[29] including engagement [30]–[32].  

There are a number of challenges to developing such a model including understanding the 

relationship between the terms used in educational contexts (e.g., ‘flow’ and ‘engagement’), 

developing appropriate CPTs suitable for the abilities of students with the most profound 

learning disabilities, selection of appropriate sensors and features derived from these data 

streams from which emotional states can be inferred, finding a suitable population of end-

users to collect data with to train the machine learning algorithms, and finally comparing the 

performance of a range of machine learning methods to track auention. This work addresses 

each of these challenges. 

1.1 Research questions 

RQ1: Can we create a model of attention for PMLD/CP students using the CPT? 

RQ2: What are the main correlations found in the CPT outcomes and the Multimodal 

Multisensor data? 

1.2 Outline of thesis 

The thesis starts by introducing affect states of learning and the challenges that carers and 

teachers face in monitoring learner affect state, especially for PMLD and CP learners. It does 

on to describes objective alternatives to tracking affect state, namely the CPT. The literature 

review discusses the affect states of learning in the Zone of Proximal Flow theory and relates 

them to learner skill and learning challenge level. A theoretical framework for monitoring 

learner performance in a learning activity is discussed and examples are provided of how to 

track learner performance in a learning activity with known challenge levels. To answer the 

core research questions a CPT is developed that tracks Multimodal Multisensor data while the 

learner takes part in a series of signal detection trials of varying difficulty. The methodology, 

participant characteristics and data collection findings are explained in detail. Empirical 

lessons during the data collection pilots are presented and adaptations to the method are 

developed for the PMLD/CP user group. Machine learning results and comparisons are 

discussed. The best Machine Learning methods for each sub-set of sensors is presented with 

accuracy ratings. Cross-correlation analysis is also completed that explores relationships 

between CPT outcomes measures and participant characteristics. Significant correlations 

between the two are identified. The appendix includes documents used to gain ethical 

approval, information packs, parental consent forms, complete correlation results and papers 

published from this work. 



 

 

  

 

14 

 LITERATURE REVIEW 

The field of affective computing evolved from the field of Human-Computer Interaction (HCI) 

in an effort to reduce user frustration [33]. Affective computing expands HCI by including 

emotional communication along with appropriate means of managing affective information 

[33]. Current HCI designs, usually use traditional interface devices, such as a keyboard and 

mouse, and are designed to emphasize the transmission of explicit messages, while ignoring 

implicit user information, such as changes in an affect state. However, changes to the user’s 

affect state is an essential component of human-human communication. Some affect states 

encourage human actions, and others enrich the meaning of human interactions. 

Subsequently, HCI, which ignores the user’s affect states, compromises contextual 

information available in the interaction process that can augment the experience. As a result, 

such interactions are frequently perceived as cold, out of context, and socially inept. The 

advancement of the human-computer paradigm is dependent on future user interfaces that 

are not only sensitive to affect but are anticipatory and based on naturally occurring 

multimodal human cues [20]–[22]. The emerging science of affective computing can only be 

accelerated with the abundance of sensor data [17], [18] and wearables [19], which augment 

the user interface with Multimodal Multisensor data points necessary for enhanced emotional 

modeling. Multimodal Multisensor data has been instrumental in determining user affect state 

[20], [23]–[29] including engagement [30]–[32], [34].  

“The essential role of emotion in both human cognition and perception, as 
demonstrated by recent neurological studies, indicates that affective computers 
should not only provide better performance in assisting humans but also might 
enhance computers’ abilities to make decisions. Affective computing, coupled 
with new wearable computers, will also provide the ability to gather new data 

necessary for advances in emotion and cognition theory” [19].  

A significant amount of research has been carried out in the classification of human behaviors 

[23], [26], [35]–[38]. Many of these studies model human behavior patterns to learn about the 

user’s state or predict future behaviors. This has been the motivation for the field of “affective 

computing", which is the affective response to HCI with consideration of the temporal user 

state [33]. 

Affect is any feeling or emotion, which is the direct experience and consciousness of a 

particular emotional state (as in a person's feelings of elation upon accomplishment) [39]. 

Some affective states encourage human actions, and others enrich the meaning of human 

interactions. A distinction has also been made between negative and positive affect states, for 

example, ‘flow’ is a positive affect state while ‘boredom’ and ‘frustration’ are considered 

negative affect states [40], [41]. 

Along with cognition and conation, affect is one of the three traditionally identified 

components of the mind. These three divisions are classically referred to as the "ABC of 

psychology" which are "affect," "behavior," and "cognition" [42]. Cognition is relating to the 

part of mental functions that deals with logic, as opposed to affective which deals with 

emotions. Conation refers to the connection of knowledge and affect (emotion) to behavior 

and is associated with the issue of "why." The conative, as opposed to the cognitive or 

affective, relates to purposeful, but not necessarily ultimately rational, action. 
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Like cognitive objectives described by Bloom’s taxonomy [43], affective (or feeling) domain 

objectives can also be divided into a hierarchy (according to Krathwohl’s revised taxonomy 

[44]). The area of the affective domain is concerned with feelings or emotions and 

social/emotional learning and skills. Krathwohl describes the affect domain as the following 

[44]: 

1. Receiving 

This refers to the learner’s sensitivity to the existence of stimuli – awareness, 

willingness to receive, or selected attention. 

§ feel, sense, capture and experience 

§ pursue, attend, perceive 

2. Responding 

This refers to the learner’s active attention to stimuli and his/her motivation to learn 

– acquiescence, willing responses, or feelings of satisfaction. 

§ conform, allow and cooperate 

§ contribute, enjoy and satisfy 

3. Valuing 

This refers to the learner’s beliefs and attitudes of worth – acceptance, preference, or 

commitment. An acceptance, preference, or commitment to a value. 

§ Believe, seek and justify 

§ respect, search and persuade 

4. Organization 

This refers to the learner’s internalization of values and beliefs involving (a) the 

conceptualization of values; and (b) the organization of a value system. As values or 

beliefs become internalized, the learner organizes them according to priority. 

§ examine, clarify and systematize 

§ create and integrate 

5. Characterization 

This refers to the learner’s highest level of internalization and relates to behavior 

that reflects (a) a generalized set of values; and (b) a characterization or a philosophy 

about life. At this level, the learner is capable of practicing and acting on their values 

or beliefs. 

§ internalize, review and conclude 

§ resolve and judge 

2.1 Engagement  

Engagement is a concept of the significant importance of HCI, not only to inform the design 

and implementation of interfaces, but also to allow more sophisticated interfaces, capable of 

adapting to users. Although the notion of engagement is being actively studied in a diverse 

set of domains, the term has been used to refer to concepts such as interest, sustained attention, 

immersion, and involvement [45]. Student engagement (participation in learning) was found 

to be the most reliable feature for determining successful learning [34], [46], [47], and to result 

in major educational outcomes such as persistence, satisfaction, and academic achievement 

[48]. Active personalized learning was shown to encourage participation and engagement, not 

only in the classroom, but also in extra-curricular activities and work-related learning in the 

local community [49]. As the tutor or the technological learning facilitator forms a better 

understanding of the learner’s strengths and challenges, they are in a better position to go 
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through scaffolding objectives, involving the choice of skill to train at a given moment and 

choice of learning activities, while preserving the learner’s interest and engagement [50].  

According to Carpenter [51], the process of engagement is a journey that connects students 

and their environment (including people, ideas, materials, and concepts) and enables learning 

and achievement. Students who are disengaged can become frustrated or bored, which can 

have an adverse effect on achievement and lead to disruption of learning, for the individual 

learner, as well as for other students when learning takes place in a collective/collaborative 

environment like a classroom. 

The term “engagement” is used in at least two ways. First of all, it can be used in the sense of 

launch, bearing in mind the initiation of contact. For example, a user can interact with a 

machine, moving into a specific range to which the machine responds. This does not imply 

any necessary duration of interaction, but rather is a step - the user can work with the machine 

for a short time, and then decide to leave. In the longer term, engagement also refers to the 

concept of activity [52]. In this regard, engagement seems to imply a more sustained 

engagement. In the literature, engagement is described in different ways: as a process; as a 

phase in a process or as an overall process; as experience; as a cognitive state of mind; an 

empathic connection; as a perceived or theorized indicator that describes the general state of 

the interaction. However, most engagement studies reveal two basic foundations: attention 

and emotional involvement [52]. Selective attention of a stimulus seems to be necessary for 

the most basic form of engagement to take place. At a glance, this form of engagement can be 

limited to a relevant potential incentive that turns out to be no more interest. A more 

sustainable form of attention places greater demands on commitment and also allows for the 

possibility of emotional participation [52].  

O’Brien et al. [53] define engagement as the following. “Engagement is a quality of user 

experiences with technology that is characterized by challenge, aesthetic and sensory appeal, 

feedback, novelty, interactivity, perceived control and time, awareness, motivation, interest, 

and affect.” Specifically, when we discuss engagement in relation to technology, we use it to 

show a degree of involvement, alongside immersion, presence or fun [54]. 

Engagement, when termed as a process, can be seen as a series of different phases through 

which it can progress. They can relate to the intensity or level of participation of the 

participants in relation to the focus of the interaction. In the study of interaction with 

humanoid robots, Sidner et al. [55] refer to engagement as a process by which individuals in 

an interaction start, maintain and end their perceived connection to one another. It is a natural 

starting point to consider engagement as consisting of at least these three broad phases. 

O'Brien and Toms [53] refer to four phases of engagement: a point of engagement, sustained 

engagement, disengagement, and re-engagement. This is illustrated in Table 1. 
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Table 1. Attributes of the 4 stages of engagement from [53]. 

Point of engagement attributes Period of engagement 
attributes Disengagement attributes 

Interest 
Motivation 

Novelty 
Aesthetics 

Specific or experiential goal 

Attention 
Interactivity 

Control 
Novelty 

Challenge 
Feedback 
Interest 

Aesthetic and sensory appeal 
Positive Affect 

Challenge 
Interruptions 

Negative affect 
Positive affect 

Usability 
Perceived time 

 

 

Re-engagement 

 

The concept of re-engagement raises the critical issue of when an engagement can be 

considered to end. In some circumstances, the student may leave his or her chair or start 

looking around the classroom. However, in other cases, it may be harder to determine. For 

example, if the student looks away briefly, it may just mean that they have been temporarily 

distracted. In some cases, looking away may actually signal engagement, such as during 

shared attention scenarios, when looking at an object under mutual interest in a collaborative 

activity [56]. The social environment has also been used in [57], among other indicators, to 

help identify the engagement phase according to the stages of “present,” “attending and 

interested,” “engaged and interacting.” This is an important consideration during mobile 

scenarios, for example, where robots and users are free to move around the environment, 

highlighting the important role of the context of the interaction [53]. 

Therefore, if we consider these interactions as emotional cues, individually they carry 

undetermined outcomes in a view to engagement state. In the examples, the context of the 

interaction (looking away, at what?) and the user condition (mainstream or autism or…?) 

define the emotional cue construct. With a naive view of context, emotional cues are not a 

global predetermination of engagement. In a set context, emotional cues are personal to the 

user condition. To summarize, the model of human engagement is influenced by the three C’s 

of engagement.  

 

Engagement influences *
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Without being consciously aware of it, we evaluate the emotional cues we receive from people 

we interact with on a day-to-day basis. This is an early years skill [58], modeled in the teen 
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years from parents [59], with girls showing greater ability [60]. Unconsciously, we create a 

model of their engagement as a response to our interactions. We take great sensitivity to the 

context of the interaction, was the scene a casual or a serious one. We condition our response 

to the receiver’s condition, if they are joyous, our response reflects that, if they are mourning, 

we are cautious and selective. Similarly, in more complex interactions, if our receiver has 

autism, a learning disability, or PMLD we formulate our response accordingly to suit the 

condition of the interaction. Ultimately, we store this model, our perception and attributions 

of it to memory - only to retrieve it in our next interaction with that person, and to use it like 

a map, to best guide our engagement experience. Significantly, our perception shapes this 

model, and it must be evaluated through this lens. The subjectivity of our perception and 

attributions to the engagement, cannot be ignored [6]–[8], they condition our response. The 

subjectivity of our perception introduces a challenge in observer-rated engagement values in 

studies. Also, participant self-rated values can suffer from intra-participant variability. 

Another issue being, observer-rated methods cannot be automated and require a dedicated 

human observer, ideally a single one for all participants. 

According to Peters et al. [45] engagement is experienced in two common modes. First of all, 

it can be seen in the sense of starting when referring to the initiation of an interaction. Selective 

auention to a stimulus is necessary for this most basic form of engagement. This may be 

demonstrated by a quick glance at a potentially relevant stimulus that proves to be of no 

further interest. In a longer-term sense, engagement has also been seen as the concept of being 

actively occupied with an interaction. In this respect, the engagement seems to imply a more 

sustained involvement. In this form of interaction, a more sustained form of auention is 

required and also allows the possibility of affective involvement. 

The later mode of engagement, which involves a more sustained experience has the potential 

to lead to immersion and interest in this study. We are interested in tracking the optimal 

engagement experience. Csíkszentmihályi describes the optimal experience as flow when the 

person is in a state of mind where their awareness and activities merge.  

2.2 Observational methods of engagement tracking  

One of the main ways to measure attention and engagement for students with special 

educational needs is the use of the Special Schools and Academies Trust (SSAT) Engagement 

Scale [9]. The engagement profile and scale is a class tool developed as part of the SSAT 

research on the effective teaching and learning of children with learning difficulties and 

complex disabilities. It allows teachers to focus on the child's engagement as a learner and 

create a personalized learning path [10]. The authors describe seven components of 

engagement, namely awareness, curiosity, investigation, discovery, anticipation, persistence 

and initiation (seen in Figure 1). The variable success in the determination of student affect 

state introduces noise in observatory data collection methods, also the imprecise affective state 

labeling in this method casts doubt in the validity of affect data labeled by the teachers. 
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Figure 1. Special Schools and Academies Trust (SSAT) Engagement Scale. 

 

The scale has been used to assess the impact of new technologies in special education – 

especially in the suitability of humanoid robots to support PMLD learning [11], [12]. Assisted 

learning [61]–[63] is of particular interest to users with varying degrees of learning difficulty. 

An example of using affective computing in a special needs educational setting includes the 

application of an intelligent agent in assisted learning by monitoring the user’s response to 

different learning routes by finding the optimal learning pathway. This has an impact because 

customizing the learning pathway could allow the system to compensate for user disability 

and adapt the learning experience to suit the user’s more receptive learning pathways 

(focusing on their abilities, not limitations).  

Research in the underlying language of interactions in which people may engage with 

computers plays a significant role in the design and implementation of smart interfaces for a 

variety of applications, from learning to assistive [52]. Such interfaces should be capable of 

adapting to the individual user needs and acting appropriately according to the context of the 

situation and the requirements. Being able to monitor, track and react contextually to users' 

interest and engagement, plays a vital role in achieving this.  

2.3 Flow, performance, attention and engagement in learning 

Engagement’s crucial role in learning was recognized by Carpenter [62], stating that 

“Sustainable learning can occur only when there is meaningful engagement”. Learner 
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engagement in the classroom is the single most reliable indicator of deep learning [46], [47], 

[64] and learner satisfaction [65]–[67]. In the absence of learner engagement, deep conceptual 

learning is also not present [34], [51], which is an essential attribute to long-term learning and 

new skill achievement [51]. Chen et al. presented a model of engagement in games (2005) that 

related skill, challenge level and attention to engagement [68]. They later claimed it was not 

ready (2007, 2011) [69], [70]. In education, the use of the term ‘engagement’ is more familiar to 

teachers than flow. D’Mello and Graesser [71] see considerable overlap between the two terms: 

“We conceptualize engagement/flow as a state of engagement with a task such that 

concentration is intense, attention is focused, and involvement is complete” (p.146). The 

relationship between engagement, flow and attention has been illustrated in Bianchi-

Berthouze’s [32] engagement model, modified from the original model developed by Chen et 
al., see Figure 2.  

 

 

Figure 2. Relationship between attention, flow and engagement shown in diagram form [32]. 

 

Contrary to engagement, the concept of flow is well defined in Csíkszentmihályi’s works [67], 

[72]. While in flow, according to Csíkszentmihályi, the person’s skill level is matched with 

their challenge level [64], [66], [67] making flow the optimal psychological state of engagement, 
resulting in immersion, concentrated focus and deep learning [65], [66]. This results in concentrated 

focus and immersion in the task which leads to deep learning and High-Levels of work 

satisfaction [67].  

Flow’s intense experiential involvement is responsible for three additional reported qualities: 

the fusion of action and awareness, a sense of control, and an altered sense of time [73]. During 

flow, attention resources are fully absorbed in the task, so that objects outside the immediate 

interaction do not come into consciousness [73]. Attention is so totally absorbed in momentary 

activity that there is little to devote to mental processes that contribute to the duration of time 

[74]. As a result, people who are deeply immersed, usually report that time passes quickly 

[75]. William James noted that boredom seems to increase when “we grow attentive to the 

passage of time itself” [76]. 

A characteristic feature of flow is the intense empirical commitment to momentary activity. 

Attention is completely absorbed in the task at hand, and the person performs at their greatest 
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capacity [73]. The ability of a person to sustain attention is often combined with self-control 

and inhibition, which enormously increases performance [73], [77].  

Flow experiences are relatively rare in everyday life, but almost any activity is capable of 

producing them, provided that certain conditions are met. Previous research suggests three 

conditions of fundamental importance. Firstly, flow tends to occur when the activity contains 

a clear set of goals [73]. Secondly, a balance between perceived challenges and perceived skills, 

otherwise known as the concept of "optimal arousal" [40], [64], [78]–[80]. However, this is the 

perception of challenge, not the actual objective presence [73], [81]. When perceived challenges 

and skills are balanced, attention is completely invested. This balance, however, is inherently 

fragile; if challenge gradually exceeds skill, one typically becomes anxious or frustrated; if skill 

begins to exceed challenge, one relaxes and then becomes bored [40], [64], [73]. This is a push 

and pull dynamic. The equilibrium of skill and challenge is also represented in the Zone of 

Proximal Flow (ZPF) theory [40], [64]. We adapt and modify the engagement diagram from 

Chen et al. [68] and Bianchi-Berthouze’s [32] in Figure 3, with a focus on learning challenge 

and learner skill, using the definitions of flow, attention and flow from the works of  

Csíkszentmihályi [73], [82], [83] and the ZPF theory. 

 

 

Figure 3. Visualization of the relationship between performance, attention and flow using 

the Zone of Proximal Flow theory [40], and definitions from Csíkszentmihályi theory of flow 

[73]. Affect states are shown in orange and attributes from the learning activity are shown in 

green. 

 

High levels of performance usually depend on targeted attention focused on specific 

challenges and clear feedback [84]. Unsurprisingly, studies have found a strong positive 

relationship between flow and performance, and between attention and learning performance 

[85]. For example, flow is positively associated with artistic and scientific creativity [86], [87], 

effective teaching [66], learning [88] and peak performance in sports [89], [90]. This leads to 

the advancement of skill. 

As a person masters challenges in an activity, they develop their skill, and the activity ceases 

to be as challenging as before. To continue experiencing flow, they must identify increasingly 

greater challenges. Thus, over time, the balance between challenge and skill enhances 

competence. Experiential goals thus encourage growth and stretch a person's existing 

capacities (Vygotsky’s Zone of Proximal Development) [91]. 
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This positive relationship between flow and skill development has been demonstrated in 

several studies [90] in which students were tested in a school environment. In a longitudinal 

study, teenage students still committed to pursuing their talent area were compared to their 

peers who had already disengaged. Four years earlier, those who were still committed had 

experienced more flow and less anxiety than their fellow students while engaged in school-

related activities; they were also more likely to identify their area of talent as a source of flow 

[88]. In another longitudinal study, students talented in mathematics showed that those who 

experienced flow in the first part of the course performed better in the second half, achieving 

a higher grade point average (GPA) [73], [92]. Other longitudinal research suggests that the 

matching of challenge and skill in daily life may protect against negative outcomes. Teenagers 

who had experienced high adversity at home or school but felt successful when engaging in 

challenging extracurricular activities were much less likely to have problems years later [93].  

To summarize, flow is the optimal state of engagement, where engagement meets 

productivity [65], [66]. Maintaining flow in learning is especially significant because it is the 

most reliable indicator for determining successful learning [36], [45]-[48]. This results in 

immersion, concentrated focus and deep learning [65], [66]. One is in flow when one is 

engaged [32] and steady performance has been maintained at the comfortable limits of one’s 

skill limitations [64] for the duration of time. Therefore, performance trend tracking can be 

used as an indicator of flow [64]. This approach has been used in [34], [40], [64], [95], [97]–[100] 

as a model for relating learner affect to user performance in a pre-defined activity/task with a 

known challenge. Conclusively flow, a sub-state of engagement [32], [67], [101], is a suitable 

measure to track and assess the quality of an experience; firstly it can be objectively monitored 

through performance tracking, secondly, through its monitoring, engagement is also 

established. Flow is the optimal state of engagement, where engagement meets productivity. 

Maintaining flow in learning is especially significant because it is the most reliable indicator 

for determining successful learnings [46], [47], [102]. In the absence of learner engagement, 

deep conceptual learning is also not present [51], which is an essential auribute to long-term 

learning and new skill achievement [51]. 

Flow is central to classroom performance and the achievement of learning outcomes [45]-[48] 

which is closely linked with attention [16], [32], [64]. During flow, attention is completely 

absorbed in the task at hand, and the person’s performance is maximized [73], [85]. The ability 

of a person to sustain attention often coincides with inhibition, which increases performance 

[73], [77]. In the next section, we discuss the affect states of learning and how learner skill, 

interacting with learning challenges influences learner affect. 

2.4 Affective states of learning 

Developing an affect sensitive system requires a firm understanding of the relationship 

between skill, challenge and how it influences the learner's emotional state. This helps clarify 

the relationship between learning and affect state and the impact a system could have on 

learning and engagement. There is now an accumulation of evidence to indicate the link 

between affect and cognitive performance and decision-making [103]. The goal to learn and 

understand is associated with an increase in positive emotions like the enjoyment of learning 

as well as a decrease in negative emotions like boredom. Affect can direct attention and 

influence the level of that attention. According to Thompson and McGill [104], affect functions 
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as a motivator, influencing the tendency to approach or avoid a situation as well as how 

information is processed.  

The existence of the link between affect state and achievement suggests that a learning session 

may be improved if the teacher is sensitive and responsive to the emotional state of the learner 

[105]. However, the success of this strategy depends on the skill and experience of the human 

tutor, and there is evidence to suggest that, especially with students with special needs, 

teachers may find it particularly challenging to determine affect state [106].  

Herein, we focus on the affect states identified by D’Mello and Picard to be significant in 

learning [107]. They identified frustration, boredom, and flow to be the most important 

emotions to skill acquisition. The concept of the Zone of Proximal Flow (ZPF) proposed by 

Basawapatna et al. [40] reflects these affect states in a two-dimensional diagram of learner skill 

and learning challenge. They combine independent learning limits and scaffolding from 

Vygotsky’s Zone of Proximal Development (ZPD) with Csíkszentmihályi et al.’s [108] theory 

of flow. Carpenter [109] and Iovannone et al. [110] see engagement as the single best predictor 

of successful learning for children with intellectual disabilities. In other studies the use of 

multimodalities in tracking learner engagement has been explored [21], [34], [53], [95], [97]–

[101], [111]–[121]. These concepts underlie the learning vision in providing an engaging 

learning environment in which students with diverse needs and varying levels of ability are 

supported by assisted learning. However, these studies do not investigate the use of 

Multimodal Multisensor affect tracking on PMLD and CP students. 

The relationship between affect state and learning achievement is crucial for the development 

of the affect-based learning platform. Classroom-related affect states are linked to the 

students’ goal structure and their adoption of specific achievement goal orientations. The goal 

to learn and understand is associated with an increase in positive emotions like the enjoyment 

of learning as well as a decrease in negative emotions like boredom. Adopting a performance-

approach goal—that is, the goal to be better than others—was found to be associated with 

positive emotions. In contrast, the adoption of a performance-avoidance goal—that is, a goal 

not to appear incompetent, stupid, or uninformed in comparison to others—was related to a 

negative emotion like anxiety and hopelessness [63], [122]. However, the relationship between 

goals and affect might not be unidirectional but a reciprocal one as proposed in Linnenbrink 

and Pintrich’s bidirectional model [123].  

In 2002, Linnenbrink and Pintrich described a model of affect in which goal achievement is 

reciprocally related to the learner’s emotional state. In this model (see Figure 4) the learner’s 

personal goals are profoundly influenced by their perception of the Learning Activity (LA) 

challenge. This perception, in turn, has a direct influence on their affective state. Based on the 

broader literature, positive moods predict goal endorsement while negative moods predict 

avoidance goal endorsement. Personal attribution of success or failure in an activity can also 

affect performance interpretation, which in turn affects task involvement [124]. Wong [125] 

found that autonomy orientation [125] was positively related to absorption [124] in school-

related activities. 

This relationship between skill and affect states has been more specifically described in 

Csíkszentmihályi’s Theory of Flow [72], where learner skill and their perception of the task 

challenge lead the learner to a variety of affect states, which he presented in Figure 5. 

Importantly, not all emotions are relevant to learning and parts of the theory of flow are less 

relevant to the scaffolding process in identifying optimal learning experience and the moment 
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where the learner requires scaffolding intervention. Sidney D’Mello and Rosalind Picard [107] 

conducted a study on the relevance of emotions to learning and found ‘frustration’, ‘boredom’, 

and ‘flow’ to be the most important emotions to skill acquisition. This has reduced the focus 

of the theory of flow to the most relevant and influential states of affect for learning. 

 

  

Figure 4. Linnenbrink and Pintrich’s 

asymmetrical bidirectional model of 

achievement goals and affect. 

Figure 5. Csíkszentmihályi’s theory of flow 

states
1
. 

 

In 1978, Vygotsky investigated the advancement of cognitive understanding by becoming 

interested in the process [126]. The boundaries of learner skill were broken into segments, (1) 

where learners have the capacity to learn independently and (2) assisted learning (or 

instructional scaffolding) from a tutor or a more knowledgeable peer. This second segment is 

known as the ‘Zone of Proximal Development’. 

Only later, in 2013, was it that Basawapatna et al. [40] combined learner skill, independent 

learning limit and scaffolding in the ‘Zone of Proximal Flow’ (ZPF) state change diagram. 

Critically this work provided the first state change diagram to reference both Vygotsky’s ZPD 

and the affective states from Csíkszentmihályi’s theory of flow. Moreover, to adapt this 

diagram to facilitate an educational platform, knowing the limitations of the individual 

learning is important in designating when the platform should mediate and deliver 

scaffolding intervention. To this aim, the ZPD limit to independent learning from Vygotsky’s 

theory has been applied to the ZPF diagram, and we introduce a new diagram seen in Figure 
6 as the complete affective state diagram for learning. The learner’s skill level is displayed as 

the X-Axis, and the task challenge is displayed as the Y-Axis. Unlike Csíkszentmihályi’s flow 

                                                        

 

1 Frank Vandeven, accessed http://frankvandeven.com/getting-into-the-flow-what-does-that-mean/ on 7/3/2018 
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diagram or Vygotsky’s ZPD, a single ZPF graph can be used to track the learner’s progress in 

a learning activity and any permutations of the level of skill or task challenge. 

A learning experience with a learning platform comprises interactions with the learning 

material, the ‘challenge’ of activity, as depicted in the diagram of Figure 7 and will consist of 

learning material with different levels of challenge. The maximum level of challenge observed 

by an external expert judge is used as a baseline for the highest level of challenge in the graph. 

 

In this way, the graph can plot more than one learner. Two ballet students learning the same 

ballet move could be plotted on the same ZPF graph - but importantly setting a global, not 

relative ground truth allows the system to influence the user's movements in the graph with 

only one independent variable, ‘challenge’. The ground truth is set against objective measures 

that can be tested (by the expert or the indicators the expert sets the system to monitor) and 

this monitoring is achieved through performance analytics (correct and incorrect responses 

and response time measures) and affect state tracking. To calculate learner accuracy and 

success, completion time (learning achievement completion time is the time taken to answer 

a question) is tracked alongside the learning material challenge level to determine learner 

performance in relationship with activity challenge, affect state and learner skill level. 

                                                        

 

2 Paul Morsink, TILE-SIG Feature: The “Digitally Enhanced” Zone of Proximal Development, http://literacyworldwide.org/blog/literacy-

daily/2013/09/20/tile-sig-feature-the-digitally-enhanced-zone-of-proximal-development, accessed on 7/3/2018 

 

 

Figure 6. Morsink’s graphical representation of 

The Zone of Proximal Development
2
. 

Figure 7. State diagram from the Zone of 

Proximal Flow theory adapted from 

Basawapatna et al. [40] to include both 

the ZPD lower independent and upper 

scaffolding learning limits. 
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2.4.1 Frustration 

According to the Zone of Proximal Development theory [126], frustration is where the learner 

cannot achieve new learning even with assistance. Studies have found that actors who 

perceive that they lack the skills to take on effectively the challenges presented by the activity 

in which they are participating experience frustration. Simply put, if a learner feels 

incompetent in a given situation, he or she will tend not to be motivated [73]. This is a negative 

experience, and its gravity pulls the learner further into frustration, in a deteriorating cycle 

that hampers the learning process. In this state, the learner is exposed to a hopeless feeling; 

his or her emotional state could be represented by the statement “I do not think anyone can 

help me”. 

2.4.2 Vygotsky zone of proximal development  

The ZPD refers to ‘the state of arousal where the learner can perform an action or skill with 

the aid of a skilled or knowledgeable tutor or in collaboration with more capable peers’[91]. 

This achievement is limited by the ZPD upper limit. However, this limit is dependent on the 

skill of the ‘more knowledgeable peer’ or scaffolding tools. Better tools achieve better results 

as do more knowledgeable peers induce and encourage higher levels of skill achievement in 

others due to their access to higher levels of knowledge. This zone limit has been illustrated 

in Figure 7, with the vertical line. While in this zone, the student with assistance can acquire 

a higher level of skill [127]–[130]. In this zone, the level of challenge provides the optimal 

arousal and engaging experience for the learner to obtain new skills. In this state, the most 

engaging learning experiences for the learner can happen; it is where optimal and deep 

learning opportunities manifest themselves. According to [131] “deep learning is a committed 

approach to learning. It is a process of constructing and interpreting new knowledge in light 

of prior cognitive structures and experiences, which can be applied in new, unfamiliar 

contexts”. Deep learning results in better quality learning and profound understanding. While 

in this zone the student with the assistance of the tutor (instructional scaffolding or assisted 

learning) acquires higher skill and is encouraged to learn and mentally develop [127]–[130]. 

2.4.3 Mihaly Csíkszentmihályi flow 

Csíkszentmihályi first described flow in 1997 [63] as the state where the learners are fully 

immersed, feeling involved and successful. Flow is a delicate state where the skill level and 

task challenge levels are balanced. This state represents the learner state where the learner is 

functioning within their independent capacity, i.e., where the learners find themselves in their 

comfort zone, both in terms of the learning challenge or learning styles. Flow is also the state 

where new learning materializes as a new skill in the mind of the learner, which provides the 

learner an opportunity for reinforcement learning, that carries a successful emotional feeling.  

Skill advancement in flow, however, is limited by the learner’s lower limit of ZPD (the 

maximum a learner can achieve independently), which has been shown with a vertical line in 

Figure 7. Therefore, in order for the learner to achieve new learning outside their independent 

capacity, the learner must eventually leave flow and be led to ZPD, to pursue new learning 

opportunities (i.e., acquire a new skill or to complete competence of a partially acquired skill). 

In either case, in flow or while in ZPD, the learner is limited to the upper level of ZPD, which 

is dependent on the scaffolding tools and scaffolder. 
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2.4.4 Boredom 

Boredom is the state where the learner is not challenged sufficiently. This state can manifest 

through the addition of a dry skill base through lecture-style teaching, or by providing 

interactive activities that do not challenge the learner outside what they have already learned. 

Boredom is a negative feeling, and its gravity pulls the learner further into this state, leading 

to learner disengagement and stifling the learning progress. In this state, the learner’s 

emotional state could be represented by the statement: “let’s do interesting things sooner.”   

In boredom, the low level of challenge relative to skill allows attention to drift. Particularly in 

contexts of extrinsic motivation, attention shifts to the self and its shortcomings, creating a 

self-consciousness that impedes engagement of the challenges. Goetz and Hall review the 

development of learners’ boredom and call it an emotion that is frequently experienced by 

learners and can undermine their learning and performance [132]. 

2.5 Framework for monitoring learner skill and learning challenge  

Measuring student skill is important because it provides an evaluation tool to compare 

student competency between different learning activities. The student skill can be measured 

in a local or global way. In local assessments, the student’s performance is compared in one 

Learning Activity (LA) to determine the level of student achievement and affect state. In global 

comparison, student performance can be compared between LAs and various time intervals. 

These comparisons will be used in determining system adaptation.  

2.5.1 Learning challenge 

From the pedagogical point of view, this is a measure of the skill required to complete an 

activity. In that respect, the unit of Difficulty is the same as the unit of skill. If this was to be 

visualized in a graph (see Figure 8), any challenge above the diagonal of the graph would 

represent an increased challenge and anything underneath the diagonal would represent a 

lower challenge.  

 

Figure 8. LA challenge vs. user skill. 
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For quantifying student performance, Difficulty is an internal measure quantized numerically 

from 1 to 10 that represents the LA challenge setting. This Difficulty does not necessarily 

match 1-1 with the student’s perceived challenge of the task, but it is a simple way of 

representing a LA’s variable challenge levels. 

Linear LA challenge 
LA challenge can be changed by adding more steps to the workload (see Equation 1) or by 

adding more complexity (see Equation 2) 

: + >	?@A	BC?DEC	: + > + F Equation 1 

 

: + >	?@A	BC?DEC	:> + GF Equation 2 

Adding more steps or complexity can be translated into different subjects, for example in 

Geography, challenge can be increased by enumerating the question.  

Which country is in Africa? [Difficulty 1] 

a)   Lesotho    b) Ecuador    c) Guyana   d) Trinidad and Tobago 

Can become, 

Which three countries are in Africa? [Difficulty 3] 

a)   Lesotho, Togo, Djibouti     

b)  Ecuador, Surinam, Eritrea 

c)  Guyana, Burundi, Mauritania 

d)  Trinidad and Tobago, Morocco, Togo 

[Answer – Lesotho, Togo, Djibouti are all in Africa] 

 

Alternatively, complexity can be increased by requiring more detail 

Which country is in Africa? [Difficulty 1] 

Can become, 

Which country is in Africa and on the equator? [Difficulty 2] 
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Alternatively, the mental workload can be increased by offering more possible answers  

 Which country does not belong in this group? [Difficulty 3] 

a)  Georgia    b) Mongolia   c) Cyprus 

Can become 

Which country does not belong in this group? [Difficulty 4] 

a)  Georgia    b) Mongolia   c)   Cyprus    d)   Armenia 

[Answer – Georgia is the only transcontinental country in the list.] 

 

These are simple examples of how to achieve a simple linear progression in question and 

answer challenge - however, in more complex procedural skill acquisition tasks, the number 

of steps required to complete the task could represent the level of challenge, and this can be 

translated to almost any type of activity, for example, the number of steps in solving a physics 

problem, playing a musical score or performing a specific ballet move. 

2.5.2 User Response Value 

The user response outcome can be either ‘correct,’ ‘missed’ or ‘wrong.’ Polarities are assigned 

to the correct and incorrect answers so that the sum shows a better representation of user 

performance over a window of time (see Equation 3). This means between two users with the 

same amount of correct answers, the user with fewer wrong answers is awarded a higher 

accuracy.  

H6+7	I+6J-06+	K125+	 L

	+1					/8	9-77+9.
				0					/8	,/66+!

−1					/8	G7-0P
 Equation 3 

 

Response Time 
Response Time is the amount of time it took the user to respond from the moment a new 

challenge was presented to them. 

User Response Accuracy  
User Response Accuracy is an LA dependent measure for scoring user answers in the LA. It 

is calculated by dividing the sum of User Response Values by the total number of response 

opportunities, including the ones that have not been used (see Equation 4). 
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H6+7	I+6J-06+	Q995719> = 	

∑H6+7	I+6J-06+	K125+	 L

	+1						/8	9-77+9.

				0							/8	,/66+!
−1							/8	G7-0P

T-.12	05,U+7	-8	7+6J-06+	-JJ-7.50/./+6
 

Equation 4 

 

User Response Rate 
User Response Rate is the ratio of challenges the user responds to (with either a correct or a 

wrong response) to the number of missed challenges (see Equation 5). The challenges 

included in this evaluation are the only ones that require a user response distinctively. For 

example, no response at all is required for a correct response; this challenge cannot be included 

in this assessment.  

 

H6+7	I+6J-06+	I1.+ = 	
H6+7	I+6J-06+6	.ℎ1.	17+	9-77+9.	-7	G7-0P

H6+7	7+6J-6+	-JJ-7.50/./+6	.ℎ1.	17+	,/66+!
 Equation 5 

 

2.5.3 Skill 

Skill is an LA dependent user attribute that represents the average level of challenge the user 

has successfully mastered in each LA.  

Measuring Skill 
To calculate user Skill in a LA, User Response Accuracy for each LA challenge level will be 

looked at not as a percentage but a value towards the completion of the LA challenge scale 

(see Figure 9) calculated in Equation 6. In this way, 100% of LA challenge is looked at as 100 

points, and 90% of LA challenge is looked at as 90 points, and so on. The sum of these points 

becomes the average skill performance of the user in this LA.  

 

Figure 9. Average LA Skill. 

 

56+7	VW/22	/0	1	XQ = 	
∑ H6+7	I+6J-06+	Q995719>YZ[	\]	^_``_abcde

100
 Equation 6 
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Using Equation 6 for the above example shown in Figure 9 we have: 

 

56+7	VW/22	/0	1	XQ =
100	 + 	90	 + 	70	 + 	60	 + 	50		 + 	10	 + 	5

100
= 3.85 

 

User Skill can be used to compare user knowledge between two LAs from the same activity. 

Given that an LA can be implemented through different learning tasks the user’s Skill in every 

LA is equal to the maximum value of Skill in its tasks (LAi) seen in Equation 7. 

56+7"6	VW/22	/0	1	XQ = 	l1:/,5,	-8	{XQnVW/22, XQpVW/22, XQqVW/22 … } Equation 7 

  

Prior Skill 
Prior Skill is a user attribute that represents the user’s previous level of knowledge. Prior Skill 

is both LA and time-dependent and is measured by calculating user LA Skill for a range of 

time in the past. A pedagogical expert that has knowledge could define this range and past 

experience of the user’s learning rate. For learners with slower learning rates and longer LA 

Completion Times (see Equation 10 for LA Completion Time) this time range should be 

respectively longer as well. 

Aptitude 
Aptitude is a user attribute that represents the ratio of current Skill as a percentage value of 

Prior Skill and it is LA dependant (see Equation 8). 

QJ./.5!+	/0	1	VXQ = 	
VW/22

t7/-7	VW/22
	∗ 100% Equation 8 

 

This user attribute will be used alongside other sensor information in the 4 state Zone of 

Proximal Flow (ZPF) classification. Because Aptitude is a reflective value on past best 

performance, it has information on the state of the current user performance. Aptitude 

highlights whether the user's Response data is affected by boredom, fatigue or inattention. 

Performance  
User Performance is a local assessment of the speed of LA achievement. In other words, it 

demonstrates the rate of successful task completion. This is a descriptive attribute of user Skill 

and is dependent on the LA and the Difficulty settings involved. We define performance in 

Equation 9. While Skill gives a value to the overall user knowledge achieved in an LA, 

Performance gives a rate for those achievements.  

t+78-7,109+ = 	
w/88/952.>

I+6J-06+	T/,+
	× 	H6+7	I+6J-06+	K125+ Equation 9 
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Performance can be used to compare the rate of user Skill achievement between LAs, and even 

between learners or different scenarios. Due to its dependency on LAs, it cannot be used to 

compare user Skill between two learners in two different scenarios - but it can be used to 

compare the ability of each user in their own scenario.  

For example: 

User A has a Performance of 70 in LA1, and user B has a Performance of 50 in LA2. This does 

not mean User A is more intelligent or capable than User B. However; it does mean that User 

A is performing better and achieving more of LA1 than User B is achieving in LA2. This 

comparison reflects on the qualitative experience of User A, where User A is more confident 

and capable in LA1 than User B is in LA2.  

Completion Time 
Completion Time is the time the user spends on the LA (see Equation 10). Specifically, the 

total time the user spends responding to answers, inclusive of correct, missed and incorrect 

responses before the current LA has been completed to a satisfactory level in which the system 

can move to the next LA. The user does not need to take a linear progression through the LA; 

they can skip LA Difficulty levels or even drop down some. 

VXQ	4-,J2+./-0	T/,+ = 	y y I+6J-06+	T/,+

%_``_abcde	cZzZc\]

 Equation 10 

 

Overall Performance 
The Overall Performance is a global assessment of the average speed of task completion for 

mixed LAs (Equation 11). Overall Performance is dependent on the LAs involved and can be 

used to compare a single user performance between LAs and different sessions.  

H6+7	{|+7122	t+78-7,109+ = 	
∑ ∑XQ	w/88/952.>}\]

∑ VXQ	4-,J2+./-0	T/,+
 Equation 11 

It cannot be used in mixed LA comparisons unless the LAs in both samples are the same. In 

addition, similar to Performance, Overall Performance cannot be used to compare two 

learners, unless the LA samples are the same. 

2.5.4 Performance comparisons 

Local comparisons 
Local comparisons are used to visualize the current user performance to previous steps. To 

determine if the user is performing better than moments ago, or if their performance is 

degrading. This type of comparison is useful in making an adaptive adjustment while the user 

is still interacting with the learning experience. User Performance can be evaluated in real-

time for the current interaction and then a near point comparison could establish if the user’s 

performance is degrading or improving. A comparison of user performance in two different 

levels of difficulty (A and B) is shown in Figure 10 for a single LA. 
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Figure 10. Local comparisons can be made within the same LA with different Difficulty 

levels. In this graph, a user’s performance is shown for the same LA first with Difficulty A, 

and later with Difficulty B. 

 

This comparison is restricted to interactions with LAs with the same challenge from the same 

LA, making it less useful to compare performance differences between LAs with two different 

levels of Difficulty. For cases where LA challenge comparison is required, a Global 

comparison method is more appropriate. 

 

Global comparisons  
A global comparison is used to compare user performance between sessions. It is different 

from a local comparison because it facilitates the comparison between user sessions of mixed 

LA Difficulty. Global comparisons could be used to determine three evaluation types. 

1. Performance comparisons 

2. Progress comparisons  

3. Response Accuracy comparison  

Performance comparison 
Global performance comparison can demonstrate improvement or a decline in the user 

performance from one LA challenge to the next, or it could be used to make comparisons 

between user performance from one LA to the next. An appropriate index for this comparison 

is Overall Performance. Overall Performance has restrictions on the LA sample if a 

comparison is being made, both sides of the comparison are required to use the same LAs as 

seen in this example (Equation 12). 

{|+7122	t+78-7,109+	6+66/-0	1\]~ > 	{|+7122	t+78-7,109+	6+66/-0	2\]~ Equation 12 
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Progress comparison 
Progress comparisons can be used as a tool to understand what range of knowledge from one 

LA has been completed and compare that to another LA. An appropriate index for this 

comparison is Skill. With Skill, user progress in an LA can be evaluated. Skill can be used to 

compare progress on mixed LA paths. This information could be used in evaluating the non-

linear learning progression and to determine the level of progression in each Learning Goal.  

For example, if the user has completed some of XQn and XQp belonging to Learning Goal A 

and XQq and XQÅ belonging to Learning Goal B, the user Progress between the two Learning 

Goals could be evaluated using the total Skill acquired (Equation 13). 

XQnVW/22 +	XQpVW/22	 > 	 XQqVW/22 +	XQÅVW/22 Equation 13 

Response Accuracy comparison 
Response Accuracy can be a useful feature for detecting user affect state and determining 

when a user has reached an accuracy threshold. This threshold can be used to assess when a 

user has shown significant correct responses to challenges. When a user reaches the required 

accuracy threshold, they have acquired that Difficulty level in Skill. This threshold can be set 

differently for LAs in varying Learning Goals. 

A comparison can also be used to evaluate the different levels of LA Difficulty with each other 

(as described in 0), or between learners to determine which user has progressed further in a 

collaboration scenario.  

Reporting values 
In any comparison, either local or global there may be a difference in sample quantity. For a 

robust evaluation, sample quantity must be taken into account for any reporting and 

comparison. For example, for a similar confidence level of 95%, a sample quantity of 50 values 

results in a confidence interval of only ±3.24, while a sample size of 5, would nearly triple that 

interval to	±10.24.  

The range for the true population mean of 5 samples is 90	±10.24, while for 50 samples it is 

only 90	±3.24. 

Therefore, with more samples, the precision of the assessment is much higher, and the 

evaluation, in turn, becomes more representative. This demonstrates the importance of always 

reporting any evaluation or comparison with confidence intervals. 

The formula for confidence interval is shown in Equation 14: 

4-08/!+09+	Ñ0.+7|12 = F∗
Ö

√0
 Equation 14 

Where Ö is the standard deviation and n is the sample size. F∗ (or z-score) is the confidence 

coefficient and can be looked up from Table 2 for the desired level of confidence.  
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Table 2. Confidence level to Confidence Coefficient lookup table 

Confidence 

Level 

F∗ 

.7 1.04 

.75 1.15 

.8 1.28 

.85 1.44 

.9 1.645 

.92 1.75 

.95 1.96 

.96 2.05 

.98 2.33 

.99 2.58 

 

Because a normal distribution never changes to simplify things, often a lookup table is used 

to find out the z-score of data points in a normal distribution. 

2.5.5 Tracking flow through performance 

Supporting learner engagement is important for deep learning and skill achievement. 

Students who are not engaged can become frustrated or bored, which can have a negative 

effect on achievement and lead to disruption in the classroom, which influences the learning 

of others. Importantly, many learning processes depend on a simple ‘text’ for the transfer of 

knowledge and evaluation. A single mode of learning can have limitations. For example, for 

a dyslexic student that has a reading-related learning disability, the single source of 

information transfer, therefore, becomes a problem [50]. Universal Design for Learning 

recognizes this problem [133] by embracing the pupil learning diversity by offering multiple 

means of learning accessibility. Multi-media learning platforms can use audio, audio text, 

video and tangible objects in a smart learning environment to offer the student a choice of the 

most accessible formats. This allows for multiple means of recognition, expression, and 

engagement [50], [133]. Multi-media approaches to learning resources are best demonstrated 

in the use of computer-mediated learning where educational games are developed around the 

learning outcomes and aims. This approach, which is not new, was shown in a systematic 

review of 129 papers by Connelly et al. [134] and showed playing educational games impacts 

across a range of areas including engagement, cognitive ability and, most commonly, 

knowledge acquisition and content understanding. 

Zone of Proximal Flow state transitions for optimal learning   
How do we apply affect knowledge to a learning platform? Guided by the affected state and 

the ZPF state diagram of a learner (Figure 11 and Figure 12), the appropriate level of learning 

material challenge in order to maintain an optimal learning condition where both flow, and 

Skill Achievement, are maximized, can be determined. ‘Flow’ and ‘ZPD arousal’ learning 

states are the active learning states of the learner. New skill acquisition and skill uptake 
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maximization happen in ZPD while maintaining the learner in the state of flow and providing 

the opportunity for reinforcement learning (as visualized in Figure 11), which can solidify 

skills acquired during the learning process and enhance the learning experience itself. 

Although new skill is not acquired in flow, a slow parallel growth over the long term, with 

the increase of the level of challenge, introduces an increase in learner skill. This is however 

limited to the lower ZPD independent learning limit, and to increase skill further beyond that, 

the learner must enter the ZPD. 

Any learning material challenge adaptation processes need to maintain the learner in the 

optimal path, as portrayed in Figure 11. The optimal path is the one with the shortest 

forecasted achievement time and one that facilitates the most positive affect states. This path 

must take the learner through arousal and avoid boredom or frustration. It should start at the 

lower limit of the ZPD (familiar base) to avoid unnecessary repetition while allowing the 

learner to remain in the state of flow to enable the reinforcement of acquired knowledge 

(reinforcement learning) visualized in Figure 12. This loop of leaving flow and entering the 

ZPD (shown as a snakelike pattern in Figure 11) should continue until the maximum possible 

skill achievement is obtained (highlighted by the upper ZPD limit). The caveat being that the 

‘familiar base’ (starting concept) should be challenged for specific learners with a disability to 

re-evaluate previously established learning outcomes. 

 

 

 

Figure 11. Optimal learning experience loop 

in ZPF diagram adapted from Basawapatna 

et al [40]. 

  Figure 12. State change is paused while 

reinforcement learning takes place adapted 

from Basawapatna et al [40]. The ZPD 

lower limit is moved to reflect the new skill 

achievement.  

 

This process is a delicate one, when the learner is in flow, a continuous effort to push the 

learner out of their comfort zone and into the ZPD zone by challenging them to higher levels 

of challenge will stimulate the learner. However, if the learner is projected too far into arousal, 

the learner becomes frustrated. By monitoring the learner affect state and learner skill level, a 
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learner can oscillate between the ZPD and the state of flow with new skill materialization. As 

a result, a new concept materializes as the learner’s skill with just-in-time principles as 

displayed in Figure 12 as a circle in the green area. Adaptive learning requires continuous 

monitoring of learner affective state and LA progress. The learning path is far more engaging 

and optimal, and the learner is always in a positive affect state. Maintaining the learner in the 

state of flow provides the opportunity for reinforcement learning. 

To conclude, the broader literature shows that there is a strong relationship between learning 

goal outcome achievement and a learner’s affect state. Positive affect state has been shown to 

encourage greater learner outcomes and sustained engagement, which lead to deep learning 

and long-term skill retention. Prior skill, learning challenge and learner performance are 

quantifiable characteristics of the learning experience. They can be used to determine the 

learner affect state through the mapping of the Zone of Proximal Flow (ZPF) state diagram. 

This is important to this work, as it provides a quantifiable base to track learner affect by 

measuring their performance, at a known level of challenge. In the next section, we discuss 

existing methods of affect assessment for learners with disabilities, which are prone to inter-

rater reliability issues and cannot be automated.  

2.6 Challenges with understanding learner affect with disabilities 

Abrams (1986) stated [135], "The vast majority of children with learning disabilities have some 

emotional problem associated with the learning difficulty.” Traditionally, however, teachers 

have prioritized the diagnosis and remediation of learning disabilities [136]. Empirical data 

suggest the critical need to deal with the emotional aspects of learning difficulties and of 

course this depends on reliable methods of determining this state. PMLD and CP require 

assistance with a variety of daily activities and, depending on the level and types of difficulty, 

have challenges with their cognitive and motor functions and speech. Care workers and 

teachers rely on their interpretations of the levels of engagement and interest to personalize 

these experiences for them. This is even the case when using well-defined engagement Scales 

(e.g., SSAT Engagement Scale [137], [138]) as the ratings for each component of the scale are 

still subject to inter rater interpretation. 

Studies have considered self-reported affect states as the ground truth for inter-rater 

agreement studies [41], [139]. These studies have looked at the level agreement and correlation 

between self-rated affect states and peers, clinicians, and long-term partners. The level of 

correlation even though significant between the 40
th

 and 70
th

 percentiles [41], [139], still leaves 

room for improvement. In addition, self-rated affect states may carry bias or not be 

representative of the true affect state. Therefore, an automated method that would base its 

ground truth on self-rated affect states would thus be impacted by such bias and unknown 

reliability factors. The validity of a machine learning method based on clinician, or peer-rated 

affect states would inherit even greater bias, reliability, and interrater reliability uncertainty, 

as it is one more level separated. Importantly, a machine learning method with 100% 

classification accuracy trained with clinician-rated affect data would at best achieve around 

70% correctness of the self-rated affect states. Furthermore, the self-rated affect states may 

themselves have a bias or be unrepresentative. This creates a problem for both the clients and 

care workers as it has been shown that observation is not a reliable method of determining a 

person’s mood and affect state [6]. This can only be more intensified with PMLD or CP, as 

their behaviors, body language and voice may not have the same cues as mainstream people. 
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Moreover, the levels of skill and experience between care workers and teachers vary widely, 

as does their capacity and accuracy of interpretation of others’ behaviors. This uncertainty of 

interpretation and inaccuracy in the observation of the affect state of a person experiencing 

PMLD or CP (mood and emotional well-being) can be detrimental to their quality of life [5], 

[7], [8]. Hence, the well-being of a student with PMLD or CP can be improved if their levels of 

interest and engagement could be determined and tracked by more independent and 

repeatable means, such as using technology, and in our case sensors. This added interpretation 

of a student’s state of affect is not meant to replace teachers’ or carers’ interpretation, but more 

to augment this judgment. Monitoring a person's level of interest and engagement in an 

activity allows carers, teachers, and parents to be responsive to those levels. An objective 

approach to the reporting of engagement is the use of a standardized test to monitor for 

indicators of flow.  

We demonstrate the possibility of tracking and then modeling body movements, eye-gaze, 

Electroencephalogram (EEG) and interaction data from learners with PMLD and CP to track 

their level of attention, as a good indicator of what interests them and positively influences 

the quality of that experience. In this study, we investigate the ability of sensor-based 

technology to detect and track sustained attention in a repetitive demanding activity, with a 

Multimodal Multisensor platform. This allows us to make inferences on the attention level of 

the student throughout the length of the activity through their responses to the challenges 

presented in the repetitive activity. 

2.7 Continuous Performance Test and Signal Detection Theory 

The CPT was first introduced by Swanson as a standardization of the SDT in the 80s [15][140] 

to study vigilance and sustained and selective attention in children with learning difficulties. 

The CPT is reported to be the most popular measure of sustained attention or vigilance [15]—

the ability to sustain attentional focus and remain alert to stimuli over time [141], [142]. The 

basic paradigm of a CPT involves selective attention or vigilance for an occurring stimulus [1]. 

A rapid presentation of continuously changing stimuli (like letters, numbers or images) is 

presented on a display among which there is a designated “Target ” pattern [143], which the 

participant is tasked to respond to (e.g., a button press) [142], [144]. The duration of the task 

varies, but the task is intended to be of sufficient length to measure sustained attention. The 

CPT slide is also called a SDT trial or signal [145]. The SDT Target is also called an SDT primer 

[146]. The SDT noise trial is also called a distractor cue [146]. In this work, we present two 

types of distractor cues, the Imitation and the contrast, see section 3.2, Experimental platform. 

Significant correlations between CPT scores and teacher ratings of inattention, impulsivity, 

and hyperactivity have been established [147]–[149], thus providing some evidence of the 

affective relation and validity of these measures as indicators to the user’s affect state. 

Therefore, there is an opportunity to use the CPT scores to label a Multimodal Multisensor 

data stream. This could then be used as an objective measure of learner attention to support 

teachers. From the CPT, typically three scores are derived: (a) the total number of Hits (Correct 

Commissions), (b) the number of Target stimuli Missed (Wrong Omission), and (c) the number 

of non-Target stimuli to which the subject responded (False Alarms). The total Hits and 

Correct Omissions are seen as measures of sustained attention whereas False Alarms are 

linked to impulsivity [150], [151].  
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Signal Detection Theory or SDT is the basis for learner performance analysis in the CPT. SDT, 

a theory initially developed to qualify radar detectors by Marcum in 1947 [14], was later 

theorized by Peterson, Birdsall, and Fox in 1954 [152] and adapted as a psychological theory 

by Tanner and Swets in the same year [153]. It was only in the 90s that SDT was expanded 

with analytical methods to evaluate bias in detail, by Swets and Pickett [154] and by Macmillan 

and Creelman [155]. A CPT is made of SDT trials. The trials can either be signal + noise or just 

noise. The amount of noise in the trial is what determines the challenge of the trial. On signal 

trials, yes responses are correct and are designated hits. On noise trials, yes responses are 

incorrect and are termed False Alarms. The hit rate is the probability of responding yes on 

signal slides and the false-alarm rate is the probability of responding yes on Imitation Target 

or Contrast slides [145], [156]. An example of a CPT outcome is shown in Table 3. For the rest 

of this section we use the numbers in this table to calculate the SDT analytical methods.  

Table 3. Confusion matrix example outcomes of a CPT. 

 ⇓ What is on screen ⇓  
⇓ Student 
Response 

⇓ Target ⇓ ⇓ No Target ⇓ Total 
participant 
decisions 

⇓ 
Participant Press 

⇒ 
Hit or Correct Commission 

(CC) = Participant presses 
and there was a Target on 

the screen. 
25 

FAR or Wrong Commission 
(WC) = Participant presses and 

there was No Target on the 
screen. 

7 

Total 
Presses 
(TP) ⇓ 

32 

Participant 
Omission ⇒ 

Miss or Wrong Omission 
(WO) = Participant 

Omission and there was a 
Target on the screen. 

3 

Correct Omission (CO) = 
Participant Omission and there 
was No Target on the screen. 

13 

Total 
Omissions 

(TO) ⇓ 
16 

Total slides⇒ Total Targets (TT): 28 Total Imitations (TI): 20 48 
 

SDT has often been used as a means to assess learner characteristics [148], [149], [157]–[160], 

especially attention, vigilance and inhibition in learning disabled and CP population [1], [15], 

[140], [143], [150], [158], [160]–[172]. The CPT and commercial versions (‘TOVA’ and ‘QbTest’) 

of it have been used to detect attention and inhibitory control and to diagnose Attention 

Deficit Hyperactivity Disorder (ADHD) [16], [173]–[176].  

In this study, we have adopted the basic requirements for the CPT and the constructs of the 

methodology but adapted the test to facilitate our PMLD and CP learners. Using Signal 

Detection Theory (SDT) [14], [15], [140], [152]–[155], quantifiable objective data on the 

improvement or deterioration of attention is collected and analyzed using SDT analysis theory 

detailed in [154], [155].  

2.7.1 Hit rate 

Hit rate (H) is the probability of a yes response given the Target is present. H can vary between 

0 and 1. H is calculated in Equation 15.  
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â = 	t	(>+6|J7+6+0.) =
Correct	Commissions

T-.12	T17P+.	62/!+6
 

 

Equation 15 

For the example from the confusion matrix: H = 25/28 = .89 

2.7.2 False Alarm Rate 

False Alarm Rate (FAR) [also shown as F or FA] is the probability of a yes response given the 

Target is absent. FAR can vary between 0 and 1. FAR is calculated in Equation 16. 

óQI = 	t	(>+6|1U6+0.) =
Wrong	Commissions

T-.12	0-0	T17P+.6	62/!+6
 

 

Equation 16 

For the example from the confusion matrix: FAR = 7/20 = .35 

2.7.3 Sensitivity '′  

Sensitivity was introduced by Swets and Green in [177], and is a measure of the quality of 

participant performance in a CPT or, in other words, the ability of a participant to maintain 

sustained and selective attention is represented by !". It is measured in standard deviation 

units [154] and is the distance between the center of the normal distributions of Correct 

Commissions (CC) and Correct Omissions (CO) seen in Figure 13. The formula for !′ can be 

seen in Equation 17, where F is the z-score or the z transformation, a function that transforms 

probabilities to normal distribution units. A perfect participant would have a Hit rate (H) of 1 

and a False Alarm Rate (FAR) of 0 and would have a !" of +∞. Elliott tabulated a measure of 

sensitivity (!") in [178]. 

!" = 	F(â) − F(óQI)  Equation 17 

 

 

Figure 13. Response criterium of the participant. 

 

A z-score is a measure of how many standard deviations below or above a population mean 

a data point is. The area under the normal distribution from the left tail is equal to the 

probability of a complete distribution falling within this range. It is logical that the total area 
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under the normal distribution is 1 (100/100) because 100% of the total distribution exists under 

the general area of the normal distribution. The z-score of any given raw value (:), in other 

words, is the probability that all values are equal to or less than x. This probability, as 

discussed, is also equal to the area under the standard normal curve from the left tail to the 

vertical value of x, as shown in Figure 14. A table of z-score conversions is seen in Table 2. 

 

Figure 14. A z-score is a measure of how many standard deviations below or above a 

population means a data point is. 

 

Alternatively, there are commonly built-in functions that calculate the z-value in excel and 

popular programming languages. For example, in the Python programming language [179] 

there is the property density function [33], which can be used to calculate !" as shown in 

Equation 18. 

import scipy.stats as st 
 
def d_prime(H, FAR): 
  ZH = st.norm.ppf(H) 
  ZFAR = st.norm.ppf(FAR) 
  d_prime = ZH - ZFAR 
  return d_prime 
 
# returns 1.6119 
print(d_prime(0.89, 0.35)) 

Equation 18. Python function that uses the scipy.stats library to calculate '" using the z-score 

values of H and FAR. 

 
In the absence of a built-in function for z-value, an algorithm for approximating the z-values 

has been presented by Bromphy (and described in his 1986 paper) [178]. The maximum 

absolute error of z-values estimated by the program is .00020, the maximum absolute error of 

Beta bias values calculated by the algorithm is .0003  [180] and the values of d' have a 

maximum absolute error of .0004. Bromphy’s algorithm from the original in Basic is translated 

to Python in Equation 19. Using the values from the confusion matrix (H = .89, FAR = .35), we 

have !" = 1.61. 
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import math 
 
h = float(input("What is the Hit rate:"))  
fa = float(input("What is the False Alarm Rate:")) 
# Bromphy's estimation algorithm 
def z_value(prob): 
  if prob > 0.5: 
    prob = 1 - prob 
    k = 1 
  else: 
    k = -1 
 
  if prob < 0.00001: 
    z = 4.3 
  else: 
    r = math.sqrt(-math.log(prob)) 
    z = (((2.321213*r + 4.850141)*r-2.297965)*r-2.787189)/((1.637068*r+3.543889)*r+1) 
   
  y=1/math.sqrt(2*math.pi)*math.exp(-z*z/2) 
  z=z*k 
  return [z,y] 
 
# Calculate the Bommphy estimations for d-prime and bias 
print('ZH Bromphy=', z_value(h)[0]) 
print('ZF Bromphy=', z_value(fa)[0]) 
print('d prime estimation Bromphy=', z_value(h)[0]-z_value(fa)[0]) 
print('beta estimation Bromphy=', z_value(h)[1]/z_value(fa)[1]) 

Equation 19. Bromphy d’, Beta bias and C calculation translated from Basic to Python. 

2.7.4 Bias  (′′) 

Bias represented by #′′%	 [181] is a way of measuring whether a participant is liberal or 

conservative in their Commissions against the signal. It is a good way of contrasting the 

participant outcome result against how much risk they are willing to take. For example, low 

mistakes could mean the user has not made many attempts (if they are conservative) and a 

high Hit rate could mean they are always pressing the button (if they are liberal). Neutral bias 

(no bias) is indicated by #′′% 	= 0. When â + óQI = 1, #′′%	 (bias) is always neutral (or 0). 

Negative numbers represent liberal bias, positive numbers represent conservative bias, and 

the maximum in either direction is 1.0. The formula for #′′% is represented in Equation 20. 

Bias outcomes are shown in Table 4. The outcomes of bias for learning disabled students are 

reported to be more conservative and mainstream students are more liberal [1], [143], [151].  

#′′% =
[(1 − â)(1 − óQI)	− 	â × óQI]

[(1 − â)(1 − óQI)	+ 	â × óQI]
  Equation 20 

 

Table 4. Bias outcomes of SDT. 

#′′% < 0 (Liberal) #′′% = 0 (neutral) #′′% > 0 (Conservative) 

 

If H and FAR are plotted in a two-dimensional plot, the diagonal across would be where 

neutral bias is separated from the conservative and liberal biases. The dynamic of how bias 

interacts with H and FAR is shown in Figure 15. The higher the Hit rate and the False Alarm 

Rate the more liberal the participant is and the lower the Hit rate and the False Alarm Rate, 
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the more conservative the participant is. SDT trials that have outcomes of equal Hit rate and 

False Alarm Rate are considered to have a neutral bias (#′′%).  

 

 

Figure 15. Bias shown with respect to H and FAR. 

 

 

Figure 16. Bias graph for H value .89 and FAR value .35. The graph shows that the user has a 

liberal bias.  

Neutral bias (no bias) is indicated by #′′%	 = 0. When H + FAR = 1, #′′%	 (bias) is always neutral 

(or 0).  
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Negative numbers represent liberal bias, positive numbers represent conservative bias, and 

the maximum in either direction is 1.0. 

Using the values from the confusion matrix (H = .89, FAR = .35) for #′′%	 we have: 

#′′%	 = [(1-0.89)(1-0.35)-0.89*0.35]/[(1-0.89)(1-0.35)+ 0.89*0.35] 

=(0.11*0.65-0.3115)/( 0.11*0.65+0.3115) 

= -0.24/0.383 = -0.63 

The Bias graph for this example shown in Figure 16, describes a user with better than chance 

signal detection ability and a liberal bias.  

2.8 Motivations for tracking attention using CPT outcomes 

In the Literature review, we discussed the challenges of tracking engagement levels of learners 

with PMLD/CP. There are paper based methods [182], [183] but they require subjective 

observer or peer rated values that are subject to inter-rater reliability. This has been shown to 

cause attribution errors [6] which in turn lowers PMLD and CP care quality [5], [7], [8]. These 

assessment scales are only suitable as a global measures, and are not suitable to moment to 

moment tracking of learner engagement state [182]. To assess learner experience quality, we 

look to flow.  

There are many studies in the literature that relate flow a closely related affect state of 

engagement to greater learning outcomes [73]. One is in flow, when one is engaged [32] and 

steady performance has been maintained at the comfortable limits of one’s skill limitations 

[64]. Maintaining flow in learning is especially significant because it is the most reliable 

indicator for determining successful learning [36], [45]-[48]. This results in immersion, 

concentrated focus and deep learning [65], [66]. Flow is central to classroom performance and 

the achievement of learning outcomes [45]-[48] which is closely linked with attention [16], [32], 

[64]. During flow, attention is completely absorbed in the task at hand, and the person’s 

performance is maximized [73]. The ability of a person to sustain attention, is often coincides 

with inhibition, which increases performance [73], [77].  

Tracking attention is important to this work as it is an indicator of performance, and flow, 

which is linked to greater academic outcomes. When Attention is completely absorbed in the 

task at hand, the person performs at their greatest capacity [73], [84]. Studies have found direct 

correlation between attention and academic performance[85]. The ability of a person to sustain 

attention, is often combined with self-control and inhibition, which enormously increases 

performance [65], [66], [73], [77]. Studies have found a strong positive relationship between 

flow and performance. For example, flow is positively associated with artistic and scientific 

creativity [86], [87], effective teaching [66], learning [88] and peak performance in sports [89], 

[90]. This positive relationship between flow and skill development has been demonstrated in 

a number of studies in which students were tested in a school environment achieving a higher 

grade point average (GPA) [73], [88], [90], [92]. 

Therefore, performance trend tracking can be used as an indicator of flow [64]. This approach 

has been used in [34], [40], [64], [95], [97]–[100] as a model for relating learner affect to user 
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performance in a pre-defined activity/task with known challenge. Continuous Performance 

Tests are test that track sustained attention (vigilance), selective attention [147], [160], [165], 

[184]–[186] and inhibition [147], [184], [185], [187], [188]. Commercial versions of the CPT; 

QbTest [189], Test of Variables of Attention (T.O.V.A.) [176] and Conners CPT3 [190] are used 

to detect Attention Deficit Hyperactivity Disorder (ADHD) by tracking hyperactivity and 

inattention [191]. The SDT and CPT outcomes; Misses and False Alarms, mean reaction time, 

!" sensitivity and #′′% bias have also been used to understand learner cognitive processing 

ability [1], [192], [193]. CPT outcomes such as Misses indicate inattention and False Alarms 

measure impulsivity [150], for a more detailed overview see section 2.7. Greater CPT outcomes 

have also been related to academic achievement [158], [194]. Others have used the concept of 

continuous performance monitoring of game outcomes as a method to infer affect state [40], 

[64], [80], [97], in combination with the ZPF theory [40]. The CPT has also been used in 

combination with body pose and head tracking data to track attention [195], in another study 

CPT was used to label multimodal sensory data with objective attention labels [196]. 

For these reasons we propose a Multimodal Multisensor platform incorporating a CPT. The 

development of the Multimodal Multisensor platform using the CPT test outcomes as 

objective labels for the sensor data, will assist the creation of a model of participant attention. 

Multimodal Multisensor data is collected and labeled using Signal Detection Theory outcomes 

from a Continuous Performance Test. Features are then extracted and used in a machine 

learning model to classify participant moment-to-moment attention state (RQ1). Longitudinal 

SDT and CPT data is analyzed for correlations with participant physiological characteristics 

and academic scales (RQ2). The development of an Multimodal Multisensor sensory platform 

addresses the limitation of previous approaches with PMLD/CP learners, that required 

observer rated outcomes, that provided only global outcomes. Consequently, this approach 

minimizes subjectivity and provides an objective, automated measure for attention 

classification. 

2.8.1 Multimodal advantages and studies 

The detection of affects is an important problem of pattern recognition that has inspired 

researchers from various fields. A study assessed 90 peer-reviewed Multimodal Multisensor 

(MM) systems, the review indicated that the state of the art mainly consists of person-specific 

models (62.2%) that fuse audio and visual (55.6%) information to detect acted-out expression 

of basic emotions (52.2%) and simple dimensions of arousal and valence (64.5%) with feature- 

(38.9%) and decision-level (35.6%) fusion techniques [38]. 

Multiple sources of sensor data can be combined to improve the identification and 

classification of affective states [38]. One example of such an approach demonstrated 

improved classification results when, comparing single modality data to multimodal data in 

visual emotion recognition from face and body sensor data [197]. Over 85% of the studies 

reviewed resulted in the improvement of classification outcomes compared to single modality 

[38]. This provides important evidence that multimodal classifiers outperform single modal 

alternatives. 

While single modality detection involves the use of a single mode of sensor data (e.g., eye-

gaze, facial features, body pose), Multimodal Multisensor systems fuse two or more 

modalities for affect detection. However, collecting Multimodal Multisensor data is not 

without its challenges. Björn Schuller proposes additional stages [198] in "Multimodal Affect 
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Databases—Collection, Challenges, and Chances." The chapter discusses the challenges of 

collecting and annotating affect data, particularly when more than one sensor or modality is 

used. Schuller's 10 steps highlight the most important considerations and challenges, 

including (1) ethical issues, (2) recording and reusing, (3) meta-information, (4) synchronizing 

streams, (5) modeling, (6) labeling, (7) standardizing, (8) partitioning, (9) verifying perception 

and baseline results, and (l0) releasing the data to the broader community. D’Mello et al. report 

the main challenges as the following: (a) deciding which modalities to combine; (b) collecting 

Multimodal Multisensor training data; (c) handling missing samples, fusing different sample 

rates, and retaining modality interdependence when training models; (d) determining the 

fusion strategy between different modalities; and (e) deciding how to evaluate Multimodal 

Multisensor affect models [38].  

Moreover, the process of recovering the user intent through multiple different input sources 

and their potential combination, known as “multimodal input fusion,” presents several 

challenges to be overcome before multimodal interfaces can be experienced to their fullest. 

Firstly, designing computer architectures to manage parallel Multimodal Multisensor input 

streams efficiently, as well as to maintain a reliable and stable connection between sensors and 

platform across the multiple connection types (LAN, Bluetooth, USB). Secondly, the type of 

data to be managed by a Multimodal Multisensor system may originate from a variety of 

different sources. For example, in this study, an EEG device connected via Bluetooth is 

sending surface skin voltage readings along the forehead, and an eye-gaze tracking device is 

relaying coordinates relative to the eye-gaze focal point at a fixed corner on the monitor screen. 

The redundancy of Multimodal Multisensor data is one of the strengths of multimodal 

interfaces. 

However, Multimodal Multisensor systems have many advantages over their single mode 

counterparts. The advantages of a Multimodal Multisensor approach to affect detection 

include (a) capture of higher dimensionality of human affective expression, (b) data 

redundancy against occlusion and data fall-out, and (c) a potential solution to signal noise 

which is more prevalent in single modality approaches [199]–[201]. The ability to create a 

higher dimensionality in the feature space by using multiple signals and their 

interdependence gives way to the creation of models that more accurately mimic the true 

nature of human affective expression [38]. Also, single modal systems are affected more 

severely by occlusion or data dropout [38]. For example, in an affect detection system that uses 

facial expression, the model becomes unreliable when the user’s face is turned away from the 

system or is covered (occluded) by an object. However, a Multimodal Multisensor system 

would be able to use other sensors to recover sensory data and provide a more continuous 

affect detection by basing their decisions on the existing channels. 

Studies have surveyed the existing Multimodal Multisensor studies and presented meta-

analysis [21], [25], [38], [102], [202]–[204]. Examples of some of these affect sensitive 

Multimodal Multisensor systems were included in the context of the literature review but here 

we list some of the most relevant studies: 
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Self, peer or expert annotated studies  
1. The system of Lisetti and Nasoz [205], which combines facial expression and 

physiological signals to recognize the user’s emotions, like fear and anger, and then 

to adapt an animated interface agent to mirror the user’s emotion. 

2. The multimodal system of Duric et al. [206], which applies a model of embodied 

cognition that can be seen as a detailed mapping between the user’s affective states 

and the types of interface adaptations. 

3. The proactive HCI tool of Maat and Pantic [207], which is capable of learning and 

analyzing the user’s context-dependent behavioral patterns from multisensor data 

and of adapting the interaction accordingly. 

4. The automated Learning Companion of Kapoor et al. [208], which combines 

information from cameras, a sensing chair, a mouse, a wireless skin sensor, and task 

state to detect frustration in order to predict when the user needs help. 

5. The multimodal computer-aided learning system in the Beckman Institute, University 

of Illinois, Urbana- Champaign (UIUC) [23], where the computer avatar offers an 

appropriate tutoring strategy based on the information of the user’s facial expression, 

keywords, eye movement, and task state. 

6. Picard et al. modeled affect states of participants using an auto tutor [209]. Eye-gaze, 

body sitting posture and textual communication were used in combination with a k-

NN classifier to achieve 70% affect state classification. 

7. Features extracted from keyboard and mouse typing behavior has been used in a 

study to detect affect state [210]. A self-assessment scale was used to label participant 

affect states as ‘boredom’, ‘frustration’, ‘distraction’, ‘relaxation’ and ‘engagement’. 

Using a J-48 classifier they obtained an accuracy of 80.48%. 

8. Lane position, vehicle dynamics and a combination of eye gaze and head dynamics 

allowed a prediction of lane changing intent to a true positive rate of 87.3% and a false 

positive rate of 0.39% [211]. The study found that during an attention shift, head 

movement precedes eye-gaze shift, which is consistent with the biological model of 

attention shifts. 

9. D’Mello et al. had 28 participants interact with an auto tutor while facial image data, 

body pressure patterns and participants’ verbal responses to the auto tutor give way 

to a data set with 29 Multimodal Multisensor features [212]. Expert trained judges 

hand labeled the data as boredom, confusion, engagement/flow, and neutral. Their 

classifier achieved an average of 48.65% accuracy with a kappa of .335. 

10. In a study by Monkaresi et al., 22 students participated in a structured writing activity 

while heart rate estimation from facial image data, face animation units from 

Microsoft Kinect, and local binary patterns of the eyes and mouth were utilized to 

predict student self-reported engagement states. Their classifier achieved an overall 

area under the AUC coverage of 75.8%. 

11. In a follow-up study D’Mello et al. had a group of 20 students interact with an online 

math learning platform. In this study student “behavioral engagement” (on-task, off-

task) [213], [214]  and “emotional engagement” (satisfied, bored, confused) [215] were 

labeled using a combination of participant self-labeling and expert labeled data. To 

achieve this, two modes of data were collected in the background, 3D facial image 

data from an Intel
®
 RealSense™ F200 camera [215] (facial expressions, emotions) and 

interaction data with the learning platform (performance, response time). Their walk-

up-and-use (generic) [216] random forest classification achieved 48.12% and their 

person specific classification achieved 76.37% accuracy. 
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The final listed work has some similarities to ours, however with three key differences. Firstly, 

the emotional engagement ground truth labels are hand labeled by the participants and 

human experts which is susceptible to inter-rater reliability issues. Secondly, the learning 

platform activity outcomes are an input of classifier model, this makes the model depended 

on the activity outcomes – hence, its predictions are never in real time, or generalizable to 

activities other than the exact one in the study. Lastly, while this study explores two modes of 

data input (one dependent), our study explores 4 independent modes of data, making it more 

resilient against data fallout, and independent of the data collection activity. In our study the 

labels are produced by the objective outcomes of the CPT. This makes the ground truth 

immune to inter-rater reliability issues which human observer labeled data is prone to. In the 

next section we explore studies that have used CPT as an objective method of labeling affect 

data. 

Studies using objective labels via CPT outcomes 
1. Body posture and head position from the Kinect were combined and labeled using 

objective outcomes of a CPT to detect inattention and hyperactivity characteristics in 

children with ADHD [195]. 

2. Theoretical study that proposes the use of multimodal sensory observations labeled 

objectively with CPT outcomes of attention in a dynamic Bayesian networks to detect 

‘fatigue’, ‘nervous’ and ‘confused’ affect states [196]. 

Multimodal interaction systems aim to support the recognition of naturally occurring forms 

of human language and behavior through the use of recognition-based technologies [217], 

[218]. These systems represent initial efforts toward the future human centered Multimodal 

Multisensor HCI. Most of the methods rely on observer or listener judgment and results can 

vary depending on the level of expertise, experience and personal style of the observer or 

listener. This can cast doubt on the validity of such methods as they are susceptible to inter-

rater reliability. This can cause attribution error which lowers PMLD and CP care quality [5], 

[7], [8].  Others that use the CPT as an objective method, are using a single sensor, or are 

proposing theoretical studies.  

In the next section, we describe our study methodology, our use of a CPT to objectively label 

Multimodal Multisensor data to model learner attention levels. 
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 METHODOLOGY 

As discussed in the previous chapter, there are several approaches to labeling the affective 

state of learners with PMLD. However, these are based on paper-based tests, which are subject 

to intra-rater reliability issues. There are also Multimodal Multisensor sensor-based 

approaches, but these rely on a teacher or student self-ratings to label data.  

Our approach is to address these issues by labeling the sensor data using a CPT because the 

correlation between the outcomes of a CPT and teacher ratings of inattention, impulsivity, and 

hyperactivity have been established [147]–[149], thus providing some evidence of these 

measures as indicators of the user’s affective state. 

A gamified platform is proposed that monitors the sustained and selective through 

performance tracking using SDT [14] measures and outcomes. For the remainder of the work, 

we will refer to this attention tracking platform as ‘the platform’.  

The participant is required to pay continuous attention to a computer screen where an 

interactive game provides them with a pre-defined signal detection challenge. The participant 

is in control of the response they give, and feedback is given to them regarding the correctness 

of their response to the challenge. This is the basis for Swanson’s CPT [15]. The CPT is an 

integral component of the platform, and we have therefore created a version, the ‘Seek-X’ type. 

This test has been created to be used specifically as an objective tool for attention tracking using 

the CPT outcomes to label multisensor data.  

We have named this CPT Seek-X type because the participant is asked to seek the Target image 

between other non-Target images acting as a matrix of noise. Seek-X type exercises engage 

eye-gaze as a crucial element of answering the SDT challenge. The Seek-X type CPT is a 

version of the Type-X non-rare Target type, see Equation 21: 

CPT	types = 	°
#>	9ℎ122+0P+	 ¢

T>J+ − £	 ⟶ V++W − £					

T>J+ − Q£ ⟶ V++W − Q£	
					

#>	.17P+.	87+•5+09>	 ¶
I17+															
ß-0 − 717+			

														
 Equation 21 

 

In summary, the period of sustained attention is marked by participants' attention and interest 
being maintained in an interactive interaction. Maintaining sustained attention indicates the 

key foundation for recognizing flow. For this reason, this work explores classical methods for 

attention tracking using a neuropsychological test that measures a person's sustained and 

selective attention (the CPT) [15]. The CPT is reported to be the most popular measure of 

sustained attention or vigilance—the ability to sustain attentional focus and remain alert to 

stimuli over time [141], [142]. The first attempt to objectively evaluate the relationship between 

maintaining attention in students with learning disabilities using CPTs was introduced by 

Swanson in [15], [140] and later expanded by Eliason and Richman [1]. Using SDT [14], [15], 

[58]-[62], quantifiable objective data on the improvement or deterioration of attention are 

collected and analyzed using SDT detailed in [154], [155].  
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We explore modeling the user’s attention indicators without any assumptions about the 

activity in front of them. A scalable CPT was developed to be appropriate to the capacity of 

the PMLD / CP participants. Participants were asked to sit in front of a PC and press a button 

when they saw the predefined signal (a predefined Target ) on the screen, and not press the 

button when any other signal was displayed on the screen. This happened while the sensors 

recorded their real-time sensor data, including upper limb positional data, EEG brain waves, 

and eye-gaze data. 

3.1.1 Data collection 

Four participants were recruited for data collection (see section 3.4, Participants). They took 

part in a 13 weeklong study with up to four sessions weekly per participant, depending on 

participant availability. This process started on the April 4
th

, 2016 and finished on the July 21
st
, 

2016. In the first two weeks, a pilot study was carried out to tweak the test difficulty and make 

any final alterations to the experimental platform. These alterations are discussed in section 

3.2.1, Evolution of the CPT design. 

Each session included 48 challenges. Each test lasted between 6-32 minutes depending on 

participant readiness or other setting-up challenges. Every session recorded nearly 4 minutes 

of data. A total of 59 sessions of the CPT were carried out (an average of 15 sessions per 

participant). A series of 48 slides with pauses in between were displayed for each participant.  

This CPT design was based on Rosvald and Mirsky’s original paper [193]. Recommended time 

alterations to the experiment length were made to match the shorter length activities that 

students with PMLD are accustomed to at school [15]. The CPT was therefore shortened to 

about 4 minutes for our participants, and the whole process took between 6-32 minutes. This 

is compared to other research, which suggests a 30-minute CPT for neurotypical participants 

[219]. 

The difficulty of the CPT was also adapted for each participant by making the maximum 

response time (slide display time + blank slide display time) shorter or longer or by adjusting 

the image matrix grid size. These times are initially 1.8 s and 1 ± 0.1 s, respectively, and are 

increased or decreased depending on participant capacity. The difficulty of the CPT was 

adapted for each participant by making the maximum response time shorter, the maximum 

response time is the sum of the ‘stimulus duration’ and ‘interstimulus interval’ [154]. These 

durations (seen in Table 5) were estimated in a series of pilot study tests completed in the 

initial two weeks of the study, where the aim was to reach close to the 85% rule for learning, 

where the participant makes around 15% mistakes and 85% correct responses [220] when in 

flow. The platform setup can be seen in a school setting in Figure 17. The Seek-X type CPT 

slide timeline is demonstrated in Figure 18.  
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Figure 17. The experimental platform seen in a school setting. 

 

It is important in SDT that the participant can demonstrate they understand the difference 

between the Target and noise, given enough time. To establish this, the game objective was 

re-introduced to the participants at the start of every session using a paper-based mockup to 

test the participants’ understanding of the challenge and validate their response (discussed 

further in Empirical lessons learned from the pilot). 

Table 5. Participant characteristics and CPT settings adjusted for participant capacity. 

Participant 

alias 

Age 

P scales 

mean 

Slide display time / 

Stimulus duration (s) 

Blank slide display time / 

Interstimulus interval (s) 

Will 18 6.93 1.8 1.1 ± 0.1 

Jen 19 19.45
* 

1 1.1 ± 0.1 

Mark 16.75 3.7 8 2.1 ± 0.1 

Rick 19 6.76 1.8 1.1 ± 0.1 

  *Jen is enrolled in the National Curriculum.  

 

Figure 18. Seek-X type CPT slide timeline.  
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3.2 Experimental platform 

The platform tracks participant performance in a repetitive game, which rewards them with 

exciting visual and audio feedback when they answer correctly, but ultimately fatigues them 

by being exhausting over a long period. The participant is required to pay attention to the 

game dynamic, which challenges them to pay selective and sustained attention to the elements 

on the screen and respond appropriately. This induces different states of affect, with lower 

levels of valence, as the game carries on and the learners’ attention capacity naturally 

decreases. During this game, real-time Multimodal Multisensor data is collected within the 

experimental platform, which is used later to create a machine learning model of flow. The 

experimental platform was developed in MATLAB 20016a [221] to collect data from various 

consumer-grade sensor hardware. The experimental platform and the relative participant 

position are visualized in Figure 19. 

The new type of CPT, Seek-X type, was designed for this study. The reasons why this new 

type was created are explained in section 3.2.1, Evolution of the CPT design. Each slide has a 

mixture of three images, comprising of the Target image, the Target Imitation and the Easy or 

Hard Contrast image, as seen in Figure 20. The Target Imitation bears a close resemblance to 

the Target image (similar colors, general shape), however, the Contrast images can be 

identified with less effort. 

Note: In different sections of this work the images used to display the Target , Imitation 
and distractor slides for the Seek-X type CPT are interchanged. This is due to copyright 
reasons. Some images however are screenshots of videos taken of the actual set-up and for 
those reasons the original images are used. The CPT images represented in Figure 20, are 
thus replacement royalty-free images, which are used in most of this document. The 
orange cat, is replacing the cartoon character Wally (from the popular children books 
‘Where’s Wally?’ [222]), and the Imitation image shown by the orange dog is replacing the 
original red dog from the popular children’s book ‘Clifford the Big Red Dog’ [222], the 
orange sandwich is replacing the red wool hat and the green alien cartoon is replacing 
Cookie Monster (from the children’s program sesame street [223]). The original images 
from the actual study can be seen in Figure 22, Figure 53 and Figure 37. 

 

The experimental platform was tested under lab conditions to establish its robustness and data 

collection ability. Many of the shortcomings of the experimental procedure were discovered 

and improved on before the platform was tested in the pilot study at the school. The results 

indicate that the sensor data for multiple channels can be adequately captured in real-time 

and labeled by the system. This was described in section 4.1.5, Labeling and data fusion. The 

final experimental platform can be seen in operation in this YouTube video [224]. Data 

recordings were collected in a varied lab environment, and the noise and inattention 

conditions were not consistent between sessions.  
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Figure 19. The Multimodal Multisensor experimental platform with the eye-gaze, body pose, 

EEG sensor and the CPT. 

 

    

Target image Target 

Imitation 

image 

Hard 

Contrast 

image 

Easy 

Contrast 

image 

Figure 20. CPT images and the image types. 

The ratio of the mixture of the main image to the filler image in all slide types is always 6 to 

10 (plus one Target image on signal trials) or 7 to 10 (on noise trials). We found that for our 

test user group a grid of 4 x 4 introduced enough difficulty to allow for participant responses, 

without being so easy that the participant would not make any mistakes when fatigued.  

The distribution of the Hard Target (HT) pattern among the other random patterns has an 

occurrence probability of 50%. The other CPT occurrences are standardized [193] as Hard Foul 

(HF), Easy Target (ET) and Easy Foul (EF). These patterns and their corresponding labels are 

seen in Table 7. 
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Table 6. The distribution of patterns in the Seek-X type CPT 

Pattern HT HF ET EF 

Distribution 50% 25% 12.5% 12.5% 

CPT Label Hard Target: 

Target image 

mixed in with 

imitations Targets 

with a few Hard 

Contrast images. 

Hard Foul: 

Imitation 

Target images 

with some 

Hard Contrast 

images. 

Easy Target: 

Target Image 

mixed in Easy 

Contrast images 

with some 

Imitation Targets. 

Easy Foul: 

Imitation 

Targets images 

with some 

Easy Contrast 

images. 

 

The participants were seated in a chair in front of a 20” computer monitor with a width 

resolution of 1980 pixels by 1080 pixels, at a controlled distance of 50 cm to 80 cm from the 

screen. Each participant was asked to press the keyboard spacebar, or a big button if 

wheelchair-bound, whenever they saw the Target image on the screen, and not to press the 

button when they did not see the Target image on the screen. During this activity, participant 

eye-gaze, body pose, EEG measurements and button interaction data were continuously 

recorded. 

The participant was then presented with 48 instances of images displayed in a controlled 

random sequence on the screen. This meant that no more than two of the same type of slides 

(shown in Table 6) could ever be displayed in sequence. Each image was displayed for a 

stimulus duration (slide display time) followed by a blank slide displayed for an interstimulus 

interval. The images were shown in a 4 x 4 grid, at a size of 280 x 192 pixels, 300 pixels apart 

horizontally and 100 pixels apart vertically. The images were shown in the center of the screen 

and had 300-pixel margins from the sides and 100-pixel margins from the top and bottom. 

This layout is shown in Figure 21. 

 

Figure 21. Screen layout for Seek-X type CPT, the grey blocks are margins from the sides of 

the screen, the light green rectangles are where the images are randomly allocated, and the 

purple rectangles represent the space between each image in the 4 x 4 grid. The screen 

resolution was 1980 by 1080 pixels.  
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Real-time eye-gaze position using Tobii EyeX [225], body pose data using Kinect v2, EEG data 

from the Muse headband [226] and interaction data from the USB button is recorded in 

MATLAB 2016a [221]. The Muse EEG headband streams 16-bit voltage data in microvolt (µV) 

units at 500 Hz, which is equal or comparable to medical-grade EEG specifications [227]. The 

Tobii EyeX eye-gaze tracking controller [228] uses near-infrared light to track the eye 

movements and gaze point of a participant [229]. It works in variable light conditions and 

allows for participant head movement while maintaining accuracy, which is crucial for our 

target user group. It has a frequency of 70 Hz and uses backlight assisted near-infrared (NIR 

850 nm + red light (650 nm)) to achieve a 95% tracking population [230]. The Kinect 2 sensor 

[231] is a motion-sensing peripheral for body tracking. Using structured light and machine 

learning it can infer body position [231]. Kinect 2 is reported with an average depth accuracy 

of under 2 mm in the central viewing angle and increases to 2-4 mm in the range of up to 3.5 

mm [232]. The furthest distance captured by Kinect 2 is 4.5 mm, where the average error 

typically increases beyond 4 mm. The experimental platform was designed to replicate the 

majority of the CPT variations reported in relevant studies [1], [15], [143], [144], [149], [160], 

[185], [193]. The features extracted from these sensor data streams are described under feature 

extraction. Methods of data and memory sharing were developed to synchronize the four 

independent Matlab instances (see section 4.6.1). This ensures that the four Matlab instances 

start and stop recording the five channels of information (eye-gaze, EEG, body joint data, 

interaction data and CPT outcomes) in synchrony. This helps streamline the experimental 

platform maintenance, making the participant experience less distracting. 

3.2.1 Evolution of the CPT design  

In the initial two weeks of the study, before data collection began on April 21
st
, 2016, a pilot 

study was completed. The platform suitability was tested as a tool for data collection from the 

PMLD/CP participants. Observations were made that altered the design of the experimental 

methodology. The alterations impact directly on the design of the CPT.  

 

Figure 22. The platform setup running the Seek-X type CPT seen in a pilot study here used 

two PC’s running MATLAB R2016a in parallel, sharing memory over a local LAN network. 

 

It was determined that the CPT-AX type test, which requires users to recall (the previous slide 

value), deduce (if the previous slide with the current slide is the signal) and respond (by 
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pressing the button) added too much skill requirement for our user base and the user would 

be left in a state of continuous learning and readjustment. This could have had a severe 

consequence of alienating the user early on in the study. The test was altered to become a non-

rare type CPT. In this version of the CPT, the signal is shown more frequently than non-Target 

slides (see Table 6, 62.5% of the total slides are Target slides and 37.5% of the slides are non-

Target slides). This type of CPT focuses on sustained attention and in called a non-rare type 

CPT, see Equation 21. The new type of CPT, the Seek-X type is fully described in section 3.2, 

Experimental platform. We now explore the original CPT design that was used in the pilot 

study sessions. 

A-X type CPT 
In the initial design of the CPT, the participant was instructed to press the button in front of 

them only if they see the A then X image appear on the screen (the CPT A-X test). The A image 

is represented by the green tree image and the X image is represented by the racing car. In this 

standard version of the test, the participant is asked to press the space bar whenever they see 

the X (the probe), but only if the X was preceded by an A (the cue). The distribution of the A-

X pattern among the other random patterns has an occurrence probability of 70%. The other 

CPT occurrences are standardized [193] as A-Y (image A followed by image Y), B-X and B-Y. 

These patterns and their corresponding labels are seen in Table 7. All possible signal 

variations and their significance to the attentional state tested in the CPT are demonstrated 

and discussed in Table 7. The platform in its developmental stage can be seen in Figure 23 

running the A-X Type CPT.  

Table 7. The distribution of patterns in the A-X test 

Pattern A-X A-Y B-X B-Y 

Distribution 70% 10% 10% 10% 

CPT Label 

True 

Positive 

(Correct) 

Foul 

(Impulsivity, 

selective attention 

loss) 

Foul 

(Inattentiveness, sustained 

attention loss) 

True Negative 

(Incorrect) 

 

 

Figure 23. CPT type A-X is shown in the development stage of the experimental platform.  
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All permutations of a standard A-X type CPT are visualized in Figure 24. The predetermined 

correct response to the signal Tree-Car (A-X) is a button press; any other patterns should not 

be responded to. 

 

 

Figure 24. All outcomes of an A-X type CPT. 

When the user responds to the A-X signal, it is called a signal detection. If the user responds 

to any other pattern (e.g., A-Y), it is called a Commission error, which relates to impulse 

(inhibition) control. If the user responds to B-X, this demonstrates a lack of sustained attention 

(vigilance) - they saw the car but forgot or did not pay attention to the previous signal (slide). 

This is also called a Commission error. When the user responds to B-Y it is called an omission 

error. In this case, there was no cue (tree) or probe (car). 

3.3 Ethics 

Ethical approval was granted by the Nottingham Trent University School of Science and 

Technology ethical committee in the month of September 2015. The information pack (both 

complete and ‘easy read’ versions) were submitted with the ‘ethical issues’ document (all 
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attached in Appendices). Information leaflets (attached in Appendices) were sent to a special 

needs school, where they were distributed by the administration staff to the parents.  

Two user group meetings were held with the school alumni, teachers and headteacher in the 

month of March 2016. In these user group meetings, the motivation, method, and aims of the 

research study were explained. A demonstration took place in the second user group meeting 

where the platform was tested and initial feedback on the design was collected from the 

teachers and participants. The initial system can be seen in this video [32]. We realized the 

importance of communicating ‘simplicity, clarity and trust’ through the text of the information 

packs from the feedback received from the initial user group meetings. Initial feedback on the 

experimental design and methodology was requested from the user group which consisted of 

PMLD school leadership and alumni (mature PMLD students from the school).  

The length of the information pack, initially 2 pages long, was changed after advice that it 

should be summarized to a page or less. The experimental description was simplified to cover 

the main procedural step-by-step process of the experimental methodology, and scientific 

evaluation of sustained and selective attention was removed from the document. Scientific 

terminology like ‘CPT’ was replaced with an ‘easy read’ description of what the Continuous 

Performance Test is. Pictures of the EEG headband were also added to the document to 

demonstrate the consumer-friendly aspects of the technology used to collect the data. 

Emphasis on the user’s well-being was reinforced, and their ability to leave the experiment at 

any point and retain their anonymity was made clear.  

The updated information pack (available in Appendices) was distributed to the guardians of 

eight students. The students were selected for their appropriateness for the study by the 

headmaster of the school. Out of those eight, we received permission from four guardians for 

their child to participate in the research. Three boys and one girl, aged 16, 18, 19 and 19 

participated in the data collection study. Two of the four participants are prone to seizures. 

During the 13-week study, we found that they did not react negatively to the CPT, despite it 

being quite an intensive activity.  

Communication with the teachers was maintained throughout the study. E-mail reminders 

were sent to the teachers, two days before the data collection day to confirm the student 

participation and also to coordinate the time for the data collection session. Often due to 

illness, absence or other teacher-student commitments, sessions would be postponed. Email 

updates of the student experience and initial data analysis were also presented to the teachers 

as the study progressed. 

At the beginning of the session when the participant was taken away from their classroom 

and walked towards the room where we were working, our priorities were to ensure that they 

understand what activity they were taking part in and to relieve any anxiety they felt. To put 

them at ease, we talked about their week, their life, their weekend, any movies they may have 

seen etc. The participant was always walked to and from our workroom, to ensure they 

returned to the activity they had been taken away from so that with consistency and security 

were maintained. The participant was not taken away from fun activities, like free time 

outside or from group participation activities. It was important to reinforce the study was a 

fun activity, not one that causing the participant to miss out on other activities that they may 

enjoy. 
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Knowing that the user is not the sole participant in the study (and so not being singled out or 

punished by being taken out of the class from their peers) was important so they would not 

have any negative associations with our research. We ensured that the participants knew of 

their friends who were also participating in the study. When possible, participants were 

offered the chance to observe each other take part in the experiment, as this helped 

demonstrate the experimental process to other participants and also reduced the feeling that 

participation made them stand out from other students in a negative way.  

We worked with the teachers to make the participants feel like the activity was extracurricular 

and they were not being singled out as a punishment but were selected because they’re unique 

and are offering us incredible value through this study. This was reinforced frequently by 

reminding the participants how well they were doing in the study before and after the study 

started and concluded. Any discussion that reflected negatively on student performance or 

any performance comparisons between participants was always avoided. “You’re doing the 

best”, or “come on, your friends can do it” is considered counterproductive. The participant 

was instead reinforced positively with their own progress throughout the study. 

The participants were always asked if they wanted to continue with a new session, especially 

as the CPT can be strenuous and is designed to be tiring. With the consideration that two of 

the four participants are prone to seizures, it was important to re-establish student health and 

consent in participation before moving on to a new session. In one case the student asked for 

the study to not continue to the second recording on the same day. In another case, the 

recording was cut short due to the CP student signaling that they needed to go to the restroom. 

3.4 Participants 

Participation for the study was arranged through Oakfield School, Nottingham [233]. Oakfield 

is a school and sports college for people with a learning disability. The definition of learning 

disability according to the National Joint Committee for Learning Disabilities [234], [235] is as 

follows: 

“Disabilities are a heterogeneous group of disorders manifested by significant 
difficulties in the acquisition and use of listening, speaking, writing, reasoning 

or mathematical abilities…”  

The student population in Oakfield School is a heterogeneous one; studies with participants 

with learning difficulties are challenging [1]; a selection process is required to make sure the 

participants are in the same performance scales (P scales) [236], [237]. A meeting was initially 

held with the head of the Oakfield School about the experimental methodology and its desired 

research outcome. The feedback was incorporated into an ‘easy read’ version of the participant 

information. This was then circulated to eight students which Oakfield School recommended 

to be a good fit for this study based on P scales ranges and their ability to perform in the CPT.  

Participants were selected based on their performance in scales, which represent a set of 

descriptions used to record and assess the progress of children who have special educational 

needs (P-scales) [236], [237] (see Table 5). Permission for the study was given by Nouingham 

Trent University’s ethics commiuee. A further request was made to gather more participants 

in the study by sending the participant information pack to any remaining students and their 

guardians who may be unaware of this study.  
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Three boys and one girl aged 16, 18, 19 and 19 with PMLD and CP enrolled to participate in 

the research study. They are given pseudonyms; Will, Jen, Mark, and Rick. In a further follow-

up meeting, details of the four participants were requested. The descriptions of the 

participants are the focus of the remainder of this section. 

A breakdown of each participant’s Age, P scales, specific communication strengths or 

constraints has been recorded at the start of the data collection process (see Table 5). The 4 

nonhomogeneous participants had different ranges of capability. This ranged from extreme 

mobility restriction to some moderate learning difficulty. A nonhomogeneous participation 

base is an accurate representation of the population and is expected when conducting studies 

with PMLD. 

Will is 18 years old, has a diagnosis of global development delay (GDD) and learning 

disability. These impact on his speech, language and social interaction with others. This means 

his ability to concentrate on a single activity for an extended period is limited, which in turn 

limits his sustained auention. His body mobility is not restricted but is slightly imprecise. His 

speech can be difficult to understand, and he is limited in the selection of words. His capability 

in conducting particular tasks in quick succession is good; however, he struggles to maintain 

sustained auention. Will’s P Scale graph is shown in Figure 25. 

 

Figure 25. Will's P Scale demonstrates that his speaking ability is considerably lower than his 

other abilities. 
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Jen is 19 and has a rare form of epilepsy. She is one of the more capable learners at the school. 

She is very cooperative and shows an interest in being involved in the study. She also talks 

about music and theater and has interests in fashion and celebrities. Her performance is 

highlighted by concentration and commitment to the activity. Jen has completed her P scales 

and is not enrolled in the national curricular. Jen’s National Curricular Level graph is shown 

in Figure 26. 

 

Figure 26. Jen’s abilities surpass the P scales grading, and she is on a mainstream rating 

scale. 
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Rick is 19 and has a global delay, a rare form of epilepsy and a severe learning difficulty. Rick 

has problems processing information and communicating. His attention is usually committed 

to a single concept (an activity, a memory, a sound). He is incredibly reliant on routine, and 

he will try to avoid any disruptions to it. He enjoys loud motor sounds, power tools, and 

garden work. He often reflects on activities he has done in the past or will do in the future 

with single words or short phrases. His mobility is not constrained but is delayed and 

processing time needs to be allowed for any responses. Physical objects and sounds help him 

associate with new concepts. Rick’s P Scale graph is shown in Figure 27. 

 

 

Figure 27. Rick’s P scales demonstrate his strengths in written languages and computer-

based activities. 
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Mark is 16 years old and has myotonic dystrophy; this makes his muscles very weak. 

Myotonic dystrophy is a progressive and life-limiting condition. Mark uses a wheelchair and 

is at risk of chest infections and sudden heart failure. He uses a specialized CP wheelchair for 

body support and transportation. The wheelchair supports his body frame and keeps him 

upright and secure with a safety belt. His head is rested against his right ear on a padded 

headrest. His mobility disability is extreme; however, he has some imprecise movement in his 

neck and arms. At school, he uses both eye-gaze technology and switches to interact with 

computer interfaces. Mark uses his voice to communicate; he likes sharing his sense of humor, 

he laughs when things go wrong, and makes the sound ‘uh-oh’ to signal mistakes. He enjoys 

making choices and can become frustrated when he is not offered choices. Mark likes 

interacting with computers but shows sensitivity to anything resting on his forehead like the 

EEG headband. Because of his CP, he required a member of staff to be present during the 

study. Mark shows a definite progression with communication and is now very accepting of 

and participating in a wider variety of activities, events, and opportunities in school. He has 

responded well to unforeseen changes in his daily routine even with little notice. Mark’s P 

Scale graph is shown in Figure 28. 

 

 

Figure 28. Mark’s P scales indicate that he is our most profoundly disabled participant. 
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 RESULTS AND DISCUSSION 

This chapter starts with describing each sensor and the data collected from it. We present our 

data processing and feature extraction methods. An overview of the features extracted from 

each sensor is discussed. We then describe the statistics of the data collected and the methods 

used to develop the machine learning results. Algorithms used in the machine learning are 

presented and machine learning indexes for comparison are defined. The classification results 

are then presented in a table for subsets of the data and are compared using the machine 

learning indexes. Cross-correlation results between CPT outcomes and participant 

characteristics are presented. Empirical findings from the eye-gaze, body pose, and EEG data 

are presented. 

We show (regardless of the classification method), that there is a relationship between 

affective state and the Multimodal Multisensor data features. In this study 2615 samples, over 

the length of 59 sessions, were collected and classified into two categories (‘attention’ and 

‘inattention’) using nine features (7 low-level and 2 High-Level Compound Features). The 

individual features will be explained in section 4.1, Data Feature processing, and the High-

Level Compound Features will be explained in section 4.1.5, Labeling and data fusion. 

, however, a list of the features can be seen in Table 8. In total there were 2051 ‘attention’ 

samples and 564 ‘inattention’ samples.  

 

Table 8. Summary of data points and sources. 

Feature Attribution 
Eye scanning Eye-gaze 
Eye dwelling Eye-gaze 

Eyes off screen Eye-gaze 
  

EEG Alertness EGG 
  

Body fidgeting Body pose 
  

Single fast press Interaction data 
Max press count Interaction Data 

  

HLA High-Level 
Compound feature 

HLI High-Level 
Compound feature 

 

This presents a problem, where the algorithm has a bias towards the majority class while 

neglecting the minority class. This often coincides with achieving high accuracy results, so it 
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is often overlooked. As our data set is unbalanced, we look into addressing this in section 4.2, 

Unbalanced datasets. 

The data was assessed both as a group and person-specific, the results of both are compared. 

The aim of classification is to determine the affective state by predicting the CPT outcome. 

With two classes, the random classifier classification AUC to beat is 50%. As the data set is 

unbalanced, the dataset was balanced before machine learning took place to improve the 

classification of the minority class, this method normalizes sample size across all machine 

methods. The overall approach used to evaluate the fit of the different architectures was leave-

one-out (L-O-O) cross-validation. Scoring metrics insensitive to unbalanced datasets were 

used to competitively compare the performance of the different machine learning approaches. 

The evaluation parameters used for determining the comparative performance of the machine 

learning architectures were Area Under the ROC Curve (AUC), Negative Log-likelihood and 

kappa. The software used to create this architecture is Python 3.7 and two high-performance 

computers, which ran in parallel over several weeks. The two PCs were both equipped with 

Intel i7-7700HQ 2.80 GHz CPUs, and 16 GB of DDR4 RAM. The CPU was benchmarked at 82 

Gigaflops, with 15 GB/s memory transfer rate and 1 GB/s SSD disk transfer rate. 

4.1 Data Feature processing 

In this section, an overview of the features extracted from each sensor is discussed. Critical to 

the process of inferring the affect state of a student with PMLD/CP from labeled Multimodal 

Multisensor data is the process of data fusion. The process of detecting the user affective state 

through multiple input sources and their combination, known as “Multimodal Multisensor 

input fusion” [38], [102], [238] presents a number of challenges. Firstly, the type of data to be 

managed by a Multimodal Multisensor system may originate from a variety of different 

sources; these sources may have different sampling frequencies and different code bases. 

Temporal time syncing of this data and sampling it to a common denominator of the 

frequencies is a requirement. Making a platform compatible with all the different codebases, 

while running effectively and reliably is a challenge. Secondly, due to the computing demands 

of high-frequency sensor data streams, two computers were used in tandem to facilitate the 

data collected. These computers were connected to a local network, in which two 

simultaneous Matlab 2016a instances shared memory and coordinated the Multimodal 

Multisensor data collection and the CPT experimental process. This photo of the platform is 

shown in Figure 17. 

 

Figure 29. CPT provides objective labeling for the Multimodal Multisensor data 
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The purpose of incorporating an objective measure of attention, namely the CPT, in the 

experimental platform is to provide a reference label in the machine learning stage. Without 

these labels, there would be no objective measure or automated way of performing a 

supervised learning method on the data. An overview of how the data streams were captured 

and labeled against CPT attention indicators is shown in Figure 29. 

4.1.1 EEG 

Brain-Computer Interfaces (BCIs) represent a novel mode of communication that has been 

used in emotional classification [239], and cognitive aware applications [240]. EEG frequency 

has been used as a feature to determine active brain state [241]–[243]. BCIs are also considered 

unique in Augmentative and Alternative Communication (AAC) as they do not require 

physical movement from a user. This makes BCIs a suitable AAC method for people with 

Severe Speech and Physical Impairments (SSPI) [244], [245], or CP [246]–[249] who do not have 

access to conventional means of communication including speech and typing [248]. EEG has 

also been used in Multimodal Multisensor applications in combination with eye-gaze and 

facial expressions to detect affect [102], [113], [250]–[254], however, these all use expert, peer 

or self-annotation as labels for the data.  

The quality of a BCI — to offer a direct mode of information from the brain — makes it 

especially ideal as an element in potential real-time affective user state detection [255], 

computer interaction for rehabilitation [256] and in brain multimedia interaction [257]. A BCI 

can also be a complementary source of information towards Multimodal Multisensor 

interaction systems as well, used in conjunction with other modalities such as gesture, facial 

expressions, gaze and body posture [258]–[260]. 

Accurate classification of EEG signals into commands or user affect state is the primary 

challenge of BCI-AAC practice and has sparked the interest of the research community [239], 

[244], [261]–[264]. EEG classification has been attempted with different techniques and data 

specifications. Some different EEG features used are Visually Evoked Potentials (VEP), 

Frequency Averages, P300’s and timeline classification [265]–[267]. Other EEG studies use 

Event-Related Potentials (ERP) as a mechanism to classify EEG [268]–[272]. These are distinct 

rises in the wave, almost mechanical in their nature. In contrast to the rest of the wave, their 

event is directly related to an “inducer” from the outside world. This is when an outside 

stimulus (visible blinking lights, sound or tactile stimuli) correspond to noticeable potential 

changes in the EEG signal, which are repeatable, reliable and do not require intention on the 

user’s part [258]. This allows the user a control mechanism, which is focused on one of their 

degrees of freedom. The user can then choose to focus their attention on the stimulant, and 

the system recognizes the EEG evoked potential as a response [246]. Using ERP however is 

not a suitable method in this work, as the objective is to find a feature that corresponds to their 

activity (focusing on the SDT challenge) and not to find features in the EEG that are 

intentionally induced by the participant (like looking at a blinking light to induce an ERP 

response). Due to the different approaches to EEG data acquisition, method and definitions of 

task achievement accuracy, it is difficult to achieve a direct comparison between the methods 

used in these studies. 

A more practical method is to use EEG time-series samples from a baseline activity to train a 

classifier. The classifier can use statistical and machine learning pattern recognition methods 

to classify the sample with an output pair of confidence and accuracy percentages [262], [273], 
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[274]. In this method, a mental task is agreed upon, and the receptive controlled practice of 

this mental task is recorded. The classifier trains itself on these samples. Some mental tasks 

include imagining motor planning to stimulate the motor cortex, mental math calculations to 

stimulate brain activity, relaxation and imagining emotional events to simulate emotional 

response [257], [258], [262], [275], [276]. This method is more suitable for our experiment, as 

the mental task will be naturally evoked by the CPT itself when the participant maintains 

attention in order to perform in the SDT trial. 

While the use of EEG signal is becoming more and more attractive in developing practical use 

natural Brain-Computer Interface (BCI), accuracy still remains a challenge [245]. EEG is 

challenging due to the complexity of the signal as a data source [247], [277], [278]. While some 

studies require invasive procedures using implanted electrodes or electrode grids to access 

the brain tissue [277], [279]–[281], several other studies have presented different methods of 

tackling the classification challenge using EEG headset amplifiers [282]–[288]. Although the 

implanted electrodes allow a more direct recording of the neurophysiological activity of the 

cortex and, therefore, have a better signal-to-noise ratio, they are currently reserved for patient 

populations [289]. Despite EEG amplifiers being far less invasive and more suitable for this 

study, using them creates an additional challenge to preparing the EEG data for classification. 

To do this we use a combination of signal preprocessing methods. 

A combined signal preprocessing approach based on methods discussed in previous studies 

(grounding and Kalman filtering) is taken [290]–[293]. EEG Kalman filtering has been shown to 

be useful in removing electromyography (EMG) induced artifacts [262], [290]–[295]. A robust 

Adaptive Autoregressive (AAR) model with an order of six detailed in [293] was used. The 

AAR model estimate of the EEG Kalman filter was utilized to reduce the impact of 

Electromyography (EMG) spikes from body movement, eye blinks and other facial muscle 

movements. These EMG spikes are isolated in a few samples, which makes the data ideal for 

AAR Kalman filtering. In Figure 30, we see that it has removed the EMG artifact that can be seen 

between samples points A and B, enhanced the EEG spikes, and revealed an EEG peak between C and 

D. We demonstrate how Kalman filtering smooths out real EEG data from this study and 

reduces spikes in Figure 31. The original signal is shown in the dark blue, with the filtered 

signal shown in the lighter pink. Removing the EMG spikes from eye blinks, facial and neck 

muscles, improves the quality of the EEG data by enhancing the EEG features and reducing 

noise and artifacts caused by the EMG interference. 
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Figure 30. AAR Kalman filtering reduces EMG noise and enhances EEG spikes. 
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Figure 31. Grounded, AAR Kalman filtering example, from EEG data – overlay in pink is 

the filtered outcome. 

The low-cost commercially available EEG amplifier, the Muse EEG Headband controller seen 

in Figure 32 is used. The Muse is a flexible, adjustable, lightweight headband with 7 built-in 

sensors capable of reading 4 channels of data. The Muse has five dry sensors on the forehead 

and two ‘SmartSense’ conductive rubber ear sensors [296]. The standardized 10-20 electrode 

locations [297] are visible in Figure 33. The headband is configured to stream data in its 

research mode [298] (pre-set ID: 14), in this mode, the Muse streams 16-bit data at 500Hz, 

which is equal or comparable to medical-grade EEG specifications [227]. Five channels of EEG 

data are recorded, TP9, AF7, FPz, AF8 and TP10 [297] at a frequency of 500 Hz over a Bluetooth 

connection. 

 

  

Figure 32. Muse Headband dry sensor 

locations. 

Figure 33. Muse Headband standardized 

10-20 electrode locations. 

 

By using an AAR Kalman filter on the data, we estimate the EEG wave during the EMG 

incident artifacts using surrounding neighboring EEG samples and correct those affected 

samples. This is done by evaluating a moving set of samples and checking for EMG 
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contamination. The contamination is then removed by estimating a normal rate of progression 

for the signal to reach from point A to point B using a sliding window for the length of the 

recording. 

EEG band power has been used as a feature to determine the active brain state [241]–[243]. 

Studies show [286], [299]–[301] that the EEG β rhythm (14–30 Hz) is activated when the brain 

is in a state of arousal. In other EEG studies, mental fatigue related features are associated with 

decreased α band (8-13 Hz) power at one or more parietal locations (e.g., P7 and P8). Ning-

Han Liu et al. [282] connected these two factors in their study and showed that alertness can 

be measured by the signal power of α divided by the signal power of β. Timothy McMahan et 
al. [302] also demonstrated that the ratio is related to arousal.  

Using the signal power of α divided by the signal power of β as the EEG feature, the EEG 

recordings are labeled with the CPT outcomes. A Butterworth bandpass filter was employed 

to extract the frequency response of the α and β bands from the EEG signal as demonstrated 

in [303]. Discrete Fourier Transform (DFT) was used to calculate the Power Spectral Density 

(PSD) of the α and β time series.  

DFT periodogram methods for estimating the spectrum power density are prone to variation 

[304]. Periodogram estimate variation is correlated to the square of the value of the spectrum 

itself. Welch’s method reduces this variance by averaging independent periodogram 

estimates. Each Welch window covers 50% of the next, which results in the smoothed-out 

average of independent periodogram spectrum estimations. We use a Hamming window as 

it produces the least amount of overshoot δ´¨≠≠ÆØ∞ < δ´¨ØØ < δ≤¨≥¥µ∂¥¥ [304] with the most 

accurate results for EEG data [303], [305].  

A Hamming window of M = 100 samples was chosen with a 50% overlap, and since the EEG 

frequency is 500 Hz, this Hamming window is equivalent to 200 ms of data. To help illustrate, 

an average data interval length is 2.3 seconds long and would have 2300 ÷ 200 × 2 = 23 

overlapping Hamming windows. Let {:!(0)} be the sequence, ! = 1, 2, 3⋯X signal intervals 

and l the interval length. Welch’s method to estimate the power spectrum discrete-time 

sequence is shown in Equation 22. Where H is the normalization factor (Equation 23) and the 

Hamming window calculation is shown in (Equation 24). Using the Welch method, the ratio 

of the α band power 8π to the β band power 8∫ is simplified as (Equation 25).  

 

Welch Method: 

Ĵ!(8) =
1

lH
	ºy :!(0)G(0)+Ωæpø`
¿Ωn
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º
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  Equation 22 
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H is the normalization factor for the Welch Method: 

 

H =
1

l
y|G(0)|

¿Ωn

¡¬√

  Equation 23 

 

Hamming window: 

 

G[0] = 	 *0.54 − 0.46 cos ƒ
2≈0

l
∆ , 0 ≤ 0 ≤ l,

0																																																			-.ℎ+7G/6+.

 

Equation 24 

 

 

The EEG Alertness feature: 

Alertness = 

»…^(  ̀)

»…^(`À)
 Equation 25 

 

Using the EEG alertness feature, the EEG recordings are labeled.  

  



 

 

  

 

72 

 

Table 9. EEG Alertness feature calculated for a sample of data that is collected during a Hit 

with fast reaction time. 

Timestamp 

Slide 

number 

Slide 

image 

code 

Slide 

expected 

response 

code 

Response 

time 

EEG 

Alertness 

feature 

Ĵ!(8π)

Ĵ!(8∫)
 

1.123 99 'y' 'w' [] 8.035391 

2.891 100 'x' 't' 0.415672 18.943130 

3.659 101 'b' 'w' [] 0.723423 

 

In Table 9, a sample of three readings from the EEG data from a ‘Hit’ trial is displayed and 

the temporal EEG Alertness feature values are calculated and presented in the last column of 

the table. 

4.1.2 Eye-gaze 

Eye-gaze tracking has been used in various applications including understanding user intent 

[211], [306], behavior [307], procedural errors in complex tasks [308], communication devices 

for the disabled [309], [310], determining mental workload [311], [312] and understand user 

attention [30], [211], [306], [307], [313]–[316]. Eyelid movement in combination with facial 

features has been used to theorize an affective platform in [16]. This work focuses on gaze data 

obtained using an eye-gaze controller. Although there are other ways to obtain gaze data, 

some of them fall into the category of “intrusive collection” [316]. In addition, when setting 

up an infrared eye-gaze tracker, a relatively small effort is required, making it suitable for a 

Multimodal Multisensor study with PMLD/CP participants. 

An eye-tracker measures the point of gaze and movement of the eye from one point of gaze 

to another. This measure serves as a marker of attention, the sustained emphasis of cognitive 

processing power on targeted information while ignoring distracting information [317]. 

Monitoring eye movements thus shows changes in attention. One way to explain changes in 

attention is the moving projector theory in which attention can be understood as a projector 

that moves when the focus is on the intended targets [318], [319]. When the projector 

illuminates the information, more efficient processing of the information may take place. 

However, during spatial attention shifts, this spotlight is turned off while attention moves to 

the next assisted location [318], [319]. This change of attention takes place in three mental 

stages; (a) a subject disengages the attention from the current focus, (b) attention is 

transitioned to the new location, and (c) attention is finally engaged at the new location [316], 

[320].  

Eye-gaze data includes Cartesian information regarding the eye-gaze location relative to the 

bottom left corner of the screen. We track gaze, which is both on and off-screen. The 

combination of off-screen gaze tracking and eye detection provides information on eye-gaze 

behaviors that relate to user attention.  
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Three features were extracted from the eye-gaze data; ‘eye scanning’, ‘eye dwelling’ and ‘eyes 

off-screen’. These features are commonly used in eye-gaze technologies to understand 

attention, interest and engagement [108], [240], [308], [311], [314], [321]–[327]. We introduce 

formulas to calculate eye-gaze scanning and dwelling, which are based on the definitions 

provided in [324]. All eye-gaze features are impartial to the elements on the screen and are 

calculated equally for signal and noise trials. 

Scanning represents the eye-gaze behavior of when the gaze tracks across more than one 

image element. The image elements are defined as any target, Imitation or Contrast image in 

the Seek-X type CPT image matrix (seen in Figure 21), one of the three images from Figure 20. 

Supervised machine learning methods require instances of labeled information to determine 

relationships between data and predetermined states. Pattern recognition algorithms use data 

matrixes to determine relationships between a series of data and the target classification. With 

a similar method, a series of eye-gaze data can be translated into eye movement behavior 

patterns, which will substitute our raw data in the classification process.  

The scanning feature is calculated in Equation 26 and represents the sum of the inverse 

distance from the center of each element. Where 7_¡ is that distance; from the eye-gaze location 

to the center of image / out of Ñ = 16 total image elements, for sample n, out of ß total discrete 

sensor samples. The relevant diagram is shown in Figure 34. 

Scanning = ∑ ∑
n

[ÃÕ

Œ
_¬n

œ
¡¬n  Equation 26 

 

Dwelling represents the eye-gaze behavior of when the gaze stays relatively in the same 

position for a duration of time. This behavior is independently calculated from the location of 

the image elements on the screen. The dwelling feature is calculated in Equation 27, which is 

the sum of the inverse distance from each eye-gaze position to the next. Where 0 is the sample 

number out of ß total discrete sensor samples, and ∆! is the distance the eyes have moved 

since the previous sample, as demonstrated in Figure 35. 

Dwelling = ∑
1

∆!0

ß
0=1  Equation 27 

 

 

Figure 34. Scanning 

calculation with respect 

to the active elements on 

the screen 

 

Figure 35. Dwelling 

calculation independent 

of active elements on the 

screen 
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The third feature extracted from the eye-gaze data is ‘eyes off screen’. This continuous but 

binary feature determines if the participant is looking within the screen area, regardless of 

whether there was a slide or blank slide on the display. This feature is calculated as in 

Equation 28.  

Eyes	off	screen = 	 ¢
1					+>+6	-88	697++0
0					+>+6	-0	697++0	

 
Equation 28 

 

The Tobii EyeX eye-gaze tracking controller [228] displayed in Figure 36 is used to measure 

and track eye-gaze data for this experiment. Eye-gaze data is recorded at 70 Hz [228] over a 

USB 3.0 connection. This device uses near-infrared light to track the eye movements and gaze 

point of a student [229]. It works in variable light conditions and allows for student head 

movement while maintaining accuracy [328], which is crucial for our user target group. It 

tracks eye-gaze data regardless of facial features, ethnicity, eyewear or contact lenses [328], 

[329]. The Tobii EyeX sensor is an eye-tracking peripheral based on Tobii’s IS3 hardware 

revision [329]. The Tobii EyeX uses backlight assisted near-infrared (NIR 850nm + red light 

(650nm)) to achieve a 95% tracking population [229], [230], [328], [330].  

 

 

Figure 36. Tobii EyeX controller. 

 

The eye-gaze data includes Cartesian information about the eye-gaze location for the bottom 

left corner of the screen. The screen dimensions were 1980 x 1080 pixels. The coordinates of 

the eye-gaze X values would typically be between [0-1980] and the Y values between [0-1080], 

see Table 10. The eye-gaze path (see Figure 37) would create scanning and dwelling patterns 

which are not only unique to the attention state but also unique to the participant. Participant 

specific eye-gaze patterns are described in section 4.6, Tools and empirical results. 
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Table 10. Sample eye-gaze data recording 

Time 

Slide 

Number 

Slide 

Image 

Code 

Gaze X-axes 

cord. (pixels) 

Gaze Y-axes 

cord. (pixels) 

Head 

distance 

Left Eye 

Detected 

Right 

Eye 

Detected 

1.014 7 't' 811.252672 684.516768 726.225144 1 1 

1.029 7 't' 831.771189 711.907167 727.572668 1 1 

1.042 7 't' 726.168431 717.639933 737.710769 1 1 

1.057 7 't' 789.94406 734.517148 773.65008 1 1 

 

  

Figure 37. Real-time eye-gaze tracking over CPT slide (left) and a visual timeline of recorded 

eye-tracking data (right) is shown where each dot represents an eye-gaze data sample and 

the yellow dots represent the Target (Wally), was seen by the participant. 

The eye-gaze controller, however, also makes good estimations of when the user is looking 

off-screen, so the X-Y gaze coordinates can exceed the screen resolution range. The controller 

also transmits information of when the left or right eye has not been detected by the sensor. 

The combination of gaze tracking outside the monitor and the eye detection provides 

information on when the user turns their head away from the screen. 

4.1.3 Body pose 

Humans interact with each other primarily through speech, but also through body gestures, 

to emphasize a specific part of speech and the display of emotions. Studies have shown that 

body posture and gesture can communicate affective modalities and also specific emotional 

categories [28], [29], [32], [54], [197], [331]–[334]. They have also been indicators of a firm or 

weak correlation of engagement during Human-Computer Interaction in gameplay [29], [32], 

[331], [333].  

Tracking of the head, neck, mid-spine, right and left shoulders and right and left hands are 

recorded (see Figure 38). Lower joints are not included because of occlusion, as the table (part 

of the platform) prevents such recordings. In this study, the participant is positioned in front 

of a computer system and is challenged to press a button when they identify the target. This 

type of interaction setup restricts the range of body movements and gestures a participant can 

engage in. Due to this limitation, we are also restricted in the range of features we investigate 
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in this mode of data. For this reason, we look at body fidgeting. Numerous studies [335]–[340] 

have investigated the importance of body fidgeting in detecting attention for students with 

PMLD. Fidgeting is an indicator of the onset of attention loss, boredom and engagement 

deterioration [333], [335], [341]–[343]. 

 

Figure 38. Body pose joints illustrated throughout the 

complete CPT task session in one graph. 

 

We calculate rapid body movement from body pose to assess fidgeting levels. The equation 

to extract this feature is seen in Equation 29. Where ∆!æ is the displacement vector of joint ” 

out of ß joints, and ∆. is the time passing between the displacement samples. 

 

Body fidgeting = 

n

œ
∑

‘∆^’‘

∆d

œ
æ¬n  

Equation 29 

 

Body pose is acquired through the Kinect v2.0 SDK [231], which will provide joint tracking 

data at 30 Hz over USB 3.0. The Kinect 2 sensor [231], is a sensor platform (shown in Figure 
39) for body tracking. Using structured light and machine learning it can infer body position 

[231].  
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Figure 39. Kinect 2 sensor types and locations. 

 

Table 11. Sample body pose recording segment; some joint data is not included to conserve 

space. 

Slide 

number 

Slide 

image 

code 

Time 

(seconds) 

Head X 

(meters) 

Head Y 

(meters) 

Head Z 

(meters) 

Spine X 

(meters) 

Spine Y 

(meters) 

Spine Z 

(meters) 

1 't' 1.033 -0.0048 0.3099 0.81217 0.05728 -0.0698 0.83084 

1 't' 1.067 0.00119 0.3134 0.82115 0.01616 0.02168 0.83218 

1 't' 1.100 0.0103 0.2616 0.77842 0.01625 0.02158 0.83184 

 

Kinect 2 is reported with an average depth accuracy of under 2 mm in the central viewing 

angle and increases to 2-4 mm in the range of up to 3.5 m [232]. The furthest distance captured 

by Kinect 2 is 4.5 m where the average error typically increases beyond 4 mm. A sample of the 

body pose data recording is seen in Table 11. 

4.1.4 Interaction data 

Interaction data features were extracted from the participants’ behavior activating a button 

press. The type of pressing, including quick presses or repetitive presses, was recorded as was 

other sensor data with a view to behavior, not just input, but as an independent sensor mode. 

This makes our approach unique as the input device is considered not only as an objective 

indicator of attention but also as a separate mode of interaction. We remain impartial to which 

slide is displayed and only consider the interaction behavior. How the button is pressed, 

specifically how fast the button is pressed, and how many times it is pressed is of interest. 

From button presses, we extract two features; single fast button presses and repetitive button 

presses. Single fast button presses are calculated using the formula described in Equation 30, 

with the caveat that they are only calculated if the participant presses the button once and 

only once during the response time duration. In other instances, the value for this feature is 

zero. The maximum press count is the second feature extracted from the button press data 

shown in Equation 31. This value is calculated for only the allowed response time interval and 

is zero when the button is not pressed. Fast response times in a CPT are a sign of participant 

attention [16] and repetitive button presses, are a sign of cumulative fatigue [344]. Therefore, 
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by using these two features we can observe the changes in the participant’s ability to maintain 

auention.  

 

Single fast press = 

n

[Z÷»◊¡÷Z	d_ÿZ
 Equation 30 

 

Max press count = total	press	attempts Equation 31 

 

4.1.5 Labeling and data fusion 

The CPT provides an objective means of labeling the Multimodal Multisensor data [16]. The 

CPT has been used as an objective automated test to detect attention and label sensory data in 

prior studies [16], [173], [174]. The CPT outcome measures (Hits, False Alarms, Misses and 

Correct Omissions) are objective outcomes of the participant’s attention to the CPT trials. 

Without these labels, there would be no objective measure or automated way of performing a 

supervised learning method on the data. An overview of how the data streams are collected 

and labeled against CPT outcome measures is shown in Figure 40. Each slide from the moment 

it is displayed until the moment of the participant’s first button press, or until the moment of 

a new slide being shown (in case of no press), represents a sample of data (see Figure 18). 

These data frames were synchronized in time across all Multimodal Multisensor data streams. 

Overall, there were 2615 samples collected from the 59 data collection sessions across the four 

modes of data. The data from all four participants was collated and assessed per participant 

and in total as a group. 
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Figure 40. Multimodal fusion diagram shows the temporal connectivity between the 

samples and multi-level feature fusion. 

  

To create a Multimodal Multisensor model of engagement using random forest, High-Level 

Compound Features (HLCF) were developed in [156] using the Mudra methodology [238]. 

HLCF creates a higher dimensionality in the feature space in a method described in the Mudra 

multimodal framework as ‘high-level feature fusion’ [238]. At the feature level, data has 

already been processed and feature functions have been extracted. The extracted features 

themselves can be fused, and not to the raw data. This is important when closely related 

modalities have independent representations, and the relationship between them is lost. For 

example, observing eye movement in the context of head movement can enhance a temporary 

understanding of user actions, which is the main goal of combining features at this stage. An 

exemplary combined frame can be represented with this semantic understanding of “the user 

is turning and looking above the right shoulder”. This high-level understanding of data 

provides two possibilities, one for manually observing real-time data and checking for 

correctness, and secondly, it adds a contextual dimension that will be used at the decision-

making level to build data interpretations. 

We propose two HLCF in this work and later access their effectiveness. The first feature is a 

compound feature, which is a normalized mean of the features that traditionally serve as 

indicators of attention. The High-Level Attention feature is calculated as the mean of the 

normalized features of single fast presses, eye dwelling, eye scanning and EEG alertness, 

which are seen in Equation 32. 
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HLA =	
n

Å
(0-7,. V/0P2+	816.	J7+66 + 	0-7,.wG+22/0P + 	0-7,. V9100/0P +

0-7,. Q2+7.0+66) 
Equation 32 

 

High-Level Inattention feature is calculated as the mean of normalized features of body 

fidgeting, eyes off-screen and press count as seen in Equation 33. 

 

HLI =	
n

q
(0-7,.#-!>	8/!P+./0P + 0-7,. €>+6	-88	697++0	 + 0-7,.l1:	J7+66	9-50.) 

 

Equation 33 

 

The process of detecting the user affective state through multiple input sources and their 

combination, known as “multimodal input fusion” [238], presents a number of challenges. 

Data managed by a Multimodal Multisensor system may originate from a variety of different 

sources; these sources may have different sampling frequencies. Temporal time syncing of this 

data and sampling it to a common denominator of the frequencies is a requirement.  

The purpose of incorporating an objective measure of attention like the CPT in the 

experimental platform is to provide a reference label in the machine learning stage. Without 

these labels, there would be no objective measure or automated way of performing a 

supervised learning method on the data. An overview of how the data streams would be 

captured and labeled against CPT attention indicators is visualized in Figure 40. 

The CPT specifications were firmly based on the standardized test described in a study that 

compared learning disabled student performance with mainstream students [1], [15], [150], 

[157], [160], [166], [170]. The number of Hits, False Alarms, Misses, Correct Omissions and 

response time for each button press is recorded for each participant (see Table 3). These 

indicators will be used to segment the Multimodal Multisensor data from the sensor inputs 

(eye-gaze, EEG, body pose and interaction data) to regions of high attention and low attention.  

Swanson’s application of the signal detection theory gives quantifiable information on the 

improvement or deterioration of attention in response to intervention, (CPT, [15], [140]). CPT 

is a reliable measure of attention, and there are significant correlations between its outcome 

measures (errors and response time) and teacher based ratings of inattention, hyperactivity 

and compulsivity in school children ([147]–[149]).  

The CPT outcome measures will allow us to segment and label Multimodal Multisensor data 

from each student playing games (Eye-gaze, EEG, body pose and interaction data). This 

provides the labels by which we can supervise the learning method for the data. This is 

fundamental to our approach – where the CPT automates the labeling that allows us to 

perform a supervised labeling method on the data. The Multimodal Multisensor data 

relationship to participant attention and characteristics will be explored next in Chapter 4, 

Results and discussion. 
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4.2 Unbalanced datasets  

Unbalanced datasets are prevalent in a multitude of fields and sectors, and especially machine 

learning science. An unbalanced data set is any data set that has an uneven distribution of 

samples. For example, if we had a data set of fruit, which included 5 oranges and 95 apples, 

the data set would be unbalanced. A common error is that if the unbalanced data set is not 

managed, a classification machine, looking at the aforementioned data set of fruit may report 

that all the fruit samples are ‘apples’. By doing this it would achieve a 95% accuracy, however, 

this machine would never be able to detect a single orange (the minority class), and thus, does 

not generalize well. This is called the ‘Accuracy paradox’[345], [346]. A better classification 

machine would be able to detect both apples and oranges, with accuracies that perform better 

than a stratified random and constant classifier (described in section 4.3.5, Stratified random 

classifier and Constant classifier).  

Models trained on unbalanced datasets often have poor results when they have to generalize 

(predict a class or classify unseen observations). Regardless of the algorithm, some models 

will be more susceptible to unbalanced data than others. Ultimately, this results in a poor 

model. This is because of two reasons: Firstly, the algorithm receives significantly more 

examples from one class, prompting it to be biased towards that particular class. It does not 

learn what makes the other class “different” and fails to extract the underlying patterns that 

allow us to distinguish classes. Secondly, the algorithm learns that a given class is more 

common, making it “natural” for there to be a greater tendency towards it. The algorithm is 

then prone to overfitting the majority class. Just by predicting the majority class, models 

would score high on their loss-functions. In either of these instances, the accuracy paradox 

appears. 

Both the inability to predict rare events, the minority class, and the misleading accuracy 

detracts from the predictive models built on unbalanced data sets. We will now discuss the 

accuracy paradox and the main techniques and methods available when dealing with this type 

of data.  

4.2.1 Accuracy paradox  

The accuracy paradox occurs when predictive models with a given level of accuracy have 

greater predictive power than models with higher accuracy. Despite optimizing classification 

error rate, high accuracy models may fail to capture crucial information transfer in the 

classification task. This is because ‘accuracy’ as a machine learning performance measure is 

not the best measure to assess machine learning algorithms, especially in the case of 

unbalanced datasets [345]. However, there are other machine learning performance measures, 

that are not sensitive to unbalanced data sets that should be used. Some of these performance 

measures are the AUC, log-likelihood, kappa, F1-score and True Positives (TP) and True 

Negatives (TN) from a confusion matrix. We will next discuss machine learning performance 

measures that are insensitive to unbalanced data sets.  
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4.3 Machine learning performance measures 

We use three indexes to rank our machine learning methods. AUC, log-likelihood and kappa. 

All three are indifferent to unbalanced data sets. In the following section, we will define these 

and other performance measures.  

4.3.1 AUC 

Area Under the Receiver Operating Characteristic (AUROC) or shortened to AUC is a 

machine learning performance measure of the ability to avoid false classification. AUC 

combines TP and TN in a single measure [347]. The AUC or concordance statistic ‘c’ is the 

most commonly used measure for the diagnostic accuracy of quantitative tests [348]. It is a 

discrimination measure, which tells us how well we can classify trials in two groups: those 

with and those without the outcome of interest. Since the measure is based on ranks, it is not 

sensitive to systematic errors in the calibration of the quantitative tests. 

Area under the ROC curve is a performance measurement for classification problems at 

various thresholds settings. ROC is a probability curve, and AUC represents the degree or 

measure of separability. It tells how much the model is capable of distinguishing between 

classes. By analogy, the higher the AUC, the better the model is at predicting apples as ‘apples’ 

and oranges as ‘oranges’. Likewise, the higher the AUC, the better the model is at 

distinguishing between ‘attention’ and ‘inattention’. AUC is not sensitive to data distribution.  

 

 

Figure 41. The ROC curve for our best model, with AUC shaded in light blue. The area 

under the ROC curve equals .807 in true classification units. A perfect classification would 

achieve 1. This model achieved 84.8% correct of the majority class (‘attention’) and 65.4% 

correct of the minority class (‘inattention’). 
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A classifier with no better accuracy than chance has an AUC of .50, meaning that there is a 

50% chance in a two-outcome test to get either outcome. A test with perfect accuracy has an 

AUC of 1. AUC is equivalent to the Mann-Whitney U test statistic [349], [350]. The Mann-

Whitney U test statistic (or Wilcoxon or Kruskall-Wallis test statistic) is equivalent to the AUC 

[351]. The ROC curve for the best performing classifier in this study is shown in Figure 41.  

4.3.2 Cohen's kappa  

Cohen’s kappa (often simply called kappa) is a score for inter-rater agreement. It's a commonly 

used metric for evaluating the performance of machine learning algorithms and human 

annotators. When two binary variables are attempts by two individuals to measure the same 

thing, kappa can be used as a measure of agreement between the two individuals. kappa 

measures the percentage of data values in the main diagonal of the table and then adjusts these 

values for the amount of agreement that could be expected due to chance alone [352]. Because 

of this, it is often used for comparing or competing machine learning models against each 

other [353]. The benefit of using kappa, particularly in an unbalanced data set, is that the 

kappa statistic is describing how well the classifier performs above that baseline level of 

performance. kappa ranges from -1 to 1, with 0 indicating no agreement between the raters, 1 

indicating a perfect agreement, and negative numbers indicating systematic disagreement.  

Cohen’s kappa is a measure of the agreement between two judges who determine which 

category a finite number of items belong to, whereby agreement due to chance is factored out. 

The two judges either agree in their rating, or they disagree, or there is no degree of 

disagreement. The formula to calculate kappa is shown in Equation 34. Where t(1) is the 

classification accuracy and t(+) is the probability classification success due to chance.  

‹ =
t(1) − t(+)	

1 − t(+)
 

Equation 34 

 

How to interpret Cohen’s kappa 
kappa is always less than or equal to 1. A value of 1 implies perfect agreement and a value of 

less than 1 implies less than perfect agreement. In rare situations, kappa can be negative. This 

is a sign that the two observers agreed less than would be expected just by chance. We rarely 

get perfect agreement. While the interpretation of kappa is somewhat arbitrary (and very task-

dependent), Landis & Koch defined the following interpretation system for kappa [354] (see 

Table 12).  

Table 12. Interpreting Cohen’s kappa values. For negative values, the outcome is inversed. 

kappa Agreement 
< .20 Poor agreement 

.20 to .40 Fair agreement 

.40 to .60 Moderate agreement 

.60 to .80 Good agreement 
.80 to 1.00 Very good agreement 
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4.3.3 Negative log-likelihood  

Log-likelihood is a type of MLE (Maximum Likelihood Estimate) [355]. One of the most 

fundamental concepts of modern statistics is that of likelihood. Likelihood is a tool for 

summarizing the data’s evidence about unknown parameters. It is the likelihood of a 

classification model predicting a data set. Log-likelihood is calculated by the product of the 

probabilities of each point. However, for both theoretical and practical reasons, working with 

the logarithm is easier than working with the product of the probabilities at every data point 

[356] as the likelihood would probably underflow. Log-likelihood takes advantage of the 

transformation of product to addition in exponentials of similar base (log(xy) = logx + logy) 

to simplify the product of probabilities into a sum. Therefore, the math is a simpler for 

optimizing, as a sum instead of a product. For example, if we have a million data points, each 

with a probability of .7, the likelihood is (.7)n,√√√,√√√, which is much smaller than computers 

can represent accurately using the standard floating-point notation, but the log-likelihood will 

still be a reasonable number. Negative log-likelihood can be calculated from the following 

formula seen in Equation 35, where JeÃ(:_), is the probability of all true predicted outcomes 

of class > being predicted at item /. :_ is a list of all true predicted outcomes with length 

of 0. 

Negative log-likelihood = −
n

¡
∑ log	(JeÃ(:_))
¡
_¬n  Equation 35 

4.3.4 Confusion matrices  

The Confusion Matrix gives the number/proportion of instances between the predicted and 

actual class. TP and TN give insight into the ability of a machine learning model’s performance 

to distinguish between the majority and minority classes. AUC combines these two. We 

compare the Confusion Matrices of the different machine learning methods explored in the 

literature review and extend their methods with other machine learning methods that have 

not been explored. 

4.3.5 Machine learning approaches 

The Python programming language has established itself as one of the most popular 

languages for scientific computing. Thanks to its high-level interactive nature and its mature 

ecosystem of scientific libraries, it is an attractive choice for algorithmic development and 

exploratory data analysis [357] [358]. However, as a general-purpose language, it is 

increasingly used not only in academic contexts but also in industry. Scikit-learn uses this rich 

environment to provide state-of-the-art implementations of many well-known machine 

learning algorithms while maintaining an easy-to-use interface that is tightly integrated with 

the Python language [359].  

Scikit-learn is advantageous compared to other machine learning toolboxes in Python for the 

following reasons: Firstly, it is distributed under the BSD license (free for use). Secondly, it 

incorporates compiled code for efficiency, unlike MDP [360] and PyBrain [361], so it is more 

CPU and memory efficient. Thirdly, it depends only two other libraries NumPy [362] and 

SciPy [363], unlike PyMVPA [364] (a competing Python machine learning platform) that has 

numerous dependencies such as R [365], NiBabel [366] and Shogun [367], which can cause 

implementation incompatibilities. Lastly, it focuses on imperative programming [367], unlike 

PyBrain which uses a data-flow framework, this makes Scikit-learn model the mathematical 
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algorithms closely, making code interpretation easy. While the package is mostly written in 

Python, it incorporates the C++ libraries LibSVM [368] and LibLinear [369] that provide 

reference implementations of SVMs and generalized linear models with compatible licenses. 

In the following section, we describe the machine learning algorithms adopted to use in this 

work from Scikit-learn for Python.  

Random forest  
Random forest is an ensemble learning method used for classification, regression, and other 

machine learning tasks. Random forest tree is a machine learning algorithm based on decision 

trees. It was first proposed by Tin Kam Ho [370] and further developed by Leo Breiman and 

Adele Cutler [371], [372]. It is robust to overfitting [371]. A random forest builds a set of 

decision trees. Each tree is compiled from a bootstrap sample of training data. When 

developing individual trees, any subset of attributes is drawn (hence the term "random") from 

which the best split attribute is selected. The final model is based on the vote of most 

individually developed trees in the forest. In random forest, predictions are made about the 

class, not simply based on one decision trees, but by an (almost) unanimous prediction, made 

by 'K' decision trees. For this reason, the classification of random forest is truly ensemble i.e., 

for each decision tree, the class of instance is predicted, but the result is the class that was 

predicted the most often. 

Random forest works for both classification and regression tasks. Studies suggest that random 

forest provides consistent pairwise similarity, which is crucial for multimodal data [373]. 

Pairwise-similarity facilitates the combination of features, adding higher dimensionality to the 

feature space whilst being less sensitive to data sample size [374]. 

The random forest library used in this work was from the Python library sci-kit-learn v0.23 

[375], the ‘RandomForestClassifier’ [376]. The classifier parameters were set to create 200 trees, 

consider all 9 features at every split and the pruning setting was set so that nodes would split 

into 5 nodes or more. Random forest created the best fit model of attention and inattention in 

this work, which is presented in section 4.3.6, Classification results. 

AdaBoost 
This is another ensemble meta-algorithm that combines weak learners and adapts to the 

‘hardness’ of each training sample. The AdaBoost (short for “Adaptive boosting”) machine-

learning algorithm was formulated by Yoav Freund and Robert Schapire [377]. It can be used 

with other learning algorithms to improve their performance. This is done by optimizing the 

weak learners. In this work we use the Python AdaBoost library from sci-kit-learn v0.23 [375], 

‘AdaBoostClassifier’ [378]. The parameters were set to the following number of estimators: 

100, learning rate: 1, boosting classification algorithm: SAMME.R [379] (updates base 

estimator’s weight with probability estimates) and the regression loss function was linear. 

Neural Network  
An Artificial Neuron Network (ANN) is a computational model based on the structure and 

functions of biological Neural Networks (NN). The information that flows through the 

network affects the structure of the ANN because a neural network changes or learns, based 

on that input and output. ANNs are considered nonlinear statistical data modeling tools in 

which complex relationships between inputs and outputs are modeled or patterns are found. 
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ANN is also known as a neural network. We use a multi-layer perceptron (MLP) algorithm 

with backpropagation from the sci-kit-learn v0.23 [375] Python library ‘MLPClassifier’ [380]. 

Our model parameters were set to create 200 neurons in the hidden layer. We used ReLU (the 

Rectified Linear Unit function) as the activation function for the hidden layer [381] and the 

Adam optimizer for weight optimization [382]. 

Networks that use the rectifier function for hidden layers are often referred to as rectified 

networks. The adoption of ReLU can easily be considered one of the few milestones that lead 

to the development of very deep neural networks. Since ReLU is almost linear, they preserve 

many properties that make linear models easy to optimize with gradient-based methods. They 

also preserve many of the properties that make linear models generalizable. As a component 

of an artificial neuron in artificial neural networks (ANN), the activation function is 

responsible for processing weighted inputs and helping to deliver an output. When stacking 

more and more layers in an MLP, it has been empirically observed that an MLP with ReLU is 

much easier and faster to train than an MLP with tanh. The Adam optimizer was used as the 

solver for weight optimization. When introducing the Adam optimizer algorithm, the authors 

list the attractive benefits of using Adam on non-convex optimization problems [382]: 

§ Straightforward to implement 

§ Computationally efficient 

§ Little memory requirements 

§ Invariant to diagonal rescale of the gradients 

§ Well suited for problems that are large in terms of data and/or parameters 

§ Appropriate for non-stationary objectives 

§ Appropriate for problems with very noisy/or sparse gradients 

§ Hyper-parameters have intuitive interpretation and typically require little tuning 

Non-convex problems are multivariate polynomials of a degree of 4 or higher [383]. Our work 

has 9 features (7 independent) used in the classification problem, making it a non-convex 

problem. Other MLP parameters; Alpha: L2 penalty (regularization term): .0001 and the 

maximum number of iterations: 200. 

k-NN 
A k-Nearest-Neighbor algorithm, often abbreviated k-NN, is an approach to data 

classification that estimates the probability that a data point is a member of one group or 

another according to the group in which the closest data points are located. The k-NN 

algorithm searches for k closest training examples in feature space and uses their average as a 

prediction. k-NN is an example of a "lazy learner" algorithm because it does not generate a 

data set model in advance. A k-NN is a data classification algorithm that attempts to 

determine which group a data point is in by looking at the data points around it. An algorithm, 

observing a point on a grid, trying to determine if a point is in group A or B, observes the 

states of neighboring points. The interval is determined arbitrarily, but the point is to take a 

sample of the data. If most of the points belong to group A, the data point in question is likely 

to be A instead of B, and vice versa. It is predicted according to the nearest training instances. 

We use the Python k-NN library from sci-kit-learn v0.23 [375], ‘KNeighborsClassifier’ [384]. 
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The number of nearest neighbors: 20. The distance parameter (metric): Euclidean (“straight 

line,” distance between two points). Uniform weights as model criteria (all points in each 

neighborhood are weighted equally). 

Naïve Bayes 
Naïve Bayes is a quick and simple probabilistic classifier based on Bayes' theorem with the 

hypothesis of independence from characteristics. A naïve Bayes classifier uses probability 

theory to classify data. Naïve Bayes classification algorithms make use of Bayes' theorem. 

Bayes' theorem takes its name from Reverend Thomas Bayes (1702-1761), who studied how to 

calculate a distribution for the probability parameter of a binomial distribution. After Bayes' 

death, his friend Richard Price cured and presented this work in 1763, An Essay towards 

solving a Problem in the Doctrine of Chances [385]. The foundation of Bayes' theorem is that 

the probability of an event can be regulated by the introduction of new data. What makes a 

Bayes classifier naive is its assumption that all the attributes of a data point under 

consideration are independent of each other. A naive Bayes classifier is not a single algorithm, 

but a family of machine learning algorithms that take advantage of statistical independence. 

These algorithms are relatively easy to write and execute more efficiently than more complex 

Bayes algorithms. In this work we use the Python naïve Bayes library from Orange v3.25 [386], 

‘OWBaseLearner’ [387]. 

Decision tree 
A decision tree [388] is a graphical representation of specific decision situations that are used 

when complex branching occurs in a structured decision process. A decision tree is a 

predictive model based on a branched series of Boolean tests that use specific facts to draw 

more general conclusions. The main components of a decision tree involve decision points 

represented by specific nodes, actions and choices from a decision point. Each rule in a 

decision tree is represented by tracing a series of paths from the root to the node to the next 

node and so on until an action is reached. It is a tree with a forward pruning algorithm. This 

is a simple algorithm that divides data into nodes by class purity. It can also be used for 

classification and regression tasks. A binary tree (divided into two child nodes) was built, with 

2 minimum instances in leaves; the algorithm will never create a split that would place less 

than 2 training examples in any of the branches. Subsets smaller than 5 instances were never 

split. The maximal tree depth was limited to 200 node levels. We use the Python decision tree 

library from sci-kit-learn v0.23 [375], ‘DecisionTreeClassifier’ [389]. 

SVM 
Support for input vector machines (SVMs) maps to higher-dimensional feature spaces. SVM 

is a machine learning technique that separates the attribute space by a hyperplane, thus 

maximizing the margin between instances of different classes or class values. This technique 

often gives excellent results in terms of prediction. A popular SVM implementation from the 

LIBSVM package has been adopted. We use the Python SVM library from sci-kit-learn v0.23 

[375] based on LIBSVM [390], ‘svm.LinearSVC’ [391]. Parameters for this library are the 

following. Cost is 1 (cost is the penalty term for loss and applies for classification and 

regression tasks). A Radial Basis Function (RBF) kernel is adopted with a gamma constant of 

⅛ and the numerical deviation tolerance is .001 with an iteration limit of 100. 
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Stratified random classifier  
The random classifier used in this work has been stratified to distribute the same proportion 

of classes that exist in the sample data [392]. For example, if a data set of 100 fruit includes 95 

apples and 5 oranges, the random classifier would distribute classification outcomes 

proportionally at random with a 95% chance of ‘apple’ and a 5% chance of ‘orange’. For this 

reason, a stratified random classifier achieves a balanced result to the sample data, meaning 

that every classification category, either in the majority or minority has an equal chance per 

capita to be classified correctly. This is why a stratified random classifier achieves a .50 AUC. 

We implemented this classifier to benchmark other classifiers. 

Constant classifier 
This learner, when predicting the class value with predictions, will return the relative 

frequencies of the classes in the learning set. When there are two or more majority classes, the 

classifier chooses the predicted class randomly, but always returns the same class for a 

particular example. It will be the reference for other models. Since a constant classifier 

completely disregards the minority class in the classification outcome, the constant classifier 

achieves an AUC of 0. The output of this classifier is always set to the majority class, in this 

case, ‘attention’. 

4.3.6 Classification results 

Multimodal Multisensor data was collected during the length of 59 sessions. In total 2615 

samples were gathered and labeled into two categories (‘attention’ and ‘inattention’) using 

nine features. The summary of the results is shown in Table 13. Overall, the random forest 

classification approach achieved the best classification results in all modes of data. This was 

both when including High-Level Compound Features, and when only using a sub-set of the 

data modes. This finding is supported by other studies [373], which suggests that random 

forest provides consistent pairwise similarity, crucial for Multimodal Multisensor data. 

Pairwise-similarity facilitates the combination of features, adding higher dimensionality to the 

feature space, whilst being less sensitive to data sample size [374].  

We compared two different approaches to grouping our data. In the first approach, we 

consider the participants as independent, in the second approach we group the participant 

data together and model it as a whole. In the first approach, the models created have 

information about the Multimodal Multisensor ownership, in the second approach, the model 

sees a single owner, the group. The reason for grouping the data is to see if the data generalizes 

across the participants well.  

In the first approach, the data was grouped by participant or person-specific. We found that 

the best classification model was achieved with random forest. The random forest model using 

both high- and low-level features achieved an 84.8% classification for ‘attention’ and a 65.4% 

accuracy for ‘inattention’. This model has an 80.7% coverage of the AUC. The random forest 

performance improved NN performance by 5.5% better classifications of ‘inattention’ (TN, the 

minority class) and 0.3% better classifications of ‘attention’ (TP, the majority class). In the 

second approach, all data was put in a single group, and all participant data was considered 

as a whole. Random forest using both high- and low-level features achieved 93.3% 

classification for ‘attention’ and a 42.9% accuracy for ‘inattention’. This was improved even 

more over the NN method, by 11.4% better classification of ‘inattention’ and 0.2% better 

‘attention’. 
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The improvement of classification of inattention, when we considered the data in participant 

groups, was expected as the characteristics of the participant (how they display their patterns 

of attention and inattention) are better represented individually than as a heterogeneous 

group. This however does not take away from the results found when we considered the data 

as a whole. The significance of looking at the results as a whole is to see how the patterns 

generalize across the participants. The random forest method performed 22.5% better at 

classifying ‘inattention’ when we considered the data per participant than when we 

considered the data as a group (TN = 65.4%). This means that a system that didn’t have 

participant identification (like in a walk-up-and-use system [216]) would perform around 

42.9% at detecting ‘inattention’ and 93.8% of ‘attention’. However, a system that had 

participant information would perform around 65.4% at detecting ‘inattention’ and around 

84.8% at detecting ‘attention’. 

The random forest method incorporated 100 trees and all nine features were included at each 

of the 255 nodes, with 128 leaves in total. The NN had 200 hidden layers and used the Adam 

optimizer  [382] as a solver for weight optimization. AdaBoost, (another ensemble method), 

outperformed random forest for the single modality feature classification. However, in every 

example, using any machine learning method, Multimodal Multisensor data features 

delivered significantly better classification results than any single modality.  

When compared to the second-best classification method, random forest outperforms neural 

network on the classification of ‘inattention’ classes with a margin of 16.5% and has an 11.7% 

better coverage in AUC (see Table 13). Besides neural networks, other machine learning 

methods were also assessed; AdaBoost, decision tree, k-Nearest Neighbor, naïve Bayes, and 

support vector machine. However, all had inferior performance when compared to random 

forest. 

Including the two high-level handpicked features (HLA and HLI) in the feature space 

improved the classification in every sensor combination and every machine learning 

methodology. In the random forest model including HLCF increased the AUC by 1.5% more 

coverage, and the classification of True Positives (TP) by 0.9%, and True Negatives by 2.8%. 

On average, if only two modes of sensor input were available, including interaction data 

improves the outcome of AUC coverage by 16.8%, compared to any other two modes of data, 

making interaction data the single most important secondary feature. The single most 

important mode of data on its own however is eye-gaze, with 3.2% better AUC coverage 

compared to interaction data.  

The system developed using these machine learning models would not be affected by both 

sensor fallout and occlusions. At best (all high- and low-level features using random forest) 

80.7% AUC coverage is achieved. Using a sub-set of three sensor modes 78.1%-73% AUC 

coverage is achieved, whilst with a subset of two sensor modes (including interaction) 76.5%-

69.2% AUC coverage is achieved. Using a subset of two sensor modes (not including 

interaction) 70.8%-61.0% AUC coverage is achieved, and with only a single mode of sensor 

data between 63.7%-48.8% AUC coverage is achieved.  
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Table 13. Best classification results achieved with random forest using multi-level feature 

fusion 

Features Best 
Classification 

Method 
Found 

Negative log-
likelihood for 

Attention 
(Less is better) 

Negative log-
likelihood 

For Inattention 
(Less is better) 

kappa AUC TP TN F1 Precision Recall 

All Participant spec. Random Forest 0.1342 0.9574 .3665 .807 84.8% 65.4% .805 .808 .826 
All Participant spec. Neural 

Network 
0.1826 0.9527 .3390 .799 84.5% 59.9% .796 .794 .826 

All features Random Forest 0.1377 1.0149 .418 .803 93.8% 42.9% .819 .817 .833 
Low-Level 0.1440 0.9753 .374 .788 92.9% 40.1% .806 .802 .820 
High-Level 0.1250 0.9547 .237 .686 93.1% 26.4% .768 .762 .794 
All features Neural 

Network 
0.1237 0.8191 .300 .773 93.6% 31.5% .786 .783 .808 

Low-Level 0.1203 0.7910 .273 .767 95.3% 26.4% .781 .783 .811 
All features AdaBoost 0.2775 2.1803 .388 .794 93.3% 40.7% .810 .807 .824 
Low-Level 0.2756 2.0422 .335 .765 90.7% 39.7% .791 .785 .802 
All features Naïve Bays 0.1341 0.7574 .233 .712 91.3% 28.7% .764 .755 .784 
Low-Level 0.1097 0.7463 .095 .728 98.0% 8.50% .732 .748 .796 
All features k-NN 0.1105 1.4139 .207 .746 96.4% 19.2% .763 .771 .804 
Low-Level 0.1115 1.5077 .169 .730 96.5% 15.9% .752 .760 .799 
All features Tree 0.2545 1.6061 .309 .706 89.9% 38.4% .782 .776 .793 
Low-Level 0.1157 1.6414 .258 .686 89.4% 34.0% .767 .760 .780 
All features SVM 0.1107 0.6620 .086 .454 76.2% 33.2% .686 .701 .673 
Low-Level 0.1026 0.6750 .059 .467 72.7% 34.0% .667 .693 .647 

   

Eye + EEG + Inter. Random Forest 0.1429 1.0202 .349 .765 92.4% 38.4% .793 .793 .812 
Eye + Body + Inter. Random Forest 0.1433 1.0784 .371 .781 91.6% 41.9% .803 .798 .814 
EEG + Body + Inter. Random Forest 0.1619 1.5544 .318 .730 91.9% 36.0% .788 .783 .804 

   

Eye + EEG Random Forest 0.1335 0.7164 .277 .679 95.0% 27.1% .781 .783 .810 
Eye + Body Random Forest 0.1619 1.5544 .318 .708 93.7% 27.9% .776 .772 .801 
EEG + Body AdaBoost 0.4902 2.2224 .122 .610 84.2% 27.4% .719 .713 .725 

   

Eye + Inter. Random Forest 0.1380 1.1820 .308 .765 93.6% 32.2% .788 .785 .810 
Body + Inter. AdaBoost 0.2579 2.0817 .327 .692 83.5% 52.1% .776 .783 .770 
EEG + Inter. AdaBoost 0.3002 2.0323 .246 .708 85.7% 38.3% .756 .753 .759 

   

EEG AdaBoost 0.2821 0.8682 .100 .559 84.6% 24.8% .714 .706 .723 
Eye-gaze AdaBoost 0.2646 1.3051 .255 .637 89.2% 34.0 % .766 .758 .778 

Body AdaBoost 0.3091 1.0059 .003 .488 93.2% 7.10% .702 .674 .754 
Interaction AdaBoost 0.2491 0.6092 .035 .605 95.8% 6.70% .713 .694 .774 

           

Any Stratified 
Random  

(P=78.43%) 

1.5222 7.0000 -.001 .500 78.5% 21.5% .788 .7914 .7845 

Any Constant 
Classifier 

0.1004 0.6854 .000 .000 100% 0.00% .702 .630 .794 

 

 

4.4 Correlations between CPT, Sensor and Participant  

In this section, we explore the correlations between CPT outcomes, Multimodal Multisensor 

data and participant characteristics. 

4.4.1 Data points 

Data collected in the Multimodal Multisensor study from the four participants is averaged by 

session, and by week. After the two weeklong pilot study. The data collection pilots lasted 11 

weeks, up to 4 sessions per participant were collected weekly and a total of 59 sessions were 

obtained. Data collected in the sessions can be categorized by source, n two main categories, 

‘platform’ and ‘participant’ seen in Equation 36. These categories include SDT outcomes, CPT 
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outcomes, Multimodal Multisensor data features and participant characteristics. The data 

collected from the platform over the length of 59 sessions is then correlated against the 

participant characteristics. The normalized mean of each data point as per session and week 

were evaluated for correlations between other data points. In total 2615 frames of data were 

collected; 55 data points were calculated and over 2475 cross-correlation assessments between 

each of the data points were evaluated longitudinally for significance. 

Data	point	sources = 	

⎩
⎪
⎨

⎪
⎧
t21.8-7,		 *	

VwT	-5.9-,+6												
4tT	-5.9-,+6												
	ll	8+1.57+6															

		

t17./9/J10.	 ¶
	QP+									

	t	6912+6	
																								

 

 

Equation 36 

The 55 separate data parameters were evaluated from each session in four categories. These 

included SDT and CPT outcomes measures, Multimodal Multisensor features and participant 

characteristics. We investigate the correlations between the data points in the category of 

‘platform’ against themselves and the data points from ‘platform’ with ‘participant’. While the 

participant was participating in the CPT, Multimodal Multisensor data from eye-gaze, EEG, 

body pose, and interaction data were collected. This data is synchronized with the SDT and 

CPT outcomes and an analysis of their significance and relationships is discussed in section 

4.5, Correlation summary. A summary of the CPT and SDT data points was presented in 

section 2.7, a summary of the Multimodal Multisensor data points was presented in section 

4.1 and participant characteristics were described in section 3.4. Some of the main platform 

data points are listed in Table 14. Participant characteristics such as age and their progress 

through the academic curriculum with respect to performance auainment targets ‘P scales’ 

were also collected [237]. These are listed in Table 15. The data points in regard to learner P 

scales are ‘P scales mean’, ‘Speaking’, ‘Listening, ‘Reading’, ‘Writing’, ‘Maths Space, Shape, 

Measure’, ‘Maths using and applying’ and ‘P scale Computing’.  

4.5 Correlation summary  

The data collection process took over 11 weeks, 2615 data samples were collected, which we 

then averaged to 59 sessions. Overall, 55 data points from the categories in (1) were assessed 

for cross-correlation significance against participant characteristics in the Participants section, 

a summary of some of these data points is shown in Table 14 and Table 15. This leads to 2475 

separate correlation tests using Pearson’s correlation coefficient r [393]–[395]. Even though 

this sample count may seem low, 2615 SDT samples falls within the norms of prior studies 

conducted with a similar target group. Swanson’s study collected 2240 SDT signal challenges 

from the participants with learning difficulty [15]. The study conducted by Goldberg et al. had 

a total of 240 SDT signal samples [166].  
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Table 14. Summary of data points and sources. 

Data points Attribution 

Discriminability = 	d" SDT 

Bias = 	B′′Ë SDT 

Hit rate = H SDT 

False Alarm Rate = FAR SDT 

Correct Omissions SDT 

Wrong Omissions SDT 

  

Response time CPT 

Single fast press CPT 

Max press count CPT 

  

Eye scanning Eye-gaze 

Eye dwelling Eye-gaze 

Eyes off screen Eye-gaze 

Eye-gaze inverse entropy Eye-gaze 

  

EEG Alertness EGG 

  

Body fidgeting Body pose 

Body joint speed Body pose 

Body joint entropy Body Pose 

  

HLA Compound feature  

HLI Compound feature  

 

Table 15. Summary of participant characteristics. 

Data points Attribution 

Age Participant 

P scales mean Participant 

P scale Speaking Participant 

P scale Listening Participant 

P scale Reading Participant 

P scale Writing Participant 

P scale Maths Space, Shape, 

Measure 

Participant 

P scale Maths using and applying Participant 
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Some of the most interesting correlations have been presented with their relevant r values in 

Table 16 and Table 17. The first table displays the cross-correlations between the SDT and 

CPT outcomes (like !′ and #′′w) and Multimodal Multisensor data (like EEG, eye-gaze, and 

body pose) with participant characteristics (like individual P scales and age). The second table 

looks closer at the correlation between the SDT and CPT outcomes themselves. For both 

calculations, only the longitudinal correlations were considered, i.e. the correlations for the 

length of the 59 sessions, therefore N = 59. The results of these tests show a significant 

correlation between some of the data points, and a summary of the most interesting results is 

described in the following section.
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Table 16. A summary of some of the correlation between the Multimodal Multisensor data and the CPT outcomes and participant characteristics. With 
correlation values in the designated cross-sections (N = 59). 
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Table 17. A summary of the correlations between the SDT and CPT outcomes measures of 

the 59 CPT sessions. 

 

Participant progress in their academic curriculum (P scales mean) had a strong positive 

correlation with participant ability to maintain attention in the CPT (d’), r(57) = .986, P = .0068. 

This agrees with other studies that found that sustained attention related to greater academic 

outcomes [73], [84], [88], [90], [92]. Participant progress in their academic curriculum however 

has a strong negative correlation with their impulsivity (FAR), r(57) = -.991, P = .004. 

Participants who can maintain selective and sustained attention for longer, and do not give in 

to impulsive responses when fatigued, had progressed further in their academic studies, as 

assessed with P scales. This echoes other longitudinal studies that found that self-control and 

inhibition, increase academic performance [73], [77]. 

Participants that were selective in their responses and could hold back their actions until they 

confirmed the signal (through higher Correct Omissions) had progressed further in their P 

scales r(57) = .995, P =  .0025. This selectivity and ability to be less impulsive (with higher 

Correct Omissions), also has a strong positive correlation with the participant’s ability to 

maintain attention for longer (!"), r(57) = .994, P = .0029. 

Despite studies [1], [140], [143], [151] suggesting that children with learning difficulties are 

traditionally more conservative, we found that out of the 59 sessions, 24 sessions had a positive 

bias, 33 had negative bias and 2 were neutral. Participant bias was overall liberal (negative) 

#′′%&&&&& = -.1105, '(#""%) = 	 .6323, as seen in Figure 42. Participants showed no significant bias 

change during the sessions r(57) = -.078, P = .7205. While there are varied reports on bias (#′′%) 

and sensitivity (!") being independent variables in SDT [151], we found no significant 

correlation between them r(57) = -.138, P = .8615. 
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Figure 42. Bias distribution for participants with learning difficulty shows a slight negative 

outcome.  

When the participants were more alert (EEG Alertness) they made more Hits r(57) = .981, P = 

.0097 and had faster response times r(57) = -.958, P = .0211. Participants that had higher EEG 

Alertness during their CPT, found more Hard Target (signals with more noise) r(57) = .971, P 

= .0144. These participants also had progressed further in both P scales ‘Maths using and 

applying’ and ‘Computing’ r(57) = .988, P = .0060, r(57) = .985, P = .0073. These two P scales 

indeed had a direct correlation with faster responses r(57) = -.918, P = .0408, r(57) = .913, P = 

.0436 and also greater Hit rate r(57) = .978, P = .0108, r(57) = .976, P = .0117. Participants with 

higher EEG alertness values had progressed further in their ‘Reading’ P scales r(57) = .9356, P 

= .0322. 

Participants that have greater body movement range progressed further in their ‘Reading’ 

scales r(57) = .916, P = .0420 and participants who had showed use of their eye movements in 

structured form (eye scanning and eye dwelling) had progressed further in their ‘Listening’ P 

scales r(57) = .915, P = .0426, r(57) = .03. 

Participants that did better in only pressing the button once (not having multiple button 

presses on a single attempt) had progressed further in their ‘Maths Space, Shape, Measure‘ P 

scale r(57) = .999, P = .0002 and did better in their ‘Speaking’ P scale r(57) = .966, P = .0173. 

Older participants had faster response times r(57) = -.933, P = .0333.  

Participants that had higher HLA feature values had progressed further in their ‘Reading’ P 

scale, r(57) = .915, P = .0423, had more control and inhibition in the CPT activity (less False 

Alarms) r(57) = -.989, P = .0054 and were able to hold selective and sustained attention for 

longer periods of time (!").  

Despite participants having quicker response times after every session r(57) = .908, P = 4E-8, 

their responses did not become any more precise in the SDT challenge. Actually, participant 

CPT performances (!") worsened after every session slightly, but not significantly r(57) = -.141, 

P = .717.  
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Participant press count was significantly increased after every session r(57) = .644, P = .0015. 

Bu_on press increased for all participants after each session, which could be a sign of 

cumulative fatigue [344].  

4.6 Tools and empirical results 

This section will describe the tools developed to assist the data collection process and some 

findings that were collected during the results analysis process. 

4.6.1 Memory sharing over LAN between Matlab instances 

The data collection platform developed in Matlab 2016a [221], would label all the data 

collected in real-time and save all session data to the disk. This was necessary to avoid any 

information loss if the systems crashed. As the system would not be able to label the data after 

it crashed, real-time labeling was developed as part of the data collection platform. Real-time 

labeling and saving of the data to disk meant that there was a significant workload on the 

system processors. To overcome this, four Matlab 2016a instances were run simultaneously 

on two independent computers that shared memory through LAN. An image of this platform 

can be seen in Figure 17. One Matlab instance administered the CPT and the other three 

initiated sensory connectivity, checked for human presence, a working data connection and 

lastly saved the sensor data to disk.  

 

Figure 43. Memory sharing was developed between two computers, running four instances 

of Matlab 2016a to reduce single CPU workload. 

 

This data bridge is visualized in Figure 43. The two systems communicated readiness and the 

CPT would automatically start, only after all sensors were ready, collecting human data and 

the CPT has been initiated with a participant profile (that set the CPT parameters).  

4.6.2 Feature visualizer tool 

A graphical user interface was developed to assist with the data collection strategy. A feature 

visualization tool was developed to quickly monitor the data results after each session, and 

monitor for data fall-out, sensors troubleshooting or to spot any errors in the setup or the 

system see Figure 44.  
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Figure 44. GUI for data collection validation. 

 

The visualization tool has a filter for quick session lookup. Sessions can be selected by 

choosing the participant name, the session week number and the session name. All 48 slides 

are shown in the bottom timeline and their labels are displayed over the session number. A 

bracket adjustment tool limits the window of the slides count shown and can be used to zoom 

in to specific regions of the session.  Each bar graph displays the magnitude of each of the 

features measured in the Multimodal Multisensor platform, within the constraints of the 

bracketed slides window. 

  



 

 

  

 

99 

4.6.3 Will’s data 

Will often looks out of the window (this is to the left of this image), and he also looks 

downward between slides (at the piece of plastic he plays with in his hand). He is a great 

performer and, as Figure 45 shows, he can still manage to find the targets despite all 

distractions from the outside. Will’s average correct response rate is 74.89% (Hits and Correct 

Omissions) and his average incorrect response rate is 25.11% (False Alarms and Misses). His 

mean EEG attention feature value is .4537 and his mean body fidgeting value is 47.6988 mm/s.  

 

 

See Figure 46 for his body joint positions over all sessions. Will’s mean press count is 1.6027 

presses per trial. His mean first response time is 1.9267 seconds. Will’s mean !" sensitivity 

level is 1.9506 and his mean #′′% bias is -.2608 (liberal). 

  

 
 

Figure 45. Will’s eye-gaze pattern heat map 

plotted in pixels. 

 

Figure 46. Will’s body joint position 

clusters plotted in meters. 
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4.6.4 Jen’s data 

Jen spends most of the activity looking at the center of the screen, and she is extremely good 

at keeping sustained attention. Sometimes her eyes wander off the screen but by keeping the 

screen in her peripheral vision she hardly ever Misses the targets (seen in Figure 47). Jen’s 

average correct response rate is 96.04% (Hits and Correct Omissions) and her average incorrect 

response rate is 3.96% (False Alarms and Misses). Her mean EEG attention feature value is 

.4809 and her mean body fidgeting value is 48.9619 mm/s.  

See Figure 48 for her body joint positions over all sessions. Jen’s mean press count is 2.1524 

presses per trial. Her mean first response time is 1.3927 seconds. Jen’s mean !" sensitivity 

level is 6.889 and her mean #′′% bias is -.0729 (liberal). 

  

 
 

Figure 47. Jen’s eye-gaze pattern heat map 

plotted in pixels. 

 
 

Figure 48. Jen’s body joint position 

clusters plotted in meters.  
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4.6.5 Mark’s data 

Mark uses the switch and his voice to communicate the actions in the study. His eye 

movement is mainly focused on the top and center areas of the screen. At school he uses both 

eye-gaze technology to communicate and switches to interact with computer interfaces, so he 

is not a stranger to this type of technology. Mark has the most restrictions in his head 

movement and struggles to maintain concentrated eye-gaze. In spite of this, he persevered in 

the study and made his best effort to perform in the activity (see Figure 49). Mark’s average 

correct response rate is 57.63% (Hits and Correct Omissions) and his average incorrect 

response rate is 42.37% (False Alarms and Misses). His mean EEG attention feature value is 

.3757 and his mean body fidgeting value is 22.4214 mm/s.  

 

See Figure 50 for his body joint positions over all sessions. Mark’s mean press count is 2.2360 

presses per trial. His mean first response time is 4.8864 seconds. Mark’s mean !" sensitivity 

level is 1.3208 and his mean #′′% bias is .1782 (conservative). 

  

  

Figure 49. Mark’s eye-gaze patterns plotted in 

pixels. 

 
 

Figure 50. Mark’s body joint position 

clusters plotted in meters. 
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4.6.6 Rick’s data 

Rick is excellent at keeping focused on the task, and his distractions look like they are either 

coming from his left side (where I am seated) or downwards towards the floor. He seems to 

scan upwards and downwards more than horizontally (Figure 51). He also seems to like the 

animated reward because his vision is dwelling on the location of that animation even after it 

has finished. Rick is a great performer and sustains attention in this task. Will’s average correct 

response rate is 8.11% (Hits and Correct Omissions) and his average incorrect response rate is 

19.89% (False Alarms and Misses). His mean EEG attention feature value is .4398 and his mean 

body fidgeting value is 5.1245 mm/s.  

 

 

See Figure 52 for his body movements over all sessions. Rick’s mean press count is 8.3150 

presses per trial. His mean first response time is 1.7676 seconds. Rick’s mean !" sensitivity 

level is 2.8982 and his mean #′′% bias is -.1866 (liberal). 

 

4.6.7 Empirical lessons learned from the pilot study 

Negative feedback loop 
We found that the PMLD/CP participants can be easily encouraged with both negative and 

positive feedback. With consideration in retaining the message and purpose of feedback, the 

negative feedback volume level was reduced to the least interesting form of itself. The loud 

feedback sound for incorrect responses was found to encourage a negative feedback reward 

loop, so the feedback for incorrect responses was altered to a dull sounding thud. Having 

negative feedback sound as uninviting as possible was critical in avoiding a negative feedback 

loop where the negative feedback becomes the reward itself to incorrect responses. 

However, removing the negative feedback entirely was seen to encourage three of our four 

participants to press the button in succession and sometimes rapidly. While these button 

presses are recorded in the background, the user is under the impression that the button has 

no effect in the interactive CPT game. This interaction-to-feedback relationship does not fairly 

  
Figure 51. Rick eye-gaze pattern heat map plotted 

in pixels. 

 

Figure 52. Rick’s body joint position 

clusters plotted in meters. 
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or correctly model the user’s world model and causes numerous excess presses, in response 

to them thinking that the system had not recorded their button press. 

Paper-based SDT signal and noise ground truth test 
CPT theory relies on signal detection and signal detection criteria require the user to be 

thoroughly familiar with the signal and noise (non-signal) objective. Therefore, there should 

be little or no learning involved in understanding and identifying the signal and response 

mechanism. This can add learning or skill bias to the data. In relation to the PMLD user base, 

the learning challenge of the experiment was tested and re-established before each session 

because users with PMLD may not have long-term learning ability or may have memory recall 

difficulty.  

We learned that for the participants, there is a difference between recognizing the signal and 

acting on it. There is a three-step learning process; first defining the signal, second knowing 

that the correct response is the detection of the signal and third demonstrating ‘pressing the 

button’. Vice versa for the noise trials, the user needs to recognize that there is no signal, 

knowing that the correct response here is to hold back on their response (pressing the button). 

In total that makes 5 individual learning tasks, in groups of 3 and 2 that need to chain together 

for the user to achieve learning independence in the CPT task. 

 

 

Figure 53. A paper-based trial was used to pre-train participants in finding the signal. (1) 

introduces Wally to the participant, (2) Wally as a character says “Hi”, (3) Bernard the red 

dog is introduced, (4) the red wool hat is introduced (5) Cookie monster is introduced, (6) 

practice SDT test is performed with the paper-based trial. 

 

To remove the independent variable of skill and learning curve effect from our data paper-

based trials, we establish the signal and activity framework before every week of the 

recording. In the paper-based trials seen in Figure 53, we have graduated the learning process 

that is required as part of the CPT. This was also conducted before every new session to 

ground truth the participant’s understanding of the CPT signal, noise and the correct 

response.  
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Making the game familiar and fun 
Traditional CPTs use letters as their signal noise trials [15], [143], [148]–[150], [157], [160], [165], 

[166], [168], [170]–[172], [189], [396], [397]. For example, on a signal trial, the letter X would 

appear on the screen while on a noise trial other letters of the alphabet are displayed. In this 

work, to encourage our age group to participate in the test and to continue participating over 

the numerous trials (11-19 sessions per participant, totaling 59 sessions), cartoon characters 

were used as signal representatives to reinforce a sense of familiarity.  

It is essential for the SDT criteria for the signal to be familiar and clearly distinguishable for 

our participants. Critically, for the CPT to be valid, there should be no skill or learning effect 

in the signal detection aspect of the CPT. Studies have shown that object recognition is assisted 

when objects are named [398], [399]. For this reason, the main cartoon character representing 

the signal (in our case ‘Wally’) was given a name and character. The relationship between the 

signal ‘Wally’ and the user is strengthened by having ‘Wally’ as a character that relates to the 

participant by a greeting at the start of each session. Wally says “Hi” after he introduces 

himself to the user using a friendly sounding audio recording that is played at the beginning 

of every session. The introductory slides to each session precede the experiment itself and 

have the role of strengthening the participant’s recollection with the game after the paper-

based trial (Figure 54). 

 

  
 

  
 

Figure 54. Introductory slides to the Seek-X type CPT create a fun and recognizable game 

environment for the participant. 

By the 3rd week of the study we found that, occasionally, participants would start calling the 

other characters “Not Wally.” If this was a task where the user was required to distinguish 

between 4 different signals, that would be counterproductive. However, in a signal detection 

test there is only one signal ‘Wally’, and everything else is non-signal “not Wally”. This 

response reinforces the idea that the participants categorized the other characters as non-

Targets by calling the other characters, not by their actual names, but simply naming them all 

“not Wally”. This is important in establishing signal detection validity; our participants 

understand and recognize the correct signal when presented with it, and can distinguish that 

from the noise trials.  
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The following procedure was taken before every session using the paper-based test: 

1. Introduce signal (“Wally”). 

1. Establish a personal connection with the signal (“Wally says Hi”). 

2. Introduce non-signal (introduce other 3 cartoon characters). 

3. Establish signal difference (ask the participant if other characters are Wally). 

4. Give positive affirmation that they are not the signal (“No they are not Wally”). 

5. Establish basics of signal detection activity with the user (tell the user to point to 

Wally in a 3 x 3 grid of characters – importantly this is reduced from the 4 x 4 grid 

that they will be performing in the actual computerized CPT). The positive feedback 

helps the participant establish that recognizing Wally is of significance. 

6. Establish that absence of the signal with the participant. 

7. Establish that the participant needs to act on this recognition with a button press.  

8. Establish that the participant needs to control their impulsivity and response in the 

absence of the signal.  

9. Validate that the participant understands the challenge, the response mechanism 

and can demonstrate a signal detection and distinction between Target and not 

Target images using the paper-based trials. 

 

Unexpected participant performance  
We found that the teacher’s expectation, guided by the participant’s capacity outside the study 

did not always have a direct relationship with the participant’s capacity and performance in 

the study. Specifically, in one case (the participant Rick), it was expected that he would have 

difficulty responding to the CPT signal after the allocated display time of 2.8 seconds, so the 

time was increased to 10 seconds. By accident, and by using an alternative CPT profile for this 

user, we discovered that 2.8 seconds was actually sufficient for his processing time. This case 

is a significant argument for how expectations and assumptions are necessary, however, they 

do not necessarily map to the CPT and should be challenged during the initial pilot study. 

Data retention during pre-maturely ended trials  
In many instances the participant may have to leave the study prematurely, due to health 

reasons, schedule restrictions or a restroom visit. In this case, valuable data can be salvaged 

despite the experiment not being concluded. The experimental platform was adapted to be 

able to conclude before the 48 slides have been displayed so that no data loss occurred and all 

data was instantly saved to disk. 
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 CONCLUSIONS 

The importance of learner engagement to obtain meaningful learning outcomes and deep 

learning was explored. We showed that teachers and carers face challenges in attributing 

learner affect, including engagement for PMLD/CP. This results in negative results and low-

quality care for the PMLD/CP learner. To overcome this, there are many observer and paper-

based methods to track engagement, however, they are not automated or rely on the subjective 

ratings of the observer. This leads to inter-rater reliability issues, which can cause unreliability 

and validity doubts over these approaches.  

To address this, we conducted a literature review to establish the relationships between the 

affect states of learning and learner performance. Learner performance is related to learner 

affect in the ZPF diagram of learner affect states, through skill and challenge levels. In the ZPF 

theory, flow is the optimal state of engagement in a learning experience. Flow itself is a state 

where the learner’s skill level is matched almost equally with the difficulty of the challenge 

they are engaged with. When the learner is under-challenged, they are in boredom and when 

they are over-challenged, they are in frustration. Only when the challenge level is delicately 

balanced with learner skill level, is the learner in flow. These are the affect states of learning, 

frustration, flow and boredom.  

Studies have used participant performance in a game with discrete levels of difficulty to track 

the participant affect states and related it to academic achievement. In a way, these studies 

demonstrate that continuous monitoring of performance can be used to understand learner 

affect. Other studies have theorized the use of the Continuous Performance Test (CPT) as an 

objective way to label Multimodal Multisensor data in regard to modeling attention and affect 

state. CPT are established tests to track sustained and selective attention in studies.  

In order to investigate these approaches further, RQ1 asks: 

RQ1: Can we create a model of attention for PMLD/CP students using the CPT? 

In this work, we expand on the prior aforementioned research and develop a system that uses 

CPT outcomes to label Multimodal Multisensor data with labels of attention for PMLD/CP. 

We later develop machine learning models of attention using the Multimodal Multisensor 

data and the CPT outcomes. We then investigate each models’ classification performance. 

Lastly, the correlations in the data points collected in the research are reviewed. 

An approach to labeling Multimodal Multisensor data to train machine-learning algorithms 

to infer the attention of students with profound and multiple disabilities has been presented. 

We posit that this approach can overcome the variation in observer inter-rater reliability when 

using standardized scales in tracking the emotional expression of students with such 

profound disabilities. 

In this work, 2615 samples, over the length of 59 sessions, were collected and classified into 

two categories (‘attention’ and ‘inattention’) using nine features. In total there were 2051 

‘Attention’ samples and 564 ‘inattention’. Weighted class parameters were used in the 

machine learning algorithms to counter the unbalanced data set and machine learning 



 

 

  

 

107 

performance measures insensitive to unbalanced data sets were used to compare the different 

models.  

We found that the best classification model was achieved with random forest. The random 

forest model using both high- and low-level features achieved an 84.8% classification for 

‘attention’ and a 65.4% accuracy for ‘inattention’. This model has an 8.7% coverage of the AUC. 

The random forest performance improved NN performance by 5.5% better classifications of 

‘inattention’ (TN, the minority class) and .3% better classifications of ‘attention’ (TP, the 

majority class). When the data was looked at per participant, TN classification (of ‘inattention’) 

improves by 16.87% compared to when all the data was put in a single group. The accuracy 

of our approach increases with multiple modes of sensor input. The sensory modes of eye-

gaze, EEG and interaction data show the highest classification advantages in every sub-set of 

modes. We theorize that a system based on these models would be robust to sensor occlusion 

and fall-out as it could realign to any sub-set of data modes. 

In RQ2 we look in greater detail at these exact correlations, between the CPT outcomes and 

learner characteristics, including participant Multimodal Multisensor data, as well as their P 

scales. 

RQ2: What are the main correlations found in the CPT outcomes and the Multimodal 

Multisensor data? 

To address RQ2 we examined the data collected longitudinally. We had 2615 samples 

collected over 59 sessions. Even though the sample count of 2615 may seem low, it is within 

the norms of prior studies, where Swanson collected 2240 SDT samples [15], and Goldberg et 
al. had a total of 240 SDT signal samples [166].  

In total 55 separate data parameters were evaluated. These included SDT and CPT outcomes 

measures, Multimodal Multisensor features and participant characteristics. We investigate the 

correlations between the data points in the category of ‘platform’ against themselves and the 

data points from ‘platform’ with ‘participant’. Over 2475 separate correlation tests were 

carried using Pearson’s correlation coefficient r, N = 59. These results show significant 

correlations between SDT, CPT and participant characteristics. Importantly, a strong positive 

correlation was found between participant ability to maintain sustained and selective 

a_ention in the CPT to their academic progress in school (d’), r(57) = .986, P = .0068. Participants 

who were less impulsive and more selective in the test also did be_er in their academic 

performance r(57) = .995, P =  .0025. The Seek-X type CPT also showed specific physiological 

characteristics, including body movement range and eye-gaze that were significant in P scales 

such as ‘Reading’ and ‘Listening’ P < .05.  

Despite studies [1], [140], [143], [151] suggesting that children with learning difficulties are 

traditionally more conservative, we found that participant bias was overall liberal #′′%&&&&& = -

.1105, '(#""%) = 	 .6323. Participants showed no significant bias change during the sessions 

r(57) = -.078, P = .7205. While studies having varied reporting regarding the correlation 

between bias (#′′%) and sensitivity (!") [151], we found no significant correlation r(57) = -.138, 

P = .8615. 
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5.1 Summary and discussion 

We demonstrated that the CPT can be used as part of a platform to objectively label 

Multimodal Multisensor data for students with PMLD/CP to infer ‘attention’ and ‘inattention’. 

We also showed that a random forest model can reliably track the attention of students with 

profound disabilities and that our approach is robust to both sensor fallout and occlusions 

(RQ1).  

Correlations between SDT and CPT outcomes, participant physiological characteristics and 

academic scales were investigated. It seems possible that participants’ ability to sustain 

attention has enabled them to progress at school. At the same time, a higher level of cognitive 

functioning may enable better-sustained attention as well as the ability to progress at school. 

Given these correlations, the CPT would appear an appropriate method to label Multimodal 

Multisensor data of students with PMLD/CP (RQ2) to assess sustained attention. The CPT 

could be utilized, in the future, to help to assess and monitor participant performance, and 

also to help understand the specific challenges (such as physiological and cognitive 

impairments and limitations) that may hinder their academic performance. A system 

incorporating these models can help teachers track attention in students using the most 

appropriate set of sensors for that individual student.  

To summarize the outcomes of this research: 

§ Understanding learner affect is important to improve learner outcomes, especially for 

PMLD and CP students, where teachers and carers face challenges to obtain objective 

affect attribution. 

§ Performance outcomes are an indicator of affect state in the ZPF diagram of learning. 

§ CPT has been theorized as an objective method to label sensor data with performance 

outcomes. 

§ A methodology to create a model of performance outcomes using Multimodal 

Multisensor data (eye-gaze, body pose, EEG and interaction data) and CPT outcomes 

as labels is proposed. 

§ New forms of CPT, the Seek-X type CPT was developed.  

§ A novel Multimodal Multisensor data collection methodology for people with 

PMLD/CP has been developed. 

§ The CPT was used to collect 2615 samples from 59 CPT sessions with PMLD and CP 

participants. 

§ Random forest outperformed other methods of machine learning classification, 

including NN, SVM, Naïve Bayes, AdaBoost and k-NN, possibly because random 

forest provides consistent pairwise similarity by adding higher dimensionality to the 

feature space whilst being less sensitive to smaller sample sizes. 

§ Our random forest model achieved 84.8% correct classification of ‘attention’ and 

65.4% correct classification of ‘inattention’, with an overall AUC coverage of 8.7%. 

§ Multimodal Multisensor data had superior classification results compared to any sub-

set of sensors, for example using all four modes of sensors improves the AUC 

coverage by an average of 5.15% compared to when only three modes are used, 7.85% 

improvement when only 2 modes are used, and 24.45% improvement compared to 

when a single mode is used.  
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§ In case of occlusion or loss of a single data mode, a subset of data can still give way to 

acceptable classification results, with eye-gaze, body pose, and interaction data 

achieving 78.1% coverage of the AUC.  

§ Some modes of data offer better value for classification purposes than other modes; 

eye-gaze, EEG, and interaction data carrying the most relevant data for attention 

classification, in that order.  

§ Hand-picked compound features of Attention and Inattention improved classification 

outcomes.  

§ Correlational data between participant characteristics, Multimodal Multisensor 

feature data and the CPT outcome measures were evaluated. 

§ Paper published in ICDRVAT 2018: 

M. Taheri et al., “State Diagram for Affective Learning in an Educational Platform,” 

pp. 4–6, 2018. 

§ Paper published in ICACII 2020: 

M. Taheri, D. Brown, and N. Sherkat, “Modeling Engagement with Multimodal 

Multisensor Data: The Continuous Performance Test as an Objective Tool to Track 

Flow,” in ICACII 2020: 14. International Conference on Affective Computing and 

Intelligent Interaction, 2020, pp. 1–13. 

§ Paper submitted to ACM ICMI 2020: 

M. Taheri, D. Brown, and N. Sherkat, “Multimodal Multisensor Data Relationship to 

Learner Potential, Physiological Data Relationships with Learner Capacity” in ICMI 

2020: 22. International 

5.2 Future work and funded projects 

The CPT provides a measure to continuously monitor the learner’s attention state over a 

duration of time. This measure can be realized in an interactive game format, where the 

student’s gaming performance (how quickly they respond to goals and how effectively they 

negotiate challenges) can be the new metric to track learner performance using sensor data. In 

this way, the gameplay itself can be the learning stage of the Multimodal Multisensor 

interactive system to create a user profile. The architecture for this system is presented in 

Figure 55.  This user profile can then be deployed as an intervention in future levels of the 

game to provide a novel immersive experience to the game player. This model is a bridge 

between sensor data and participant attention that could later be used to assess learner 

attention, independent of the CPT, by using sensor data alone. 
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Figure 55. A learner profile constructed from a machine learning model 

trained on Multimodal Multisensor data. 

The ‘User Profile’ is stored in Cloud Architecture – a personalized model of attention for that 

user. When the user is next exposed to a learning activity on a mobile platform, the sensor 

data is collected in real-time, and temporal frames of sensor information are fused at the data, 

feature and decision level and are used as the input of the probabilistic machine learning layer. 

The machine learning layer uses the user’s temporal sensor data frame to conduct probabilistic 

attention level recognition based on the prior attention model (which is stored in the user 

profile). Temporal user attention levels with confidence ratings are returned in real-time. 

With the increase of smartwatch use and the peripheral expansion using Bluetooth, a more 

extensive range of external sensors is now available to us (heart rate, heart rate variability, 

body movement). In the absence of a Kinect platform, a combination of smartphone and 

smartwatch sensors could be used to determine body pose. The data from the webcam could 

be used to determine facial cues for emotion and eye-gaze. This data can then be compressed 

and sent to the cloud for machine learning and profiling. The results can be sent back to the 

mobile interaction platform at the site to determine a suitable proactive intervention.  

Assisted learning [61] [62] [63] is of particular interest to students with varying degrees of 

learning difficulty. An example of using affective computing in a special needs educational 

se_ing includes the application of an intelligent agent in assisted learning by monitoring the 

user’s response to different learning routes by finding their optimal learning pathway. This 

has an impact because customizing the learning pathway could allow the system to 

compensate for user impairments and challenges and adapt the learning experience to suit the 

user’s more receptive learning pathways (focusing on their abilities, not limitations). Affective 

personalized learning is shown to not only encourage participation and engagement in the 

classroom but also in extra-curricular clubs and work-related learning in the local community 

[49]. 

Research from this Ph.D. has formed the basis of two projects. These projects aim to use the 

methods and models developed in this work to create models of attention tracking for 

students.  

§ Pathway+ (Erasmus+ project ref: 2017-1-UK01-KA201-036761)  
https://pedagogics-pathway.eu/ 

§ NTU Smart Campus (Internal project) 
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 APPENDICES 

Appendix A. Information pack (Complete version) 

Attention tracking using a combination of eye-gaze, head-
posture and EEG 
A research study for students who have learning difficulty is taking place in Nottingham. We 
would like to invite you to take part in this study. In order to help you decide whether to take 
part in this study, this sheet explains why the research is being done and what it would involve 
for you. Please take the time to read the following information carefully.  

What is the purpose of this study? 

It is often a challenge to keep students interested long enough in an activity. Especially if the 
activity requires the student to keep focus and active participation for a continuous-time. 
Research has shown that head-posture and eye-gaze can be a good measure for gauging the 
attention of a person. In this study, we will use the commercially available “Muse 
headband” EEG recording device to see if we can measure the relationship between eye-
gaze, head-posture, and EEG in attention tracking.  

What will I be expected to do if I take part? 

If you choose to take part, we require you to sign a consent form. We will also check that it is 
appropriate for you to take part in the study. 
 
The study involves participation in a continuous performance task (CPT) while the eye-gaze 
position, head-posture position, and EEG measurements are made in the background. The 
CPT involves two stages. This activity is designed to assess the average duration of 
sustained and selective attention of the participants.  

The first CPT stage will involve a popular cartoon character appearing on the screen at 
different intervals. The participant is asked to press a button whenever they see that 
character and disregard any other activity on the screen or around them. The second task 
substitutes the character with the participant’s name. The participant is asked to press the 
button whenever they see their name and disregard the other names or symbols appearing 
on the screen. 

When performing the exercise, the participant will be watching a computer screen that will 
display the cartoon character or names in intervals. The participant will have a button to 
press when the specific cartoon character or name appears. The test should take no longer 
than 10 minutes and with preparation no longer than 25 minutes. Although in some 
circumstances it may take longer. This will consist of breaks or rests as needed. 
 
We anticipate up to four sessions each week for three months. A maximum of 20 sessions 
will be recorded.  

What are the potential benefits of taking part? 

There may be no direct benefit to you. However, we will monitor the performance of your 
participation in the CPT throughout the experiment and give you feedback on the results. 
The information we get from the study should help us to determine if features like eye-gaze, 
head-posture and EEG are good tools for measuring attention. The data will also allow us to 
discover any correlations between these features. This is a new broadening science, 
knowledge regarding how we can access sustained and selection attention from external 
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features gives us a fantastic opportunity. One possibility could be how one or all of these 
tools and knowledge could be incorporated into an educational scope for developing 
dynamic and personalized lessons. This lesson could mitigate attention dropping moments 
with a dynamic intervention designed to revive the students’ attention level.  

Will it cost me anything to take part? 

It will not cost you anything to take part. All costs will be paid for by the research. 

Will my taking part in the study be kept confidential? 

Yes. We will follow established ethical and legal practices, and all information about you 
will be handled confidentially. All information that is collected about you during the study 
will be kept strictly confidential, and any information about you will have your name and 
address removed so you cannot be identified. 

What data will be collected? 

No long term personally identifiable information will be collected for this study. Hardware 
and software designed only to read eye-gaze and head-posture will be used (Microsoft 
Kinect, Tobii EyeX). A webcam video record will be temporarily used to validate this data. 
The eye-gaze and head-posture data will be recorded as numeric data (eye direction, head 
tilt, and rotation). This will be obtained from automated computer algorithms designed to 
recognize these features. The video recording will be used to manually validate the 
information of the head and eye-gaze parameters computed by the automated algorithm. As 
soon as the eye-gaze and head-posture data are validated, the video data will be destroyed. 
This will be no longer than one month after it was initially recorded. Your consent will be 
requested for all the data collected in the experiment. For publication no video imagery will 
be used, all other data will be anonymized, and no records of name or data leading to the 
identification of the participants will ever be made public. At no point will any imagery be 
stored for long-term or public publication. 

What will happen if I don’t want to carry on with the study? 

Your participation is voluntary, and you are free to withdraw at any time, without giving 
any reason and without your legal rights being affected. If you withdraw the information 
collected by the computer system will still be used in the project analysis and all information 
will follow the normal anonymization process regardless. 

What will happen to the results of the research? 

It is intended that the results of the research will be published formally in scientific journals 
and published in newsletters. You will not be identified in any report or publication. 

 
Our genuine thanks for your time in reading this information pack. 
Contact Information 
Mohammad Taheri  
Tel: 07411227118 
E-mail: mohammad.taheri@ntu.ac.uk 
Nottingham Trent University  
Ph.D. Candidate in Brain-Computer Interaction 
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Appendix B. Information pack (Easy read version) 

Attention tracking using a combination of eye-gaze, head-
posture and EEG. 
 

What is the purpose of this study? 

You may have noticed it is often a challenge to keep students interested long enough in an 
activity. This is especially true if this activity requires the student to keep focus and active 
participation for a continuous-time. Previous research has shown that head-posture and eye-
gaze can be used as determents for the attention of a person. We want to see if we can 
understand this better.  

This study will use a commercially available meditating tool called the “Muse headband” to 
wirelessly monitor brain waves and see if we can measure the relationship between eye-gaze, 
head-posture, and EEG in an attention tracking activity. 

 

What will I be expected to do if I take part? 

If you choose to take part, we require you to sign a consent form.  

The participant is asked to press a button whenever they see a specific object of interest on the 
computer screen — this shows that they are attentive — some time passes and the object 
appears on the screen again, this measures their sustained attention. The object that appears 
on the screen is personalized to their participant’s likes and interests (for example pizza, 
skating, a Formula-1 car or a TV show personality…). 

The test should take no longer than 10 minutes and with preparation no longer than 25 
minutes. This will consist of breaks or rests as needed. We anticipate up to four sessions each 
week for three months. A total of 20 sessions will be recorded.  

What are the potential benefits of taking part? 

We will monitor the performance of your participation and give you feedback on the results. 
Knowledge regarding how we can understand sustained and selection attention from external 
features like eye-gaze, head-posture and EEG data from commercially available headbands 
gives us an amazing opportunity. One possibility could be how one or all of these tools and 
knowledge could be incorporated into an educational scope for developing dynamic and 
personalized lessons. This lesson could mitigate attention dropping moments with a dynamic 
intervention designed to revive the students’ attention level. 

Will it cost me anything to take part? 

All costs will be paid for by the research. It will not cost you anything to take part.  
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Will my taking part in the study be kept confidential? What data will be collected? 

Yes. Your participation is made confidential and your consent will be requested for all the 
data collected in the experiment. At no point will any imagery be stored for long term or public 
publication. All information is anonymized and your name and address are removed so you 
cannot be identified. The eye-gaze and head-posture data will be recorded as numeric data 
(eye direction, head tilt and rotation) using the Microsoft Kinect and Tobii EyeX. A webcam 
video record will be temporarily used to validate the information of the head and eye-gaze 
information; it will be destroyed from one month after it was recorded. For publication no 
video imagery will be used, no records of name or data leading to the identification of the 
participants will ever be made public.  

What will happen if I don’t want to carry on with the study? 

Your participation is voluntary, and you are free to withdraw at any time, without giving any 
reason and without your legal rights being affected.  

What will happen to the results of the research? 

It is intended that the results of the research will be published formally in scientific journals 
and published in patient newsletters. You will not be identified in any report or publication. 
 
Our genuine thanks for your time in reading this information pack. 

 

Contact Information 
 
Mohammad Taheri  
Tel: 07411227118 
E-mail: mohammad.taheri@ntu.ac.uk 
Nottingham Trent University  
Ph.D. Candidate in Brain-Computer Interaction 
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Appendix C. Consent form 

I, the undersigned, confirm that (please tick the box as appropriate): 

 

1. 
I have read and understood the information about the project, as provided in 

the Information Sheet. 
o 

2. 
I have been given the opportunity to ask questions about the project and my 

participation. 
o 

3. I voluntarily agree to participate in the project. o 

4. 

I understand I can withdraw at any time without giving reasons and that I 

will not be penalized for withdrawing nor will I be questioned on why I have 

withdrawn. 

o 

5. 
The procedures regarding confidentiality have been clearly explained (e.g., 

use of names, pseudonyms, anonymization of data, etc.) to me. 
o 

6. 
If applicable, separate terms of consent for interviews, audio, video or other 

forms of data collection have been explained and provided to me. 
o 

7. 
The use of the data in research, publications, sharing and archiving has been 

explained to me. 
o 

8. 

I understand that other researchers will have access to this data only if they 

agree to preserve the confidentiality of the data and if they agree to the terms 

I have specified in this form. 

o 

9. 
I, along with the Researcher, agree to sign and date this informed consent 

form. 
o 

 

 
 
 
 
Participant / Parent (if under 16 years of age):   
 

 

 

Name of Participant                              Signature                                           Date 

 

___________________________           __________________________         __________________ 
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Appendix D. Ethical issues 

Will the participant feel overly exerted from the continuous performance task? 

Participants will be informed at each stage that they can withdraw from the study at any time 

without needing to give a reason. The participants will be monitored and asked if they want 

to postpone the exercise to a later time. The continuous performance task requires the 

participant to keep selective and sustained attention for 5 minutes at a time. This can be tiring 

for the participant, as this task is naturally a repetitive one. Even though repetition is a 

requirement of the CPT task, steps can be taken to minimize the tiring aspect of the task. First, 

a genuine connection with the participant showed us to be beneficial in encouraging the 

engagement of the participant. In our previous study, we observed that the participants are 

more interested in a dialog where the experiment organizer also takes a genuine interest in 

their well-being and current events in their daily life. Secondly, each day the task is performed 

with a new cartoon character, and so the participant will focus their attention on a new subject. 

This ‘reveal’ is designed to be exciting and create anticipation for the next experiment day. 

Choosing cartoon characters instead of the conventional single character which is used in the 

classic CPT experiment is also designed to engage the participants more and make the task 

more fun. The tiring aspect of CPT experiments not only affects the quality of experience of 

the participants but can also negatively affect the data. All sessions will be performed under 

the knowledge or observation of a students’ care-worker.  

What data will be collected and how will this be managed? 

No long term personally identifiable information will be collected for this study. Hardware 

and software designed only to read eye-gaze and head-posture will be used (Microsoft Kinect, 

Tobii EyeX). A webcam video record will be temporarily used to validate this data. The eye-

gaze and head-posture data will be recorded as numeric data (eye direction, head tilt, and 

rotation). This will be obtained from automated computer algorithms designed to recognize 

these features. The video recording will be used to manually validate the information of the 

head and eye-gaze parameters computed by the automated algorithm. As soon as the eye-

gaze and head-posture data are validated, the video data will be destroyed. This will be no 

longer than one month after it was initially recorded. Your consent will be requested for all 

the data collected in the experiment. For publication no video imagery will be used, all other 

data will be anonymized, and no records of name or data leading to the identification of the 

participants will ever be made public. At no point will any imagery be stored for long-term or 

public publication. 

 

Mohammad Taheri  

E-mail: mohammad.taheri@my.ntu.ac.uk 

Nottingham Trent University  

Ph.D. Candidate in Brain-Computer Interaction 
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Appendix E. Correlations breakdown 

An instant overview of all the significant cross-correlations found in the MM system is shown 

in Figure 56.  

 

Figure 56. The correlation outcomes are shown in 36 independent tables. Green color shows 

a significant positive correlation and red color shows a significant negative correlation. All 

correlations are r(57) and at least P < .05. 
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d' (D Prime) 
Mark - Week - Session 

P scales Mean 

High-Level Attention feature 

FAR (False Alarm Rate) 

Wrong Commission Hard % 

Wrong Commission Easy % 

Wrong Commission % 

Omission Hard % 

Omission Easy % 

Omission % 

 

Mark is the only participant with a reduced d’ (D Prime) sensitivity level. His reduced every 

week and with every session. A student’s relative progress in the school (P scales) had a direct 

correlation with their average sensitivity amount. The hand-crafted High-Level Attention 

feature (HLA) had a direct correlation with sensitivity. Sensitivity had an inverse correlation 

with False Alarm Rate (FAR) and Wrong Commissions which are a sign of impulsivity. Higher 

Correct Omissions are directly correlated with sensitivity level, so participants with higher 

sensitivity levels were better at holding back button presses on Imitation targets.  

 

Bias 0′′1 
Will - Session 

Jen - Week - Session 

Mark - Week - Session 
 

 

 

 

Despite Will having a negative bias overall on average (liberal), Will became more 

conservative as sessions progressed, he was less likely to press the button with every session. 

This was despite both Jen and Mark becoming more liberal per week and session with their 

responses, they both pressed the button more frequently. Rick had no change in his behavior, 

in regards to his bias.  

  

Note: 
Negative bias is liberal, more likely to call a signal a Target .  
Positive bias is more conservative and less likely to call a signal a Target . 
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Hit rate 
Will - Week - Session 

Age 

Body Speed Average 

EEG Power AB 

High-Level Inattention feature 

Max Response Time 

Mean First Response Time 

Mean Response times  

Hit Hard % 

Hit Easy % 

Hit % 

Miss Hard % 

Miss Easy % 

Miss % 

P scales Maths using and applying 

P scales Computing 

 

The Hit rate is the number of targets hit divided by all targets. Will’s Hit rate (H) reduced 

weekly and with every session, but his False Alarm Rate did not reduce significantly so he did 

not become more precise. Participant Hit rate had a direct correlation with Age, average body 

speed, EEG Power and also the High-Level Inattention (HLI) feature. Participants had a better 

Hit rate when they responded to challenges quicker. Participants who had more progress in 

‘P scales Maths using and applying’ or ‘P scales Computing’ had a higher Hit rate.  

 

False Alarm Rate FAR (Impulsivity) 
Jen - Week - Session 

Mark - Week - Session 

P scales Mean 

High-Level Attention feature 

d' (D Prime) 

Wrong Commission Hard % 

Wrong Commission Easy % 

Wrong Commission % 

Omission Hard % 

Omission Easy % 

Omission % 

 

False Alarms or Wrong Commissions are a measure of impulsivity. Jen and Mark both 

increased their False Alarm Rates with every session and every week. Participants that had 

progressed higher in their education had lower False Alarm Rates. A participant’s sensitivity 

value d’ and the High-Level Attention Feature had an inverse relationship with False Alarm 

Rate. Expectedly, False Alarm Rate, had an inverse relationship with Correct Omissions.  
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Wrong Commission Hard % 
Mark - Week - Session 

P scales Mean 

High-Level Attention feature 

d' (D Prime) 

FAR (False Alarm Rate) 

Wrong Commission Easy % 

Wrong Commission % 

Omission Hard % 

Omission Easy % 

Omission % 

 

Mark was the only participant that had more wrong Hard Target Commissions and overall 

Target Commissions with every session and every week. Despite both Mark and Jen having 

more Hard and Easy Wrong Commissions overall, with every session and every week. Just 

like overall False Alarm Rates, participants that had progressed higher in their education had 

lower Hard Target False Alarm Rates. Also, just like overall False Alarm Rates, for Hard Target 

False Alarms, High-Level Attention feature and the participant’s sensitivity value d’ had an 

inverse relationship with Hard Target False Alarms. As expected again, just like overall False 

Alarm Rates, Wrong Commission for Hard Target was also inversely related to Correct 

Omissions.  

 

Wrong Commission Easy % 
Will - Week - Session 

Mark - Week - Session 

P scales Mean 

High-Level Attention feature 

d' (D Prime) 

FAR (False Alarm Rate) 

Wrong Commission Hard % 

Wrong Commission % 

Omission Easy % 

Omission % 

 

Mark was the only participant that had more overall, Hard and Easy wrong Hard Target 

Commissions with every session and every week. Will improved his impulsivity and was the 

only participant that had less Easy Target False Alarms with every session and every week. 

Just like overall False Alarm Rate and Hard Target False Alarm Rates, participants that had 

progressed higher in their education had lower Easy Target False Alarm Rates. Also, just like 

overall and Hard Target False Alarm Rates, for Easy Target False Alarms, participants with a 

lower High-Level Attention feature or a lower sensitivity value d’, had more overall, Hard and 

Easy False Alarms. As expected again, just like overall False Alarm Rates, and Wrong 

Commissions for Hard Target, Wrong Commission for Easy Target was also inversely related 

to Easy Target Correct Omissions and overall Correct Omissions. 



 

 

  

 

121 

 

max Press Count 
Data averaged by Session - Session 

Rick - Week - Session 

Press Count 

 

The average max press count of all participants increased significantly with every session. 

However, Rick was the only participant that his max press count decreased with every session. 

Participants’ average press count had a direct correlation with their maximum press count.  

 

Mean Press Count 
Data averaged by Session - Session 

Mark - Week - Session 

Press Count 

Hit Hard % 

 

The mean press count for all participants’ data had increased with every session. However, 

Mark was the only participant that his average press count had individually increased as well. 

The higher the average press count the lower the Hit rate of the participants.  

 

min Response Time 
All Data - Week 

Data averaged by Week - Week 

Data averaged by Session - Session 

Will - Week - Session 

Jen - Week 

Hit Hard % 

 

Fastest response time became faster with every week and every session for all participants. 

However, Will and Jen were the only two participants whom their fastest response time 

reduced with every week, Will’s fastest response time also reduced with every session. Fast 

response times had an inverse correlation with the Hit rate. 
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max Response Time 
Data averaged by Session - Session 

Will - Session - Week 

Jen - Session - Week 

Rick - Session - Week 

Age 

H (Hit rate) 

Mean First Response Time 

Miss % 

Hit Hard % 

Hit Easy % 

Miss Hard % 

Miss Easy % 

 

Longest response time reduced for all participants on average. All participants bar Mark had 

a significant reduction in their max response time with every session and week. Older 

participants had a lower max response time. Longer max response times had a direct 

correlation with missing targets. 

 

mean First Response Time 
Data averaged by Session - Session 

Will - Session - Week 

Jen - Session - Week 

Mark - Session 

Rick - Session - Week 

Age 

Body Speed Average 

EEG Power AB 

H (Hit rate) 

Max Response Time 

Mean Response times  

Hit Hard % 

Hit Easy % 

Hit % 

Miss Hard % 

Miss Easy % 

Miss % 

P scales Maths using and applying 

P scales Computing 

 

The mean first response time decreased with every session for all participants. The older the 

participant the faster their mean first response times. Also, faster mean first response times 

were negatively correlated with Body Speed, EEG Power AB, Hit rate, ‘P scales Maths using 
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and applying’ and ‘P scales Computing’. Participants that were quicker to respond on average, 

had more Misses (Wrong Omissions) for all types of targets.  

 

mean Response Times 
Data averaged by Session - Session 

Will - Session - Week 

Jen - Session - Week 

Rick - Session - Week 

H (Hit rate) 

Mean First Response Time 

Miss % 

Hit Easy % 

Miss Hard % 

Miss Easy % 

 

Average participant data shows overall that mean response times reduced every session. Will, 

Jen and Rick’s data mean response times became faster with every session and with every 

week. Taking longer to respond did not correlate with errors in harder targets but it correlated 

with more Misses on Easy Target.  

 

Hit Hard % 
Data averaged by Week - Week 

Age 

Body Speed Average 

EEG Power AB 

High-Level Inattention feature 

H (Hit rate) 

Mean Press Count 

Min Response Time 

Max Response Time 

Hit Hard % 

Hit Easy % 

Miss Hard % 

Miss Easy % 

Miss % 

P scales Maths using and applying 

P scales Computing 

 

Correct detection of Hard Target reduced week by week. Since the signal detection value (d’) 
had not decreased week by week, and participant bias did not show more conservative 

behavior (for most participants except for Will), this decrease did not influence participant 

signal detection d’ and was not influenced by a change in their bias. Participants with a greater 
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Age, Average Body Speed, EEG Power AB, had a higher Hit rate. The High-Level Inattention 

feature correlated directly with more hits however as it doesn’t correlate with a higher 

sensitivity level, we can conclude that higher High-Level Inattention feature leads to higher 

impulsivity. More press counts correlate to a lower Hard Hit rate, meaning that participants 

that repetitively pressed the button did not actually improve their sensitivity to harder targets. 

However, higher press counts don’t significantly reduce their ability to distinguish easier 

targets. The fastest responses do not lead to better Hard Target detections, also long responses 

do not lead to better Hard Target distinction. Participants who had progressed more in ‘P 

scales Maths using and applying’ or ‘P scales Computing’ had a higher Hard Target Hit rate.  

 

Hit Easy % 
Will - Week 

Age 

Body Speed Average 

EEG Power AB 

H (Hit rate) 

Max Response Time 

Mean First Response Time 

Mean Response times  

Hit Hard % 

Hit % 

Miss Hard % 

Miss Easy % 

Miss % 

P scales Reading 

P scales Maths using and applying 

P scales Computing 

 

Will was the only participant who had a significantly lower Hit rate for Easy Target with every 

week. As with Hard Target, a higher Hit rate for Easy Target was correlated with Age, Body 

Speed Average, EEG band Power AB. Like Hard Target, Easy Target also correlate inversely 

with Max Response times, meaning that the sessions which had the longest response times 

had fewer Target hits, easy or hard. However, unlike Hard Target, Easy Target were not 

missed more if the participant makes more button presses or if they respond quickly. 

Participants that had a higher Hit rate for Hard Target were able to get more Easy Target. Like 

Hard Target, detecting Easy Target was correlated with the participant’s progress in ‘P scales 

Maths using and applying’ and ‘P scales Computing’, but unlike Hard Target, it also correlates 

with ‘P scales Reading’.  
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Miss % 
Will - Week - Session 

Age 

Body Speed Average 

EEG Power AB 

High-Level Inattention feature 

H (Hit rate) 

Max Response Time 

Mean First Response Time 

Mean Response times  

Hit Hard % 

Hit Easy % 

Hit % 

Miss Hard % 

Miss Easy % 

P scales Maths using and applying 

P scales Computing 

 

Misses or Omission errors are an indicator of inattention. With every session and week, Will’s 

ability to detect Easy Target reduced, he was also the only participant that had a significant 

decrease in his Hit rate. This in turn, also significantly increased Will’s overall Misses with 

every session and week, meaning that after every session and every week, Will was the only 

participant who had reduced attention ability. Will was also the only participant that after 15 

sessions and 6 weeks of data collection, withdrew from further participation on the last data 

collection day. This could be an indicator that Will’s interest in the game reduced, which in 

turn made him more inattentive and triggered his request to exit the process. Older 

participants had fewer overall Misses. Participants who had more average body speed had a 

lower Miss percentage and a higher Hit rate. Participants with lower EEG Power AB values 

had a higher Miss %. When comparing d’, Hit rate and Miss % against the two HLCFs (High-

Level Compound Features) we can see that d’ had a direct relationship with HLA, and the HLI 

feature had a direct relationship with higher Commissions which led to a higher Hit rate and 

Miss % and HLA had a direct relationship with higher d’ sensitivity values. Miss % reduced 

with greater Age, Higher EEG Power AB and Higher High-Level Inattention feature value. 

Just like overall Miss %, participants with higher Max Response Times, longer Mean First 

Response Times or over higher Mean Response Times, made greater Hard Target Misses. 

Participants who made more progress in their ‘P scales Maths and applying’ or ‘Computing’ 

had a lower overall Miss %. 
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Miss Hard % 
Data averaged by Week - Week 

Age 

Body Speed Average 

EEG Power AB 

High-Level Inattention feature 

H (Hit rate) 

Max Response Time 

Mean First Response Time 

Mean Response times  

Hit Hard % 

Hit Easy % 

Hit % 

Miss Easy % 

Miss % 

P scales Maths using and applying 

P scales Computing 

 

Even though only Will’s overall Miss % was increased with every session and week, all 

participants had increased Miss % for Hard Target every week. Just like the overall Miss %, 

the Hard Miss % was also less with greater Age, higher body speeds, higher EEG Power AB 

and higher High-Level Inattention feature value. Just like overall Miss %, participants with 

higher Max Response Times, longer Mean First Response Times or over higher Mean 

Response Times, made greater Hard Target Misses. Just like the overall Miss %, participants 

who made more progress in their ‘P scales Maths and applying’ or ‘Computing’ had a lower 

overall Hard Target Miss %. 
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Miss Easy % 
Will – Week 

Age 

Body Speed Average 

EEG Power AB 

H (Hit rate) 

Max Response Time 

Mean First Response Time 

Mean Response times  

Hit Hard % 

Hit Easy % 

Hit % 

Miss Hard % 

Miss Easy % 

Miss % 

P scales Reading 

P scales Maths using and applying 

P scales Computing 

 

Like overall Miss %, Will’s Easy Target Miss % had also increased with every week but not by 

every session. Just like overall Miss % and Hard Miss %, Easy Miss % also reduces with greater 

Age, higher body speeds, and higher EEG Power AB. Unlike Hard Target Misses and overall 

Miss %, a higher High-Level Inattention feature does not lead to less Easy Target Misses, this 

means that when the High-Level Inattention feature was high, participants were more likely 

to be more impulsive (or less exact) when it came to Hard Target, not Easy ones. This means 

that High-Level Inattention feature was a good indicator for early indications of impulsivity, 

fatigue and less exact responses. Just like the overall Miss % and Hard Target Miss %, 

participants who made more progress in their ‘P scales Maths and applying’ and ‘Computing’ 

had a lower overall Easy Target Miss %, however in the case of Easy Target Miss %, 

participants with greater ‘P scales Reading’ progress had lower Easy Target Miss %. 
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Omission % 
Mark - Week - Session 

P scales Mean 

High-Level Attention feature 

d' (D Prime) 

FAR (False Alarm Rate) 

Wrong Commission Hard % 

Wrong Commission Easy % 

Wrong Commission % 

Omission Hard % 

Omission Easy % 

 

Mark was the only participant who consistently had higher Correct Omissions with every 

session and after every week. Higher P scales, participants with higher High-Level Attention 

feature values or better sensitivity d’ outcomes consistently had higher Correct Omission 

percentages. This could mean that participants that had the ability to make better distinctions, 

were significantly better at determining that the Target was not there. High Correct Omissions 

also had a negative relationship with False Alarm Rate which was an indicator of impulsivity. 

In conclusion, participants with higher Correct Omissions were less impulsive and also had 

fewer Wrong Commissions. This also means that they were far less impulsive, hence had a 

significantly lower False Alarm Rate. To conclude attention was inversely correlated to 

impulsivity.  

 

Omission Hard % 
Mark - Week - Session 

P scales Mean 

High-Level Attention feature 

d' (D Prime) 

FAR (False Alarm Rate) 

Wrong Commission Hard % 

Wrong Commission % 

Omission Easy % 

Omission % 

P scales Listening 

 

Despite Mark’s overall Correct Omissions significantly increasing with every session and 

week, his Hard Target Correct Omissions decreased significantly after every session and after 

every week. This could be because Hard Imitation slides became more and more straining 

after every session and week, while the Easy Imitation slides did not become significantly 

more challenging over time. This shows that Correct Omissions in Hard and Easy Target do 

not necessarily follow suit. Just as in overall Correct Omissions, student P scales and their 

sensitivity d’ ability had a direct correlation with Hard Target Omissions, as discussed in the 

overall Omissions’ analysis, this could be because participants with higher sensitivity d’ ability 

or P scales, were more able to distinguish between Target and Imitation slides. Also, it had 
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been shown that the High-Level Attention feature had a direct correlation with Hard Target 

Correct Omissions. Unlike overall Omissions, Hard Target Omissions were easier for 

participants with higher ‘P scales Listening’. 

 

Omission Easy % 
Will - Week - Session 

P scales Mean 

High-Level Attention feature 

d' (D Prime) 

FAR (False Alarm Rate) 

Wrong Commission Hard % 

Wrong Commission Easy % 

Wrong Commission % 

Omission Hard % 

Omission % 

P scales Reading 

P scales Maths using and applying 

P scales Computing 

 

Will’s Easy Target Correct Omissions improved with every session and every week; however, 

this had not resulted in a higher sensitivity value d’ because his Misses had increased with 

every week as well. Also, considering that his Hits had reduced with every week and every 

session this could mean he had just lost interest in the activity and was engaging less with the 

response button overall. Participants with higher P scales performed better at Omissions, both 

Easy and Hard Omissions. However, P scales did not have a significant correlation to Hit rate 

(for Hard or Easy Target), while having a significant relationship with lower False Alarm 

Rates and higher d’ sensitivity level. This means that higher P scales correlated with lower 

impulsivity (holding back on Imitation slides), hence lower False Alarms and higher Correct 

Omissions, which in the absence of any relationship between P scales and Hit rate, led to a 

higher d’ sensitivity value as well. Expectedly there was an inverse relationship between 

Correct Easy Omissions and False Alarms and Wrong Commissions of both Easy and Hard 

slides. Participants that were better at Correct easy Omissions were also better at Correct Hard 

Omissions. Participants with higher ‘P scales Reading’, ‘Maths using and applying’ and 

‘Computing’ were better at holding back button presses on Easy Imitation slides.  

 

Press Count 
Max Press Count 

Mean Press Count 

 

The direct relationship between Press Count and Max Press Count and Mean Press Count 

shows that participants that had the highest press counts also had consistent higher presses 

throughout the session.  
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High-Level Attention feature 
P scales Mean 

d' (D Prime) 

FAR (False Alarm Rate) 

Wrong Commission % 

Omission % 

Wrong Commission Hard % 

Wrong Commission Easy % 

Omission Hard % 

Omission Easy % 

 

The hand-picked compound High-Level Attention feature had a direct correlation with d’ 
sensitivity which means that the High-Level Attention feature had a direct relationship with 

higher outcomes in both SDT and the CPT, which is also related to higher attention and 

performance over sustained and selective periods. 

 

Body Speed Average 
Age 

B''D (Bias) 

H (Hit rate) 

Mean First Response Time 

Miss % 

Hit Hard % 

Hit Easy % 

Miss Hard % 

Miss Easy % 

 

Participant Age had a direct correlation with mean Body Speed. Meaning that the older 

participants had more body movement (while sat down). This, however, could simply be 

because our youngest participant had less movement as he uses a wheelchair. Participants 

with higher body speed, also had negative bias, meaning that they were more liberal with 

their button presses. This is also shown in the relationship with higher Hit rates and lower 

Miss rates. Participants that had higher body speed (fidgeting values) also had faster response 

times. 
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High-Level Inattention feature 
Age 

H (Hit rate) 

Miss % 

Hit Hard % 

Miss Hard % 

 

Older Participants had higher High-Level Inattention feature values. The High-Level 

Inattention feature had a direct correlation with higher Hit rates and fewer Misses, without 

leading to greater sensitivity d’ values. Meaning that the feature relates to participants taking 

more chances, being more impulsive and having a lower threshold for pressing the button on 

Target or non-Target slides. In conclusion, the High-Level Compound Feature which was 

calculated as the mean of the normalized feature values of body fidgeting, eyes off-screen and 

press count, directly correlated with more impulsive behavior and less calculated button 

presses. In other words, participants with higher High-Level Inattention feature values were 

more liberal in their button presses. 

 

EEG Power AB 
H (Hit rate) 

Mean First Response Time 

Miss % 

Hit Hard % 

Hit Easy % 

Miss Hard % 

Miss Easy % 

 

EEG Power AB is the power spectrum density of the of the α bands over the power spectrum 

density of the β band. These readings were taken from the frontal lobe at locations TP9, AF7, 

FPz, AF8 and TP1. As discussed in the feature extraction section 4.1.1, EEG, this ratio is noted 

to be directly correlated with alertness. In our study this EEG feature (the ratio of the power 

spectrum density of α to β) was directly related to faster response times. Also, very much like 

the HLI, Age, Body Speed Average, ‘P scales Reading’, ‘P scales Maths using and applying’ 

and ‘P scales Computing’, EEG Power AB had a direct correlation with higher Hit rates and 

lower Misses. In other words, participants with greater values in these indexes had a more 

liberal approach to button presses and a lower threshold to when they pressed the button. 

 

Mean Press Count 
Hit Hard % 

 

The more repetitive presses a participant had, the worse they were at discovering Hard Target.  
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Age 
Body Speed Average 

High-Level Inattention feature 

H (Hit rate) 

Max Response Time 

Mean First Response Time 

Hit Hard % 

Hit Easy % 

Hit % 

Miss Hard % 

Miss Easy % 

Miss % 

 

Participant Age had a direct correlation with Body Speed (fidgeting) however as discussed in 

the relationships with Body Speed, this could be the outcome of the youngest participant Mark 

using a wheelchair. Older participants also had faster mean response times. Participant age 

had a direct correlation with Hit rate and lower Misses, however, this did not result in higher 

sensitivity levels, as there was no relationship age and lower False Alarms, so the relationship 

between Age and d’ (sensitivity) wasn’t as strong. This was similar to the relationships of 

High-Level Inattention feature, which shows that the older participants were more liberal 

with their button presses and had a lower threshold (criteria) to when they pressed the button 

on either Target or Imitation slides. This relationship was further reinforced by the direct 

relationship between Age and High-Level Inattention feature. 

 

P scales Mean 
High-Level Attention feature 

d' (D Prime) 

FAR (False Alarm Rate) 

Wrong Commission Hard % 

Wrong Commission Easy % 

Wrong Commission % 

Omission Hard % 

Omission Easy % 

Omission % 

P scales Reading 

 

The mean of participant P scales (participant average progress in learning) is of importance to 

us, as it denotes participant progress through the academic curriculum. Interestingly, despite 

the age of our participants being varied (16, 18, 19 and 19) and age having a significant 

correlation to Hit rate and response times, participant Age does not correlate to participant P 

scales. P scales had a direct correlation to sensitivity levels d’ (D Prime) which is the main 

success outcome of the SDT in the CPT. Meaning that participants that did better in the CPT 

had more intellectual capacity to also perform better in their academic studies. Participants 

with higher P scales were also less likely to be impulsive as their False Alarm Rate was lower, 
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and they were more selective by holding back their responses on non-Target signals for both 

Easy and Hard Targets. This was further strengthened by the correlation between higher P 

scales and higher Correct Omissions for both Easy and Hard Targets. Lastly, participants who 

did better in their ‘P scales Reading’ had a higher average P scale overall. This could be due 

to the nature of ‘reading’ having a role in achievements in other P scale categories.  

 

P scales Speaking 
Max Press Count 

Mean Press Count 

Min Response Time 

 

Participants with less repetitive press counts (less impulsivity) performed better in their ‘P 

scales Speaking’. Participants that also take longer to respond (longer response times) perform 

better in their ‘P scales Speaking’.  

 

P scales Listening 
Omission Hard % 

Eyes Off-Screen 

Eye Scanning 

Eye Dwelling 

High-Level Inattention feature 

 

Participants that had better ‘P scales Listening’ did better at keeping their eyes on the screen, 

they were also better in scanning the screen and focusing on the Targets when they found 

them. Participants with higher ‘P scales Listening’ also had higher average High-Level 

Inattention feature levels, which as discussed in the analysis of High-Level Inattention feature 

relates to being more liberal with and having a lower threshold (criteria) for pressing the 

button. 
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P scales Reading 
P scales Mean 

Omission Easy % 

Hit Easy % 

Miss Easy % 

Speed Left Hand 

EEG Power AB 

High-Level Attention feature 

P scales Maths using and applying 

P scales Computing 

Entropy Head 

Entropy Neck 

Entropy Left Shoulder 

Entropy Right Shoulder 

Entropy Spine 

Entropy Left Hand 

Entropy Right Hand 

 

As discussed in the correlations for P scales, the progress a participant had made in their 

Reading P scales had a direct correlation with their progress in other P scales and in turn, 

improved their academic progress overall. Participants that had advanced further in their ‘P 

scales Reading’ had less Misses on Easy Target. Participants that had advanced further in their 

‘P scales Reading’ also had more Easy Target Hits and fewer Misses. Participants with higher 

‘P scales Reading’ had higher EEG Power AB feature (the ratio of the power spectrum density 

of α to β) values, greater HLA values, and greater range in body movement. This greater body 

range movement however did not result in a higher body speed, but just in greater range in 

body movement. There was also a direct relationship between ‘P scales Reading’ and ‘P scales 

Computing’.   

 

P scales Writing 
Omission Hard % 

 

Participants who had greater progress in their ‘P scales Writing’ were better at not pressing 

the button on Hard Imitation slides, meaning that they were better at determining that the 

Target was not there in a hard to assess non-Target slide. Meaning that they were less 

impulsive; this could be due to the similarity between the skills required in writing and 

distinguishing and differentiating different but similar shapes.  
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P scales Maths Space, Shape, Measure 
Single Press 

Speed Left Hand 

Speed Right Hand 

Entropy Head 

Entropy Neck 

Entropy Left Shoulder 

Entropy Right Shoulder 

Entropy Spine 

Entropy Left Hand 

Entropy Right Hand 

 

Participants that showed greater speed in their hand movements or had a greater range in 

their body movements overall had higher ‘P scales Maths, Space, Shape and Measure’. 

Participants that had greater confident Single Presses (as compared to numerous presses on 

each slide) had progressed further in their ‘P scales Maths, Space, Shape and Measure’. 

 

P scales Maths using and 
applying 

H (Hit rate) 

Mean First Response Time 

Miss % 

Omission Easy % 

Hit Hard % 

Hit Easy % 

Miss Hard % 

Miss Easy % 

EEG Power AB 

Max Response Time 

Mean First Response Time 

Mean Response times  

Hit % 

P scales Reading 

P scales Computing 

 

Just as in the case of Body Speed, High-Level Inattention feature, EEG power AB and Age, 

participants who were more liberal with their button presses (had a lower threshold to when 

they press the button) had progressed further in their ‘P scales Maths using an applying’. 

Participants who had faster Response Times in total, also did better in their ‘P scales for Maths 

using and applying’. This P scale (‘Maths using and applying’) also related directly to ‘P scales 

Reading’ and ‘Computing’. Meaning that the further the participant was in ‘Maths using and 

applying’ the further they also were in ‘Reading’ and ‘Computing’. Despite being more liberal 
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with their button presses, participants that had progressed further in their ‘P scales Maths 

using and applying’, were able to perform better in holding back on Easy Imitation Targets.  

 

P scales Computing 
H (Hit rate) 

Mean First Response Time 

Miss % 

Omission Easy % 

Hit Hard % 

Hit Easy % 

Miss Hard % 

Miss Easy % 

EEG Power AB 

Max Response Time 

Mean First Response Time 

Mean Response times  

Hit % 

P scales Reading 

P scales Maths using and applying 

 

Participants who were more liberal with their button presses (they had a lower threshold or 

criteria) for pressing the button, had progressed further in their ‘P scales Computing’. 

Similarly, participants with a lower button press threshold, had faster Body Speed 

movements, higher High-Level Inattention feature values, higher EEG power AB values and 

were older. Participants that had faster button presses progressed further with their ‘P scales 

Computing’. Despite being more liberal with their button presses, participants that had 

progressed further in their ‘P scales Computing’ were able to perform better in holding back 

on Easy Imitation Targets. There is also a direct correlation between progressing in ‘P scales 

Computing’ and Progressing in ‘P scales Reading’ and ‘P scales Maths using and applying’. 
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 Abstract—Engagement is one of the most important factors in 
determining successful outcomes and deep learning in students. 
Existing approaches to detect student engagement involve periodic 
human observations that are subject to inter-rater reliability. Our 
solution uses real-time multimodal multisensor data labeled by 
objective performance outcomes to infer the engagement of 
students. The study involves four students with a combined 
diagnosis of cerebral palsy and a learning disability who took part 
in a 3-month trial over 59 sessions. Multimodal multisensor data 
were collected while they participated in a continuous performance 
test. Eye gaze, electroencephalogram, body pose, and interaction 
data were used to create a model of student engagement through 
objective labeling from the continuous performance test outcomes. 
In order to achieve this, a type of continuous performance test is 
introduced, the Seek-X type. Nine features were extracted 
including high-level handpicked compound features. Using leave-
one-out cross-validation, a series of different machine learning 
approaches were evaluated. Overall, the random forest 
classification approach achieved the best classification results. 
Using random forest, 93.3% classification for engagement and 
42.9% accuracy for disengagement were achieved. We compared 
these results to outcomes from different models: AdaBoost, 
decision tree, k-Nearest Neighbor, naïve Bayes, neural network, 
and support vector machine. We showed that using a multisensor 
approach achieved higher accuracy than using features from any 
reduced set of sensors. We found that using high-level handpicked 
features can improve the classification accuracy in every sensor 
mode. Our approach is robust to both sensor fallout and occlusions. 
The single most important sensor feature to the classification of 
engagement and distraction was shown to be eye gaze. It has been 
shown that we can accurately predict the level of engagement of 
students with learning disabilities in a real-time approach that is 
not subject to inter-rater reliability, human observation or reliant on 
a single mode of sensor input. This will help teachers design 

interventions for a heterogeneous group of students, where teachers 
cannot possibly attend to each of their individual needs. Our 
approach can be used to identify those with the greatest learning 
challenges so that all students are supported to reach their full 
potential. 

Keywords—Affective computing in education, affect 

detection, continuous performance test, engagement, flow, HCI, 
interaction, learning disabilities, machine learning, multimodal, 
multisensor, physiological sensors, Signal Detection Theory, 
student engagement. 

I. INTRODUCTION 
T is often a challenge to keep children engaged in 
learning activities, especially if the activity requires them 
to retain focus and active participation for a continuous 

period of time. Researchers reported that students with 
learning disabilities do not display any significant attention 
deficiency compared to non-disabled students – these 
students can complete the same activities if given more 
processing time [1]. Despite this outcome, student 
engagement can vary greatly depending on the activity, and 
understanding when the student is engaged, and when they 
are not, is not a straightforward task. 

While research has focused significantly on the ability of 
children with learning difficulties to recognize [2], perceive 
[3] and interpret [4] emotional cues, there is little to no 
research on the recognition of the emotional state of these 
students. The importance of carers being able to interpret the 
emotional cues and states of such students has been 
documented in [5]. It is found that carers made significantly 
more critical and ‘fundamental attribution’ [6] errors in the 
emotional expression of their clients with learning 
disabilities in comparison to their clients without learning 
disabilities. This affects the quality and quantity of their 
client’s treatment [5] and has a negative effect on the 
provisional treatment [7], [8]. Currently, carers rely on their 
expert understanding and personal experience of the 
students to interpret their voices, expressions, and gestures. 
Dependent on the personal experience with a particular 
client, a carers’ internal modeling of the emotional 
expression of that client can vary widely and demonstrate 
inter-rater reliability issues. 

One of the main ways to measure engagement in students 
with special educational needs is to use the Special Schools 
and Academies Trust (SSAT) Engagement Scale [9]. The 
Engagement Profile and Scale is a classroom tool developed 
through SSAT’s research into effective teaching and 
learning for children with complex learning difficulties and 
disabilities. It allows educators to focus on the child’s 
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engagement as a learner and create personalized learning 
pathways [10]. The authors describe seven components of 
engagement namely, awareness, curiosity, investigation, 
discovery, anticipation, persistence, and initiation. Teachers 
assign a score out of four for each component giving a total 
score out of 28. One potential issue with the use of this scale 
is that teachers assign a subjective rating to each component, 
which will be subject to inter-rater variability. 

The scale has been used to assess the impact of new 
technologies in special education – especially in studies 
investigating the suitability of humanoid robots to support 
learning in students with Profound and Multiple Learning 
Disabilities (PMLD). The approach of using an engagement 
scale to create personalized learning pathways has been 
examined by others [11]-[13]. 

One way to overcome the variation in observer inter-rater 
reliability in tracking emotional expression is to introduce a 
reliable indicator of that emotion. In this research, a robust 
methodology for tracking engagement levels of children 
with PMLD or Cerebral Palsy (CP) is proposed using Signal 
Detection Theory (SDT) [14]. The application of this theory 
gives quantifiable information on the improvement of 
deterioration or attention in response to a Continuous 
Performance Test (CPT) specifically adapted to the abilities 
of such students [1], [15]. Performance in this test will 
provide objective labels to train machine learning algorithms 
using sensor data (e.g., on eye gaze and body pose) collected 
whilst the students are interacting with a PC. After obtaining 
a labeled dataset, machine learning models can be applied to 
the data so that in the future new unlabeled data can be 
presented to the model and engagement can be inferred. 

Many traditional interactive systems use devices such as a 
keyboard and mouse and are constructed to emphasize the 
transmission of explicit messages while ignoring implicit 
information about user interaction. The emerging science of 
affective computing can only be accelerated with the 
abundance of sensor data [16], [17] and wearables [18]. 
These multimodal human cues [19]-[21] provide the 
multimodal multisensor data points necessary for enhanced 
emotional modeling. Multimodal multisensor data have been 
instrumental in determining user affective states [19], [22]-
[28] including engagement [29]-[31]. There are a number of 
challenges to develop such a model including understanding 
the relationship between the terms used in educational 
contexts (e.g., ‘flow’ and ‘engagement’), developing 
appropriate CPTs suitable for the abilities of students with 
the most profound learning disabilities, selection of 
appropriate sensors and features derived from these data 
streams from which emotional states can be inferred, finding 
a suitable population of end-users to collect data with to 
train the machine learning algorithms, and finally comparing 
the performance of a range of machine learning methods to 
infer flow and engagement. This paper addresses each of 
these challenges. 

II. ENGAGEMENT, FLOW AND LEARNING 
In education, the use of the term ‘engagement’ is more 

familiar to teachers than flow. D’Mello and Graesser [32] 
see considerable overlap between the two terms: “we 
conceptualize engagement/flow as a state of engagement 
with a task such that concentration is intense, attention is 
focused, and involvement is complete” (p.146). Contrary to 
engagement, the concept of flow is well defined in 
Csíkszentmihályi’s works [33], [34].  One is in flow when 
one is engaged [31], and steady performance has been 
maintained at the comfortable limits of one’s skill 
limitations [35], [36] for the duration of time - making flow 
the optimal psychological state of engagement. This results 
in immersion, concentrated focus and deep learning [37], 
[38]. The relationship between flow and engagement has 
been illustrated in Bianchi-Berthouze’s [31] engagement 
model, a simplified version that has been shown in (1): 
  
𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 → 𝐹𝑙𝑜𝑤	 → 𝐸𝑛𝑔𝑎𝑔𝑒𝑚𝑒𝑛𝑡	 (1) 
 

Performance trend tracking can be used as an indicator of 
flow [36]. This approach has been used in [39]-[41] as a 
model for relating affect (flow/engagement) to user 
performance in a pre-defined activity/task challenge. 

Engagement’s crucial role in learning was recognized by 
Carpenter [41], stating that “Sustainable learning can occur 
only when there is meaningful engagement”. Learner 
engagement in the classroom is the single, most reliable 
indicator of deep learning [36], [42], [43] and learner 
satisfaction [33], [37], [38]. Its role is central to classroom 
performance and the achievement of learning outcomes 
[45]-[48]. For these reasons, flow, a sub-state of 
Engagement [31], [33], [48], is a more suitable measure to 
follow or track the quality of experience; firstly it can be 
objectively monitored, and secondly, through its monitoring, 
engagement is also established. Flow is the optimal state of 
engagement, where engagement meets productivity [37], 
[38]. Maintaining flow in learning is especially significant 
because it is the most reliable indicator for determining 
successful learning [36], [45]-[48]. In the absence of learner 
engagement, deep conceptual learning is also not present 
[47], [49], which is an essential attribute to long-term 
learning and new skill achievement [49]. 

III. CHALLENGES IN UNDERSTANDING ENGAGEMENT IN 
STUDENTS WITH LEARNING DISABILITIES  

Abrams stated [50], "The vast majority of children with 
learning disabilities have some emotional problem 
associated with the learning difficulty.” Generally, however, 
teachers have prioritized the diagnosis and remediation of 
learning disabilities [51]. 

Studies have considered self-reported affect states as the 
ground truth for inter-rater agreement studies [52], [53]. 
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These studies have looked at the level agreement and 
correlation between self-rated affect states and peers, 
clinicians, and long-term partners. The level of correlation 
even though significant between the 40th and 70th percentiles 
[52], [53], still leaves room for improvement. In addition, 
self-rated affect states may carry bias or not be 
representative of the true affect state. Therefore, an 
automated method that would base its ground truth on self-
rated affect states would thus be impacted by such bias and 
unknown reliability factors. The validity of a machine 
learning method based on clinician, or peer-rated affect 
states would inherit even greater bias, reliability, and 
interrater reliability uncertainty, as it is one more level 
separated. Importantly, a machine learning method with 
100% classification accuracy trained with clinician-rated 
affect data would at best achieve around 70% correctness of 
the self-rated affect states. Furthermore, the self-rated affect 
states may themselves have a bias or be unrepresentative. 
This creates a problem for both the clients and care workers 
as it has been shown that observation is not a reliable 
method of determining a person’s mood and affect state [6]. 
This can only be more intensified with PMLD and CP users, 
as their behaviors, body language and voice may not have 
the same cues as mainstream people. Moreover, the levels of 
skill and experience between care workers and teachers vary 
widely, as does their capacity and accuracy of interpretation 
of others’ behaviors. This uncertainty of interpretation and 
inaccuracy in the observation of the affect state of a person 
experiencing PMLD or CP (mood and emotional well-
being) can be detrimental to their quality of life [5], [7], [8]. 
Hence, the well-being of a student with PMLD or CP can be 
improved if their levels of interest and engagement could be 
determined and tracked by more independent and repeatable 
means, such as using technology, and in our case sensors. 
This added interpretation of a student’s state of affect is not 
meant to replace teachers’ or carers’ interpretation, but more 
to augment this judgment. 

Monitoring a person's level of interest and engagement in 
activity allows carers, teachers, and parents to be responsive 
to those levels. In this study, we investigate the ability of 
sensor-based technology to detect and track sustained 
attention in a repetitive demanding activity, with a 
multimodal multisensor platform. This allows us to make 
inferences on the attention level of the student throughout 
the length of this activity through their responses to the 
challenges presented in the repetitive activity. 

An objective approach to the reporting of engagement is 
the use of a standardized test to monitor for indicators of 
flow. We demonstrate the possibility of tracking and then 
modeling body movements, eye gaze, electroencephalogram 
(EEG) and interaction data from students with PMLD and 
CP to estimate their level of engagement, as a good indicator 
of what interests them and positively influences the quality 
of that experience. 

IV.  A PLATFORM TO MEASURE ENGAGEMENT USING 
MULTIMODAL MULTISENSOR DATA FOR PMLD 

A gamified platform is proposed that monitors the 
qualities of flow, namely engagement through performance 
tracking using SDT [14] measures and outcomes. For the 
remainder of the paper, we will refer to this engagement 
tracking platform as ‘the platform’.  

The participant is required to pay continuous attention to 
a computer screen where an interactive game provides them 
with a pre-defined signal detection challenge. The 
participant is in control of the response they give, and 
feedback is given to them regarding the correctness of their 
response to the challenge. This is the basis for Swanson’s 
CPT [15]. The CPT is an integral component of the 
platform, and we have therefore created a version, the 
‘Seek-X’ type. This test has been created to be used 
specifically as an objective tool for engagement tracking 
using the CPT test outcomes to label multisensor data.  

We have named this CPT ‘Seek-X type’ because the 
participant is asked to seek the target image between other 
non-target images acting as a matrix of noise. ‘Type-Seek-
X’ exercises engage eye gaze as a crucial element of 
answering the SDT challenge. The Seek-X type CPT is of 
the non-rare target type, see (2): 

 
 

CPT	test	types = 	9
𝐵𝑦	𝑐ℎ𝑎𝑙𝑙𝑒𝑛𝑔𝑒	 >𝑇𝑦𝑝𝑒 − 𝑋	 ⟶ 𝑆𝑒𝑒𝑘 − 𝑋					

𝑇𝑦𝑝𝑒 − 𝐴𝑋 ⟶ 𝑆𝑒𝑒𝑘 − 𝐴𝑋						

𝐵𝑦	𝑡𝑎𝑟𝑔𝑒𝑡	𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦	 J𝑅𝑎𝑟𝑒															𝑁𝑜𝑛 − 𝑟𝑎𝑟𝑒																	
	 (2) 

 
 
In summary, the period of sustained engagement is 

marked by participants' attention and interest being 
maintained in an interactive interaction. Maintaining 
sustained attention indicates the key foundation for 
recognizing lasting engagement. For this reason, this work 
explores classical methods for attention tracking using a 
neuropsychological test that measures a person's sustained 
and selective attention (the CPT) [15]. The CPT is reported 
to be the most popular measure of sustained attention or 
vigilance—the ability to sustain attentional focus and remain 
alert to stimuli over time [54], [55]. The first attempt to 
objectively evaluate the relationship between maintaining 
attention in students with learning disabilities using CPTs 
was introduced by Swanson in [15], [56] and later expanded 
by Eliason and Richman [1]. Using SDT [14], [15], [58]-
[62], quantifiable objective data on the improvement or 
deterioration of attention are collected and analyzed using 
SDT detailed in [58], [59].  

A. Data Collection 
Four students were recruited for data collection (see 

Participants). They took part in an 11-week long study with 
up to four sessions weekly, depending on participant 
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availability. 
Each session included 48 challenges. Each test lasted 

between 6-32 minutes depending on participant readiness or 
other setting-up challenges. Every session recorded nearly 4 
minutes of data. A total of 59 sessions of the CPT test were 
carried out (average of 15 sessions per participant). A series 
of 48 slides with pauses in between were displayed for each 
participant.  

This CPT test design was based on Rosvald and Mirsky’s 
original paper [61]. Recommended time alterations to the 
experiment length were made to match the shorter length 
activities that students with PMLD are accustomed to at 
school [15]. The CPT test was therefore shortened to about 4 
minutes for our participants, and the whole process takes 
around 15 minutes. This is compared to other research, 
which suggests a 30-minute test for neurotypical participants 
[62]. 

The difficulty of the CPT was also adapted for each 
participant by making the maximum response time (slide 
display time + blank slide display time) shorter or longer or 
by adjusting the image matrix grid size. These times are 
initially 1.8 s and 1 ± 0.1 s, respectively, and are increased 
or decreased depending on participant capacity. These times 
(seen in Table I) were established in a series of pilot tests 
where the aim was to reach close to the 85% rule for 
learning, where the participant makes around 15% mistakes 
and 85% correct responses [35] when in flow. The Seek-X 
type CPT slide timeline is demonstrated in Fig. 1. 

It is important in SDT that the participant can 
demonstrate they understand the difference between the 
target and noise, given enough time. To establish this, the 
game objective was re-introduced to the participants at the 
start of every session using a paper-based mockup to test the 
participants’ understanding of the challenge and validate 
their response.  
 
 

TABLE 1  
CPT SETTINGS ADJUSTED PER PARTICIPANT CAPACITY 

Participant 
alias 

P 
scales 
mean 

Slide display time  
/ Stimulus duration 

(s) 

Blank slide display time 
/ Interstimulus interval 

(s) 
Will 6.93 1.8 1.1 ± 0.1 
Jen 19.45* 1 1.1 ± 0.1 

Mark 3.7 8 2.1 ± 0.1 
Rick 6.76 1.8 1.1 ± 0.1 

*Jen is enrolled in the National Curriculum.  

 
 

 
Fig. 1. Seek-X type CPT slide timeline 

 

B. Experimental platform and the CPT  
 The platform tracks student performance in a repetitive 
game, which rewards them with exciting visual and audio 
feedback when they answer correctly, but ultimately 
fatigues the student by being exhausting over a long period. 
The student is required to pay attention to the game 
dynamic, which challenges them to pay selective and 
sustained attention to the elements on the screen and 
respond appropriately. This induces different states of affect, 
with lower levels of valence, as the game carries on and the 
students’ attention capacity naturally decreases. During this 
game, real-time multimodal multisensor data is collected 
within the experimental platform, which is used later to 
create a machine learning model of flow. The experimental 
platform was developed in MATLAB to collect data from 
various consumer-grade sensor hardware. The experimental 
platform and the relative student position are visualized in 
Fig. 2. 
 The new type of CPT, of type ‘Seek-X’ was designed for 
this study. Each slide has a mixture of three images, 
comprising of the target image, the target imitation and the 
contrast image, as seen in Fig. 3. The target imitation bears a 
close resemblance to the target image (similar colors, 
general shape), however, the contrast image can easily be 
identified. 
 
 



Modeling Engagement with Multimodal Multisensor Data ICACII 2020: 14 International Conference on Affective Computing and Intelligent 
 

 592 

 
Fig. 2. The multimodal multisensor experimental platform with the 

eye gaze, body pose, EEG sensor and the CPT. 
 
 

   
Target image Target imitation 

image 
Contrast image 

Fig. 3. CPT image types 
 
 The ratio of the mixture of the main image to the filler 
image in all slide types is always 9 to 1 or as close as 
possible to this ratio, depending on the grid size and limited 
spaces available. We found that for our test user group a 
grid of 4 x 4 introduced enough difficulty to allow for 
participant responses, without being so easy that the 
participant would not make any mistakes when fatigued.  
 The distribution of the Hard Target (HT) pattern among 
the other random patterns has an occurrence probability of 
50%. The other CPT occurrences are standardized [61] as 
Hard Foul (HF), Easy Target (ET) and Easy Foul (EF). 
These patterns and their corresponding labels are seen in 
Table 2. 
 

TABLE 2  
THE DISTRIBUTION OF PATTERNS IN THE SEEK-X TEST 

Pattern HT HF ET EF 
Distribution 50% 25% 12.5% 12.5% 
CPT label Hard Target: 

Target image 
mixed in with 

imitations 
targets with a 
few contrast 

images. 

Hard Foul: 
Imitation target 

images with 
some contrast 

images. 

Easy Target: 
Target Image 

mixed in 
contrast 

images with 
some imitation 

targets. 

Easy Foul:  
Contrast 

images with 
some 

imitation 
targets. 

 
 The participants were seated in a chair in front of a 20” 

computer monitor, at a controlled distance of 50 cm to 80 
cm from the screen. Each participant was asked to press the 
keyboard spacebar, or a big button if wheelchair-bound, 
whenever they saw the target image on the screen, and not 
to press the button when they did not see the target image on 
the screen. During this activity, participant eye gaze, body 
pose, EEG measurements and button interaction data were 
continuously recorded. 
 The participant was then presented with 48 instances of 
images displayed in a controlled random sequence on the 
screen. Each image was displayed for a stimulus duration 
(slide display time) followed by a blank slide displayed for 
an interstimulus interval.  
 Real-time eye gaze position using Tobii EyeX [63], body 
pose data using Kinect v2, EEG data from the Muse 
headband [64] and interaction data from the USB button is 
recorded in MATLAB [65]. The Muse EEG headband 
streams 16-bit voltage data in microvolt (µV) units at 500 
Hz, which is equal or comparable to medical-grade EEG 
specifications [66]. The Tobii EyeX eye gaze tracking 
controller [67] uses near-infrared light to track the eye 
movements and gaze point of a student [68]. It works in 
variable light conditions and allows for student head 
movement while maintaining accuracy, which is crucial for 
our target user group. It has a frequency of 70 Hz and uses 
backlight assisted near-infrared (NIR 850 nm + red light 
(650 nm)) to achieve a 95% tracking population [69]. The 
Kinect 2 sensor [70] is a motion-sensing peripheral for body 
tracking. Using structured light and machine learning it can 
infer body position [70]. Kinect 2 is reported with an 
average depth accuracy of under 2 mm in the central 
viewing angle and increases to 2-4 mm in the range of up to 
3.5 mm [71]. The furthest distance captured by Kinect 2 is 
4.5 mm, where the average error typically increases beyond 
4 mm. The experimental platform was designed to replicate 
the majority of the CPT test variations reported in relevant 
studies [1], [15], [61], [72]–[76]. The features extracted 
from these sensor data streams are described under feature 
extraction. 
 

C. Participants 
 Four participants with PMLD were recruited to collect 
labeled sensor data whilst using the gamified platform. 
These four participants have a wide range of abilities, from 
extreme mobility restrictions to moderate learning 
disabilities. Our four participants are given pseudonyms, 
referred to in this paper as Will, Jen, Mark, and Rick.  
 The four participants are made up of three boys, and one 
girl, aged 16 to 19 years. Information leaflets were sent to 
the special educational needs school from which they were 
recruited to inform staff and parents about the project.  
 Students were selected based on their performance in 
scales, which represent a set of descriptions used to record 
and assess the progress of children who have special 
educational needs (P-scales) [77], [78] (see TABLE 1). 
Permission for the study was given by Nottingham Trent 



ICACII 2020: 14 International Conference on Affective Computing and Intelligent 
 

Taheri et al. 

 

593 

University’s ethics committee. The user characteristics of 
each participant are now described in detail. 
 Will is 18 years old, has a diagnosis of global 
development delay (GDD) and learning disability. These 
impact on his speech, language, and social interaction with 
others. This means his ability to concentrate on a single 
activity for an extended period is limited, which in turn, 
limits his sustained attention. His body mobility is not 
restricted, however slightly imprecise. His speech sounds 
imprecise and is limited in the selection of words. His 
capability in conducting particular tasks in quick succession 
is good; however, he struggles to maintain sustained 
attention.  
 Jen is 19 and has a rare form of epilepsy. She is one of 
the more capable students at the school; she is very 
cooperative and shows an interest in being involved in the 
study. She also talks about music and theater and has 
interests in fashion and celebrities. 
 Rick is 19 and has a global delay, a rare form of epilepsy 
and a severe learning difficulty. Rick has problems 
processing information and communication. His attention is 
usually committed to a single concept (an activity, a 
memory, a sound). He is incredibly reliant on routine, and 
he will try to avoid any disruptions to it. He enjoys loud 
motor sounds, power tools, and garden work. He often 
reflects on activities he has done in the past or will do in the 
future with single words or short phrases. His mobility is not 
constrained but is delayed and processing time needs to be 
allowed for any responses. Physical objects and sounds help 
him associate with new concepts. 
 Mark is 16 years old and has myotonic dystrophy; this 
makes his muscles very weak. Myotonic dystrophy is a 
progressive and life-limiting condition. Mark uses a 
wheelchair and is at risk of chest infections and sudden heart 
failure. He uses a specialized CP wheelchair for body 
support and transportation. The wheelchair supports his 
body frame and keeps him upright and secure with a safety 
belt. His head is rested against his right ear on a padded 
headrest. His mobility disability is extreme; however, he has 
some imprecise movement in his neck and arms. At the 
school, he uses both eye gaze technology and switches to 
interact with computer interfaces. Mark uses his voice to 
communicate; he likes sharing his sense of humor, he laughs 
when things go wrong, and makes the sound ‘uh-oh’ to 
signal mistakes. He enjoys making choices and can become 
frustrated when he is not offered choices. Mark likes 
interacting with computers, however, shows sensitivity to 
anything resting on his forehead like the EEG headband. 
Because of his CP, he required a member of staff to be 
present during the study. Mark shows a definite progression 
with communication and is now very accepting of and 
participating in a wider variety of activities, events, and 
opportunities in school. 
 

D. Feature extraction 
 Brain-Computer Interfaces (BCIs) represent a novel 

mode of communication that has been used in emotional 
classification [79], and cognitive aware applications [80]. 
BCIs are also considered unique in augmentative and 
alternative communication (AAC) as they do not require 
physical movement from a user. This makes BCIs a suitable 
AAC method for people with Severe Speech and Physical 
Impairments (SSPI) [81], or CP [82]–[85] who do not have 
access to conventional means of communication including 
speech and typing [84]. 
 The quality of a BCI — to offer a direct mode of 
information from the brain — makes it especially ideal as an 
element in potential real-time affective user state detection 
[86], computer interaction for rehabilitation [87] and in 
brain multimedia interaction [88]. A BCI can also be a 
complementary source of information towards multimodal 
interaction systems as well, used in conjunction with other 
modalities such as gesture, facial expressions, gaze and 
body posture [89]–[91]. 
 EEG frequency has been used as a feature to determine 
the active brain state [92]–[94]. In this study, five channels 
of EEG data are recorded, TP9, AF7, FPz, AF8 and TP10 
[95] at a frequency of 500 Hz. EEG Kalman filtering has 
been shown to be useful in removing EMG induced artifacts 
[96]–[102]. A robust Adaptive Autoregressive (AAR) model 
with an order of six detailed in [102] was used. The AAR 
model estimate of the EEG Kalman filter was utilized to 
reduce the impact of Electromyography (EMG) spikes from 
body movement, eye blinks and other facial muscle 
movements. These EMG spikes are isolated in a few 
samples, which makes the data ideal for AAR Kalman 
filtering. In Fig. 4, we see that it has removed the EMG 
artifact that can be seen between samples points A and B, 
enhanced the EEG spikes, and revealed an EEG peak 
between C and D.  
 By using an AAR Kalman filter on the data, we estimate 
the EEG wave during the EMG incident artifacts using 
surrounding neighboring EEG samples and correct those 
affected samples. This is done by evaluating a moving set of 
samples and checking for EMG contamination. The 
contamination is then removed by estimating a normal rate 
of progression for the signal to reach from point A to point 
B using a sliding window for the length of the recording. 
 Studies show [103]–[106] that the EEG beta rhythm (14–
30 Hz) is activated when the brain is in a state of arousal. In 
other EEG studies, mental fatigue related features are 
associated with decreased alpha band (8-13 Hz) power at 
one or more parietal locations (e.g., P7 and P8). Ning-Han 
Liu et al. [107] connected these two factors in their study 
and showed that alertness can be measured by the signal 
power of α divided by the signal power of β. Timothy 
McMahan et al. [108] also demonstrated that the ratio is 
related to arousal.  
 Using the signal power of α divided by the signal power 
of β as the EEG feature, the EEG recordings are labeled 
with the CPT outcomes. A Butterworth bandpass filter was 
employed to extract the frequency response of the α and β 
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bands from the EEG signal as demonstrated in [109]. 
Discrete Fourier Transform (DFT) was used to calculate the 
Power Spectral Density (PSD) of the α and β time series.  
 DFT periodogram methods for estimating the spectrum 
power density are prone to variation [110]. Periodogram 
estimate variation is correlated to the square of the value of 
the spectrum itself. Welch’s method reduces this variance by 
averaging independent periodogram estimates. Each Welch 
window covers 50% of the next, which results in the 
smoothed-out average of independent periodogram spectrum 
estimations. We use a Hamming window as it produces the 
least amount of overshoot δPQRRSTU < δPQTT < δWQXYZ[YY 
[110] with the most accurate results for EEG data [109], 
[111].  
 A Hamming window of M = 100 samples was chosen 
with a 50% overlap, and since the EEG frequency is 500 Hz, 
this Hamming window is equivalent to 200 ms of data. To 
help illustrate, an average data interval length is 2.3 seconds 
long and would have 2300 ÷ 200 × 2 = 23 overlapping 
Hamming windows. Let {𝑥𝑑(𝑛)} be the sequence, 𝑑 =
1, 2, 3⋯𝐿 signal intervals and 𝑀 the interval length. 
Welch’s method to estimate the power spectrum discrete 
time sequence is shown in (3). Where 𝑈 is the normalization 
factor (4) and the Hamming window calculation is shown in 
(5). Using the Welch method, the ratio of the alpha band 
power 𝑓m to the beta band power 𝑓n	can is simplified as (6).  
 
 
Welch Method: 
�̂�𝑑(𝑓) = p

qr
	s∑ 𝑥𝑑(𝑛)𝑤(𝑛)𝑒uvwxyqup

z{| sw (3) 
 
 
𝑈 is the normalization factor for Welch Method: 
 
𝑈 = p

q
∑ |𝑤(𝑛)|qup
z{|  (4) 

 
 
Hamming window: 
 

𝑤[𝑛] = 	�0.54 − 0.46 cos �
wxz
q
� , 0 ≤ 𝑛 ≤ 𝑀,

0																																											𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
 (5) 

 
 
The EEG Alertness feature: 
 
Alertness = ���(y�)

���(y�)
 (6) 

 
 

 
Fig. 4. AAR Kalman filtering reduces EMG noise and enhances 

EEG spikes 
 
 Body pose can be one of the strongest communication 
channels [112]. Body pose is acquired through the Kinect 
v2.0 SDK [70], which will provide joint tracking data at 30 
Hz. Tracking of the head, neck, mid-spine, right and left 
shoulders and left and right hands are recorded. Lower joints 
are not included as occlusion from the table as part of the 
platform prevents such recordings. Studies have shown that 
body posture and gesture can communicate affective 
modalities and also specific emotional categories [27]. They 
have also been indicators of a firm or weak correlation of 
engagement during Human-Computer Interaction in 
gameplay [31]. In this study, the student is positioned in 
front of a computer system and is challenged to press a 
button when they identify the target. This type of interaction 
setup restricts the range of body movements and gestures a 
student can engage in. Numerous studies [113]–[118] have 
investigated the importance of body fidgeting in detecting 
attention for students with PMLD. Fidgeting is an indicator 
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of the onset of attention loss, boredom and engagement 
deterioration [116], [122]-[125]. We calculate rapid body 
movement from body pose to assess fidgeting levels. The 
equation to extract this feature is seen in (7). Where ∆𝑑v is 
the displacement vector of joint 𝑗 out of 𝑁 joints and ∆𝑡 is 
the time passing between the displacement samples.  
 

Body fidgeting = p
�
∑ s∆��s

∆�
�
v{p  (7) 

 
 Eye gaze data is recorded at 70 Hz. This data includes 
Cartesian information regarding the eye gaze location 
relative to the bottom left corner of the screen. We track 
gaze, which is both on and off-screen. The combination of 
off-screen gaze tracking and eye detection provides 
information on when the user turns their head away from the 
screen. Three features were extracted from the eye gaze 
data: ‘eye scanning’, ‘eye dwelling’ and ‘eyes off-screen’. 
These features are commonly used in eye gaze technologies 
to understand attention, interest and engagement [123], 
[124].  
 Scanning represents the eye gaze behavior of when the 
gaze tracks across more than one image element. The 
scanning feature is calculated in (8) and represents the sum 
of the inverse distance from the center of each element. 
Where 𝑟�z is that distance; from the eye gaze location to the 
center of image 𝑖 out of 𝐼 = 16 total image elements, for 
sample n, out of 𝑁 total discrete sensor samples. This is 
demonstrated in Fig. 5.  
 
Scanning = ∑ ∑ p

���
�
�{p

�
z{p  (8) 

 
 Dwelling represents the eye gaze behavior of when the 
gaze stays relatively in the same position for a duration of 
time. This behavior is independently calculated from the 
location of image elements on the screen. The dwelling 
feature is calculated in (9), which is the sum of the inverse 
distance from each eye gaze position to the next. Where 𝑛 is 
the sample number out of 𝑁 total discrete sensor samples, 
and ∆𝑑 is the distance the eyes have  moved  since  the  
previous sample,  as  demonstrated  in Fig. 6.   
 
Dwelling = ∑ p

∆��
�
z{p  (9) 

 

 
Fig. 5. Scanning calculation 

with respect to the active 
elements on the screen 

 
Fig. 6. Dwelling calculation 

independent of active elements 
on the screen 

 

 The third feature extracted from the eye gaze data is 
‘eyes off screen’. This continuous but binary feature 
determines if the participant is looking within the screen 
area, regardless of whether there was a slide or blank slide 
on the display. This feature is calculated as in (10).  
 

Eyes	off	screen = 	 >1					𝑒𝑦𝑒𝑠	𝑜𝑓𝑓	𝑠𝑐𝑟𝑒𝑒𝑛0					𝑒𝑦𝑒𝑠	𝑜𝑛	𝑠𝑐𝑟𝑒𝑒𝑛			 (10) 

 
  Interaction data features were extracted from the 
participants’ behavior activating a button press. The type of 
pressing, including quick presses or repetitive presses, was 
recorded as were other sensor data with a view to behavior, 
not just input, but as an independent sensor mode. This 
makes our approach unique as the input device is considered 
not only as an objective indicator of attention but also as a 
separate mode of interaction. We remain impartial to which 
slide is displayed and only consider the interaction behavior. 
How the button is pressed, specifically how fast the button is 
pressed, and how many times it is pressed is of interest. 
From button presses, we extract two features: single fast 
button presses and repetitive button presses. Single fast 
button presses are calculated using the formula described in 
(11), with the caveat that they are only calculated if the 
participant presses the button once and only once during the 
response time duration. In other instances, the value for this 
feature is zero. Maximum press count is the second feature 
extracted from the button press data shown in (12). This 
value is calculated for only the allowed response time 
interval and is zero when the button is not pressed.  
 
Single fast press = p

�� �¡z �	��¢�
 (11) 

 
 
Max press count = total	press	attempts (12) 

 
High-Level Compound Features (HLCF) were created to 

create a higher dimensionality in the feature space as 
described in the Mudra multimodal framework [125]. The 
first feature is a compound feature, which is simply a 
normalized mean of the features that traditionally serve 
indicators of attention. The High-level Attention feature is 
calculated as the mean of the normalized features of single 
fast presses, eye dwelling, eye scanning and EEG alertness, 
which are seen in (13).  

 
HLA =	p

¦
(𝑛𝑜𝑟𝑚. 𝑆𝑖𝑛𝑔𝑙𝑒	𝑓𝑎𝑠𝑡	𝑝𝑟𝑒𝑠𝑠 + 	𝑛𝑜𝑟𝑚.𝐷𝑤𝑒𝑙𝑙𝑖𝑛𝑔 +

	𝑛𝑜𝑟𝑚. 𝑆𝑐𝑎𝑛𝑛𝑖𝑛𝑔 + 𝑛𝑜𝑟𝑚. 𝐴𝑙𝑒𝑟𝑡𝑛𝑒𝑠𝑠) (13) 
 
 
High-level Distraction feature is calculated as the mean of 
normalized features of body fidgeting, eyes off-screen and 
press count as seen in (14). 
 
HLD =	p

©
(𝑛𝑜𝑟𝑚.𝐵𝑜𝑑𝑦	𝑓𝑖𝑑𝑔𝑒𝑡𝑖𝑛𝑔 + 𝑛𝑜𝑟𝑚. 𝐸𝑦𝑒𝑠	𝑜𝑓𝑓	𝑠𝑐𝑟𝑒𝑒𝑛	 +
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𝑛𝑜𝑟𝑚.𝑀𝑎𝑥	𝑝𝑟𝑒𝑠𝑠	𝑐𝑜𝑢𝑛𝑡) 
 (14) 

V. EXPERIMENTAL RESULTS 

A. Labelling and data fusion 
  The CPT provides an objective means of labeling the 
multimodal sensor data. The CPT outcome measures 
(correct commissions/Hits, False Alarms (FA), correct 
omissions and misses) are objective outcomes of the 
participant’s attention and engagement with the game. 
Without these labels, there would be no objective measure 
or automated way of performing a supervised learning 
method on the data. An overview of how the data streams 
are collected and labeled against CPT outcome measures is 
shown in Fig. 7. Each slide from the moment it is displayed 
until the moment of the first button press, or until the 
moment of a new slide being shown (in case of no press), 
represents a sample of data. Overall, there were 2615 
samples collected from the 59 sessions of data collection. 
The data from all four participants was collated together. 
 

B. Machine learning results 
 A robust cross-validation method ensures that the results 
are not subject to overfitting. Leave-one-out [126] 
classification is a state of the art cross-validation 
methodology and is widely accepted not to be susceptible to 
overfitting. We show (regardless of the classification 
method), that there is a relationship between affective state 
and the multimodal multisensor data features. In this study, 
2615 frames, over the length of 59 sessions, were collected 
and classified into two categories (engaged and disengaged) 
using nine features (7 low-level and 2 high-level compound 
features). The aim of classification is to determine the 
affective state by predicting the CPT outcome. With two 
classes, the random classifier classification accuracy to beat 
is 50%. The overall approach used to evaluate the fit of the 
different architectures was leave-one-out cross-validation. 
Impartial scoring metrics were used to competitively 
compare the performance of the machine learning 
architectures as these methods normalize across categories 
(and are suitable for imbalanced datasets). The evaluation 
parameters used for determining the comparative 
performance of the machine learning architectures were 
Area Under the ROC Curve (AUC), Negative Log-
likelihood and Kappa. The software used to create this 
architecture is Python 3.7 and two high-performance 
computers, which ran in parallel over several weeks. The 
two PCs were both equipped with Intel i7-7700HQ 2.80 
GHz CPUs, and 16 GB of DDR4 RAM. The CPU was 
benchmarked at 82 Gigaflops, with 15 GB/s memory 
transfer rate and 1 GB/s SSD disk transfer rate. 
 

 
Fig. 7. Multimodal fusion diagram shows the temporal connectivity 

between the samples and multi-level feature fusion 
  
 The summary of results is shown in Table 3. Overall, the 
random forest classification approach achieved the best 
classification results in all modes of data. This was both 
when including high-level features, or when only using a 
sub-set of the data modes. This finding is supported by other 
studies [127], which suggests that random forest provides 
consistent pairwise similarity, crucial for multimodal data. 
Pairwise-similarity facilitates the combination of features, 
adding higher dimensionality to the feature space whilst 
being less sensitive to data sample size [128]. The best 
method, random forest used both high- and low-level 
features and achieved 93.3% classification for flow and a 
42.9% accuracy for non-flow. The random forest method 
incorporated 100 trees and all nine features were included at 
each of the 255 nodes, with 128 leaves in total. AdaBoost, 
(another ensemble method), outperformed random forest for 
the single modality feature classification. However, in every 
example, using any machine learning method, multimodal 
data features delivered significantly better classification 
results than any single modality.  
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 When compared to the second-best classification 
method, random forest outperforms neural network on the 
classification of non-flow classes with a margin of 16.5% 
and has an 11.7% better coverage in AUC (see Table 3). 
Besides neural networks, other machine learning methods 
were also assessed; AdaBoost, decision tree, k-Nearest 
Neighbor, naïve Bayes, and support vector machine, 
however, all had inferior performance when compared to 
random forest. 
 Including the two high-level [125] handpicked features 
(HLA and HLD) in the feature space, improved the 
classification in every sensor combination, and every 

machine learning methodology. In the random forest model 
including HLCF increased the AUC by 1.5% more 
coverage, and the classification of True Positives (TP) by 
0.9%, and True Negatives by 2.8%. On average, if only two 
modes of sensor input were available, including interaction 
data improves the outcome of AUC coverage by 16.8%, 
compared to any other two modes of data, making 
interaction data the single most important secondary feature. 
The single most important mode of data on its own however 
is eye gaze, with 3.2% better AUC coverage compared to 
interaction data.  
 The system developed using these machine learning 
models would not be affected by both sensor fallout and 
occlusions. At best (all high- and low-level features using 
random forest) 80.3% AUC coverage is achieved. Using a 
sub-set of three sensor modes 78.1%-73% AUC coverage is 
achieved, whilst with a subset of two sensor modes 

(including interaction) 76.5%-69.2% AUC coverage is 
achieved. Using a subset of two sensor modes (not including 
interaction) 70.8%-61.0% AUC coverage is achieved, and 
with only a single mode of sensor data between 63.7%-
48.8% AUC coverage is achieved.  
 

VI. CONCLUSIONS 
 An approach to labeling multimodal sensor data to train 
machine-learning algorithms to infer the engagement and 
flow of students with profound and multiple disabilities has 
been presented. We posit that this approach can overcome 

the variation in observer inter-rater reliability when using 
standardized scales in tracking the emotional expression of 
students with such profound disabilities. The accuracy of 
our approach increases with multiple modes of sensor input, 
and our method is robust to sensor occlusion and fall-out. 
Multiple sources of sensor input are provided, to 
accommodate a wide variety of users and their needs. Our 
model can reliably track the flow of students with profound 
disabilities, regardless of the sensors available. A system 
incorporating this model can help teachers design 
personalized interventions for a very heterogeneous group of 
students, where teachers cannot possibly attend to each of 
their individual needs. This approach could be used to 
identify those with the greatest learning challenges, to 
guarantee that all students are supported to reach their full 
potential. 
 This research was conducted as part of a Ph.D. program 

TABLE 3 
BEST CLASSIFICATION RESULTS ACHIEVED WITH RANDOM FOREST USING MULTI-LEVEL FEATURE FUSION 

Features Best 
Classification 
Method Found 

Negative log likelihood 
for Flow 

(Less is better) 

Negative log likelihood 
for Non-Flow 
(Less is better) 

Kappa AUC TP TN F1 Precision Recall 

All features Random Forest 0.1377 1.0149 0.418 0.803 93.8% 42.9% 0.819 0.817 0.833 
Low-Level 0.1440 0.9753 0.374 0.788 92.9% 40.1% 0.806 0.802 0.820 
High-Level 0.1250 0.9547 0.237 0.686 93.1% 26.4% 0.768 0.762 0.794 
All features Neural Network 0.1237 0.8191 0.300 0.773 93.6% 31.5% 0.786 0.783 0.808 
Low-Level 0.1203 0.7910 0.273 0.767 95.3% 26.4% 0.781 0.783 0.811 
All features AdaBoost 0.2775 2.1803 0.388 0.794 93.3% 40.7% 0.810 0.807 0.824 
Low-Level 0.2756 2.0422 0.335 0.765 90.7% 39.7% 0.791 0.785 0.802 
All features Naïve Bays 0.1341 0.7574 0.233 0.712 91.3% 28.7% 0.764 0.755 0.784 
Low-Level 0.1097 0.7463 0.095 0.728 98.0% 8.50% 0.732 0.748 0.796 
All features k-NN 0.1105 1.4139 0.207 0.746 96.4% 19.2% 0.763 0.771 0.804 
Low-Level 0.1115 1.5077 0.169 0.730 96.5% 15.9% 0.752 0.760 0.799 
All features Tree 0.2545 1.6061 0.309 0.706 89.9% 38.4% 0.782 0.776 0.793 
Low-Level 0.1157 1.6414 0.258 0.686 89.4% 34.0% 0.767 0.760 0.780 
All features SVM 0.1107 0.6620 0.086 0.454 76.2% 33.2% 0.686 0.701 0.673 
Low-Level 0.1026 0.6750 0.059 0.467 72.7% 34.0% 0.667 0.693 0.647 

   

Eye + EEG + Inter. Random Forest 0.1429 1.0202 0.349 0.765 92.4% 38.4% 0.793 0.793 0.812 
Eye + Body + Inter. Random Forest 0.1433 1.0784 0.371 0.781 91.6% 41.9% 0.803 0.798 0.814 
EEG + Body + Inter. Random Forest 0.1619 1.5544 0.318 0.730 91.9% 36.0% 0.788 0.783 0.804 

   

Eye + EEG Random Forest 0.1335 0.7164 0.277 0.679 95.0% 27.1% 0.781 0.783 0.810 
Eye + Body Random Forest 0.1619 1.5544 0.318 0.708 93.7% 27.9% 0.776 0.772 0.801 
EEG + Body AdaBoost 0.4902 2.2224 0.122 0.610 84.2% 27.4% 0.719 0.713 0.725 

   

Eye + Inter. Random Forest 0.1380 1.1820 0.308 0.765 93.6% 32.2% 0.788 0.785 0.810 
Body + Inter. AdaBoost 0.2579 2.0817 0.327 0.692 83.5% 52.1% 0.776 0.783 0.770 
EEG + Inter. AdaBoost 0.3002 2.0323 0.246 0.708 85.7% 38.3% 0.756 0.753 0.759 

   

EEG AdaBoost 0.2821 0.8682 0.100 0.559 84.6% 24.8% 0.714 0.706 0.723 
Eye gaze AdaBoost 0.2646 1.3051 0.255 0.637 89.2% 34.0 % 0.766 0.758 0.778 

Body AdaBoost 0.3091 1.0059 0.003 0.488 93.2% 7.10% 0.702 0.674 0.754 
Interaction AdaBoost 0.2491 0.6092 0.035 0.605 95.8% 6.70% 0.713 0.694 0.774 

           

All Features Constant Classifier 0.1004 0.6854 0.000 0.000 100% 0.00% 0.702 0.630 0.794 
Low-Level 
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of research at Nottingham Trent University (NTU) and has 
been adopted as part of the Erasmus+ KA201 Pathway+ 
project to determine the affective state of students with mild 
and moderate learning disabilities (2017-1-UK01-KA201-
036761) [129]. 
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ABSTRACT 
There are different types of the Continuous Performance Test 
(CPT) that are used to track vigilance and inhibition. In this work, 
we introduce a new type of CPT, the Seek-X, coupled with a novel 
Multimodal Multisensor tracking platform to investigate the 
relationships between the academic progress of students with a 
range of learning disabilities, and the outcomes of these types of 
tests (such as the number of errors they make, and reaction times 
in spotting the ‘target’ signal). Four students with moderate and 
severe intellectual disabilities participated in a ‘Seek-X’ Type CPT 
in which their eye gaze, EEG, body pose, and interaction data were 
collected using a range of sensors whilst performing the test. The 
study took place over 13 weeks, including 59 sessions from which 
2615 data samples were collected. Overall classification results 
using a random forest model, with both high- and low-level 
features using person-specific data, achieved 84.8% classification 
for ‘attention’ and 65.4% classification for ‘inattention’. In order to 
investigate the suitability of the CPT to label this data to infer 
selective and sustained attention, we investigated the cross-
correlation between 55 data points and 2475 separate correlation 
assessments. Correlations between the Multimodal Multisensor 
data, outcomes from the CPT, and participant academic 
performance using ‘P scale’ were assessed longitudinally, and 
significant correlations were found. Importantly, a strong positive 
correlation was found between participant ability to sustain 
attention (higher 𝑑") and their academic performance (p < .01). 
Participants who were less impulsive and displayed greater 
inhibition had greater academic performance (p < .01). 
Participants that displayed eye gaze scanning or eye dwelling 
behavior more often progressed further in their ‘Reading’ and 
‘Listening’ scales (p < = .05). Even though previous studies present 
conflicting evidence regarding the independence of bias and 
sensitivity, we conclude that they are independent. A high-level 
compound feature ‘Attention’ was shown to have a direct 

correlation with participant attention. Our results show that the 
‘Seek-X’ Type CPT can be utilized to assess and monitor 
participant performance, and also to help understand the specific 
challenges that students with severe and complex disabilities face, 
including physiological and cognitive impairments that may 
hinder their academic performance. Given the range of the 
correlations found, we propose that the ‘Seek-X’ Type CPT is a 
novel and accurate method of labeling Multimodal Multisensor 
data to automatically infer the attention state of students with 
moderate and severe intellectual disabilities that can subsequently 
be used to personalize their learning experiences. 
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1 Introduction 
Numerous research studies use the objective outcomes of the 
Continuous Performance Test (CPT) to understand the 
characteristics of participants with learning disabilities [1], [2], 
[11], [12], [3]–[10]. Little work has been carried out to establish 
the relationships between CPT outcomes and participant 
physiological data or academic performance demonstrated by 
students in academic subjects. 
 
The CPT was first introduced by Swanson as a standardization of 
the Signal Detection Theory (SDT) in the ’80s [4], [7] to objectively 
study vigilance and sustained and selective attention in children 
with learning disabilities. Swanson’s CPT [7] is reported to be the 
most popular measure of sustained attention or vigilance—the 
ability to sustain attentional focus and remain alert to stimuli over 
time [13], [14]. 
 
CPTs provide objective [15]–[17] outcomes of sustained and 
selective attention [18]–[23] and have been positively related to 
academic performance [15], [24]. Others have used the concept of 
continuous performance monitoring of game outcomes as a 
method to infer affect state [25]–[28], in combination with the 
Zone of Proximal Flow (ZPF) theory [27]. The CPT has also been 
used in combination with body pose and head tracking data to 
track attention [16], and used to label multimodal sensory data 
with objective attention labels [17].  
 
Many studies relate flow, a closely related affect state of 
engagement, to greater learning outcomes [29]. One is in flow 
when one is engaged [30] and steady performance has been 
maintained at the comfortable limits of one’s skill limitations [28]. 
Maintaining flow in learning is especially significant because it is 
the most reliable indicator for determining successful learning 
[36], [45]-[48]. This results in immersion, concentrated focus, and 
deep learning [35], [36]. Flow is central to classroom performance 
and the achievement of learning outcomes [45]-[48], which is 
closely linked with attention [28], [30], [37], [38]. During flow, 
attention is completely absorbed in the task at hand, and the 
person’s performance is maximized [29]. The ability to sustain 
attention often coincides with inhibition [29], [35], [36], [39], [40], 
which increases performance [29], [40]. Therefore, one can infer 
flow by tracking peak-performance in a pre-defined activity/task 
with a known challenge. This has been validated in a number of 
studies [25], [27], [28], [31], [33], [41]–[44]. For example, flow is 
positively related to artistic and scientific creativity [45], [46], 
effective teaching [35], learning [47] and peak performance in 
sports [48], [49]. This positive relationship between flow and 
academic performance has been demonstrated in a number of 
studies in a school setting where students achieved a higher grade 
point average (GPA) [29], [47], [49], [50]. 
 
Flow tends to occur when there is a balance between perceived 
challenges [29], [51] and perceived skills, otherwise known as the 
concept of "optimal arousal" [26]–[28], [52], [53]. When perceived 
challenges and skills are balanced, attention is completely 

invested [29]. This balance is inherently fragile; if challenge 
gradually exceeds skill, one typically becomes anxious or 
frustrated [54]; if skill begins to exceed challenge, one relaxes and 
then becomes bored [27]–[29]. This represents a push-pull 
dynamic. The equilibrium of skill and challenge is also 
represented in the Zone of Proximal Flow (ZPF) theory [27], [28]. 
We adapt and modify the engagement diagram from Chen et al. 
[55] and Bianchi-Berthouze et al. [30] in Figure 1, with a focus on 
learning challenge and learner skill, using the definitions of 
performance, attention and flow from the works of 
Csíkszentmihályi [29], [56], [57] and the ZPF theory [27], [28]. 
 

 
Figure 1. Visualization of the relationship between 
performance, attention and flow using the Zone of 
Proximal Flow theory [27], and definitions from 

Csíkszentmihályi theory of flow [29] 
 
To understand the relationships between Multimodal Multisensor 
(MM) data (e.g., eye gaze, body pose, interaction data, etc.) and 
SDT/CPT outcomes and participant physiological characteristics 
(e.g., fidgeting, eye scanning, eye dwelling, etc.) we propose a 
platform that facilitates the tracking of these measures. An MM 
platform incorporating a new type of CPT the Seek-X type is 
proposed. MM data is collected and labeled using SDT from a CPT. 
Features from the data are used in a machine learning model to 
classify participant moment-to-moment attention state. 
 
In this study, we explore the relationships between participant 
physiological data and their performance in a range of academic 
subjects. We also assess prior assumptions regarding the 
attentional capacity of students with learning disabilities, their 
inhibition, and bias. We investigate the potential of using a new 
type of CPT, adapted to suit the needs of students with moderate 
and severe intellectual disabilities, in conjunction with MM data 
to help understand the capacity of these students to demonstrate 
performance against a common range of descriptors in academic 
subjects (including English, Maths, and Computing). The 
correlations found in our data help present a case for using our 
new form of the CPT as an outcome measure in research, and as 
a valid method for labeling MM data to automatically infer 
attention, and its relationship to performance and flow. 

2 Methodology 
Four students were recruited for data collection, see Participants 
(section 3). They took part in an 11-week study with up to four 
sessions weekly. Each session included 48 challenges. Each test 
lasted between 6-32 minutes depending on participant readiness 
or other setting-up challenges. Every session recorded nearly 4 
minutes of data. A total of 59 sessions of the CPT were carried out 
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(an average of 15 sessions per participant). A series of 48 slides 
with pauses in between were displayed for each participant. A 
total of 2615 SDT signal challenges were presented to the 
participants. Despite the participant count being low, and 
recognizing the challenges setting up experiments of this nature 
(collecting data from multiple data sensors from participants with 
moderate and severe intellectual disabilities), we still achieved 
statistical significance using repetition. Swanson’s study collected 
2240 SDT signal challenges from participants with learning 
disabilities [7], Goldberg et al. collected a total of 240 SDT signal 
samples [58]. Our study with 2615 SDT samples falls within the 
norms of these prior studies. 

2.1 Experimental platform 
This CPT design was based on Rosvald and Mirsky’s original 
research [59]. Time alterations to the experiment length were 
made to match the shorter length activities that students with 
moderate and severe intellectual disabilities are accustomed to at 
school [7]. An image of the platform in its early developmental 
stages can be seen in Figure 2. A new type of CPT, the ‘Seek-X 
Type’ is developed. Data points from the CPT are extracted, such 
as the qualities of the participant interaction behavior (e.g., 
Response Time, Press Count, and Single presses) and include mean, 
maximum, and minimums of these CPT attributes. 
 
Each participant was asked to press a button, whenever they saw 
the target image on the screen, and not to press the button when 
they did not see the target image on the screen (see Figure 2). 
During this activity, participant eye gaze, body pose, 
electroencephalogram (EEG) measurements, and button 
interaction data were continuously recorded in real-time. The MM 
data is later used to create a machine learning model of flow using 
a random forest classifier. The experimental platform and the 
relative student position are visualized in Figure 3. 
 
Real-time eye gaze position using Tobii EyeX [60], body pose data 
using Kinect v2, EEG data from the Muse headband [61], and 
interaction data from the USB button is recorded in MATLAB [62]. 
The Muse EEG headband streams 16-bit voltage data in microvolt 
(µV) units at 500 Hz, which is equal or comparable to medical-
grade EEG specifications [63]. The Tobii EyeX eye gaze tracking 
controller [64] uses near-infrared light to track the eye 
movements and gaze point of each participant [65]. It has a 
frequency of 70 Hz and uses backlight assisted near-infrared (NIR 
850 nm + red light (650 nm)) to achieve a 95% tracking population 
[66]. The Kinect 2 sensor [67] is a motion-sensing peripheral for 
body tracking. Using structured light and machine learning it can 
infer body position [67]. Kinect 2 is reported to have an average 
depth accuracy of under 2 mm in the central viewing angle and 
increases to 2-4 mm in the range of up to 3.5 mm [68]. The features 
extracted from these sensor data streams are described under 
Features and data points (section 4). 
 

 
Figure 2. The platform being tested during the 

developmental stage 
 
 

 

Figure 3. The MM experimental platform with the eye 
gaze, body pose, EEG sensor, and the CPT 

3 Participants 
Four participants were recruited from a local school catering for 
students with physical difficulties, severe learning disabilities and 
profound multiple learning difficulties aged 3-19 years 
(Nottingham, UK), to collect labeled sensor data while using the 
gamified platform. Ethical permission for the study was granted 
from Nottingham Trent University’s non-invasive ethics 
committee. These four participants have a wide range of skills, 
from extreme mobility restrictions to moderate and severe 
intellectual disabilities. The four participants (pseudonyms: Will, 
Jen, Mark, and Rick) include three boys, and one girl, aged 16 to 
19 years. They were selected based on their attainment in 
performance scales, representing a set of descriptions used to 
record and assess the progress of children who have special 
educational needs (P scales) [69], [70] (see Table 1). The 
characteristics of each participant are now described in detail. 
 
Will is 18 years old, has a diagnosis of global development delay 
(GDD) and Learning Disability (LD). These impact on his speech, 
language, and social interaction with others. This means his ability 
to concentrate on a single activity for an extended period is 
limited, which in turn limits his sustained attention. His body 
mobility is not restricted but is slightly imprecise. His speech can 
be difficult to understand, and he is limited in the selection of 
words. His capability in conducting particular tasks in quick 
succession is good; however, he struggles to maintain sustained 
attention. 
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Table 1. Participant characteristics and CPT settings 

Participant 
alias 

Age P scales 
mean 

Display 
time (s) 

Interstimulus 
interval (s) 

Will 18 6.93 1.8 1.1 ± 0.1 
Jen 19 19.45* 1 1.1 ± 0.1 

Mark 16 3.7 8 2.1 ± 0.1 
Rick 19 6.76 1.8 1.1 ± 0.1 

*Jen is enrolled in the National Curriculum.  

 
Jen is 19 and has a rare form of epilepsy. She is one of the more 
capable learners at the school. She is very cooperative and shows 
an interest in being involved in the study. She also talks about 
music and theater and has interests in fashion and celebrities. 
 
Rick is 19 and has global delay, a rare form of epilepsy, and a 
severe learning disability. Rick has problems processing 
information and communicating. His attention is usually limited 
to a single concept (an activity, a memory, a sound). He is 
incredibly reliant on routine, and he will try to avoid any 
disruptions to it. He often reflects on activities he has done in the 
past or will do in the future with single words or short phrases. 
His mobility is not constrained but is delayed and processing time 
needs to be allowed for any responses. Physical objects and 
sounds help him make associations with new concepts. 
 
Mark is 16 years old and has myotonic dystrophy; this makes his 
muscles very weak. Myotonic dystrophy is a progressive and life-
limiting condition. Mark is at risk of chest infections and sudden 
heart failure. He uses a specialized wheelchair for body support 
and transportation. The wheelchair supports his body frame and 
keeps him upright and secure with a safety belt. His head is rested 
against his right ear on a padded headrest. His mobility disability 
is extreme; however, he has some imprecise movement in his neck 
and arms. Mark likes interacting with computers; at school, he 
uses both eye gaze technology and switches to interact with 
computer interfaces. Mark uses his voice to communicate; he likes 
sharing his sense of humor, he laughs when things go wrong, and 
makes the sound ‘uh-oh’ to signal mistakes. He enjoys making 
choices and can become frustrated when he is not offered choices. 
Mark shows a definite progression with communication and is 
now very accepting of and participating in a wider variety of 
activities, events, and opportunities in school. He responds well to 
unforeseen changes in his daily routine, even with little notice. 
 

4 Features and data points  
While the participants were participating in the CPT, MM data, 
from eye gaze, EEG, body pose, and interaction data were 
collected. Data collected from the four participants is averaged by 
session, and by week. The data can be categorized by source, as 
seen in (1). These categories include SDT outcomes, CPT 
outcomes, MM data features, and participant characteristics. A 
summary of the MM features used, and other data points of 
interest are shown in Table 2.  The data was used to develop a 
machine learning model of flow using a random forest classifier. 

An analysis of correlations between the data points is discussed in 
Results (section 5). 
 

Data	point	source = 	

⎩
⎪
⎨

⎪
⎧𝑃𝑙𝑎𝑡𝑓𝑜𝑟𝑚		 =	

𝑆𝐷𝑇	𝑜𝑢𝑡𝑐𝑜𝑚𝑒𝑠												
𝐶𝑃𝑇	𝑜𝑢𝑡𝑐𝑜𝑚𝑒𝑠												
	𝑀𝑀	𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠															

		

𝑃𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡	 J 	𝐴𝑔𝑒											𝑃	𝑠𝑐𝑎𝑙𝑒𝑠																									

	 (1) 

   
Using SDT [4], [7], [71]–[75], quantifiable objective data on the 
improvement or deterioration of attention is collected and 
analyzed using SDT analysis as detailed in [73], [74]. SDT 
measures and outcomes [71] are calculated from the Seek-X CPT. 
These outcomes are detectability or sensitivity 𝑑"and bias 𝐵′′O 
which will be explained further in the paper.  
 
The signal detection trial in the form of the Seek-X Type CPT was 
controlled to be aligned to the capabilities of our participants (this 
was rigorously checked before each session). This means that it is 
not a test of cognitive processing power but one of sustained 
attention, and capacity to maintain this only. The hit rate 
represents the probability of responding yes on signal slides, and 
the false-alarm rate is the probability of responding yes on the 
imitation target or distractor slides [76]. Hit rate (H) is the 
probability of a ‘yes’ response given the target is present. H can 
vary between 0 and 1. H is calculated in (2).  
 

𝐻 = 	𝑃	(𝑦𝑒𝑠|𝑝𝑟𝑒𝑠𝑒𝑛𝑡) = UVWWXYZ	UV[[\]]\V^]
_`abc	_bdefa	gchifg

 (2) 
 
False alarm rate (FAR) [also shown as F or FA] is the probability 
of a ‘yes’ response given the target is absent. FAR can vary 
between 0 and 1. FAR is calculated in (3). 
 

𝐹𝐴𝑅 = 	𝑃	(𝑦𝑒𝑠|𝑎𝑏𝑠𝑒𝑛𝑡) = mWV^n	UV[[\]]\V^]
_`abc	o`o	_bdefag	gchifg

 (3) 
 
Detectability [7], otherwise known as sensitivity [77], is a 
measure of the quality of participant performance in a CPT or, in 
other words, the capacity of a participant to sustain attention and 
is measured by 𝑑". Measured in standard deviation units [73], the 
formula for 𝑑′ can be seen in (4), where 𝑧 is the z-score, or the z 
transformation. A perfect score would be a Hit rate (H) of 1, a False 
Alarm Rate (FAR) of 0 and a 𝑑" of +∞. 
 
𝑑" = 	𝑧(𝐻) − 𝑧(𝐹𝐴𝑅) (4) 
 
Bias represented by 𝐵′′O	[78] is a way of measuring if a participant 
is liberal or conservative in their commissions during trials. It is a 
good way of contrasting the participant outcome result against 
how much risk they are willing to take. Neutral bias (no bias) is 
indicated by 𝐵′′O 	= 0. Bias (𝐵′′O) is neutral when 𝐻 + 𝐹𝐴𝑅 = 1. 
Negative bias numbers represent liberal bias, positive numbers 
represent conservative bias, and the maximum in either direction 
is 1. The formula for 𝐵′′O is represented in (5).  
 

𝐵′′O =
[(wxy)(wxz{|)	x	y×z{|]
[(wxy)(wxz{|)	�	y×z{|]

 (5) 
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Interaction data, such as keyboard presses, keypress duration, and 
speed have been used in studies to detect positive and negative 
affect states using self-reported assessment [79]–[86]. Alen et al. 
also used keystroke behavior to detect flow and boredom in 
students in an essay writing context [87]. Bixler and D’Mello used 
keystroke behavior to detect the affective states of ‘engagement’, 
‘boredom’ and ‘neutral’ [86]. Valdez et al. used keystroke and 
mouse tracking features to detect the affective states including 
‘flow’, ‘boredom’, and ‘frustration’ [88]. Fast response times are 
an indicator of participant attention [38], and greater button 
presses, a sign of higher arousal states [87]. 
 
In this study, we use similar features from the button presses of 
the participant. We extract two features; single fast button presses 
and repetitive button presses. Single fast button presses are 
calculated using the formula described in (6), which is only 
calculated if the participant presses the button only once during 
the allowed response time window. In other instances, the value 
for this feature is zero. The maximum press count is the second 
feature extracted from the button press data shown in (7). This 
value is calculated for only the allowed response time interval and 
is zero when the button is not pressed.  
 

Single fast press = 
w

dfg�`ogf	ah�f
 (6) 

 
Max press count = total	press	attempts (7) 

 
Studies show [89]–[92] that the EEG beta rhythm (14–30 Hz) is 
activated when the brain is in a state of arousal. In other EEG 
studies, mental fatigue related features are associated with 
decreased alpha band (8-13 Hz) power at one or more parietal 
locations (e.g., P7 and P8). Ning-Han Liu et al. [93] linked these 
two factors in their study and showed that alertness can be 
measured by the signal power of α divided by the signal power of 
β. Timothy McMahan et al. [94] also demonstrated that the ratio 
is related to arousal. We adopt the feature from [93] in our study. 
 
We use Discrete Fourier Transform (DFT) to calculate the Power 
Spectral Density (PSD) ratio of the α and β time series. Using the 
Welch method (8), the ratio of the alpha band power 𝑓� to the beta 
band power 𝑓�	can be simplified as in (10). 
 
Welch Method: 
�̂�𝑑(𝑓) = w

��
	�∑ 𝑥𝑑(𝑛)𝑤(𝑛)𝑒x�����xw

o�� �� (8) 
 
𝑈 is the normalization factor for the Welch Method: 
 

𝑈 = w
�
∑ |𝑤(𝑛)|�xw
o��  (9) 

 
The EEG Alertness feature: 
 

Alertness = ��i(��)
��i(��)

 (10) 

 

Eye gaze serves as a marker of attention, the sustained emphasis 
of cognitive processing power on targeted information while 
ignoring distracting information [95]. From the eye gaze data, 
three features were extracted; ‘eye scanning’, ‘eye dwelling’, and 
‘eyes off-screen’. These features are commonly used in eye gaze 
technologies to understand attention, interest, and engagement 
[96], [97], [106], [107], [98]–[105]. We introduce formulas to 
calculate eye gaze scanning and dwelling, which are based on the 
definitions provided in [97]. All eye gaze features are impartial to 
the type of elements on the screen (target or not) and are 
calculated equally for signal and noise trials. The eye-scanning 
feature is calculated as in (11) and represents the sum of the 
inverse distance from the center of each element (where 𝑟ho is that 
distance; from the eye gaze location to the center of image 𝑖 out 
of 𝐼 = 16  total image elements, for sample n, out of 𝑁  total 
discrete sensor samples). The relevant diagram is shown in Figure 
4. 
 

Eye scanning = ∑ ∑ 1

𝑟𝑖𝑛

𝐼
𝑖=1

𝑁
𝑛=1  (11) 

 
Dwelling represents the eye gaze behavior of when the gaze stays 
relatively in the same position for a duration of time. This 
behavior is independently calculated from the location of the 
image elements on the screen. The dwelling feature is calculated 
as in (12), which is the sum of the inverse distance from each eye 
gaze position to the next (where 𝑛 is the sample number out of 𝑁 
total discrete sensor samples, and ∆𝑑 is the distance the eyes have 
moved since the previous sample), as demonstrated in Figure 5. 
 

Eye dwelling = ∑ 1

∆𝑑𝑛

𝑁
𝑛=1  (12) 

 

 
Figure 4. Scanning 

calculation with respect to 
the active elements on the 

screen 

 
Figure 5. Dwelling 

calculation independent 
of active elements on the 

screen 
 
Studies have shown that body posture and gesture can 
communicate affective modalities and also specific emotional 
categories [30], [108]–[115]. They have also been indicators of a 
firm or weak correlation of engagement during Human-Computer 
Interaction in gameplay [30], [109], [110], [113]. Numerous 
studies [116]–[121] have investigated the importance of body 
fidgeting in detecting attention for students with PMLD. Fidgeting 
is an indicator of the onset of attention loss, boredom, and 
engagement deterioration [113], [116], [122]–[124]. We calculate 
rapid body movement from body pose to assess fidgeting levels. 
The equation to extract this feature is seen in (13) (where ∆𝑑� is 
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the displacement vector of joint 𝑗 out of 𝑁 joints and ∆𝑡 is the 
time passing between the displacement samples). Tracking of 
non-occluded joints; the head, neck, mid-spine, right and left 
shoulders and right and left hands are recorded. 
 

Body fidgeting = 
w
�
∑ �∆i��

∆a
�
��w  (13) 

 
To create an MM model of flow using a random forest classifier, 
High-Level Compound Features (HLCF) were developed in [44] 
using the Mudra methodology [125]. Compound features are 
constructed from high-level features and allow the representation 
of complex actions [126]. We propose two HLCF in this work and 
later assess their effectiveness. The first feature is a normalized 
mean of the features that traditionally serve as indicators of 
attention. The High-Level Attention feature is calculated as the 
mean of the normalized features of single fast presses, eye 
dwelling, eye scanning, and EEG alertness, which is seen in (14).  
 

HLA =	w
 
(𝑛𝑜𝑟𝑚. 𝑆𝑖𝑛𝑔𝑙𝑒	𝑓𝑎𝑠𝑡	𝑝𝑟𝑒𝑠𝑠 + 	𝑛𝑜𝑟𝑚.𝐷𝑤𝑒𝑙𝑙𝑖𝑛𝑔 +

	𝑛𝑜𝑟𝑚. 𝑆𝑐𝑎𝑛𝑛𝑖𝑛𝑔 + 𝑛𝑜𝑟𝑚. 𝐴𝑙𝑒𝑟𝑡𝑛𝑒𝑠𝑠) (14) 
 
High-Level Distraction feature is calculated as the mean of 
normalized features of body fidgeting, eyes off-screen, and press 
count as seen in (15). 
 

HLD =	w
¢
(𝑛𝑜𝑟𝑚.𝐵𝑜𝑑𝑦	𝑓𝑖𝑑𝑔𝑒𝑡𝑖𝑛𝑔 + 𝑛𝑜𝑟𝑚. 𝐸𝑦𝑒𝑠	𝑜𝑓𝑓	𝑠𝑐𝑟𝑒𝑒𝑛	 +

𝑛𝑜𝑟𝑚.𝑀𝑎𝑥	𝑝𝑟𝑒𝑠𝑠	𝑐𝑜𝑢𝑛𝑡) 
 (15) 

Table 2. Summary of platform datapoint sources and 
Bonferroni familywise correlation family 

Data point Source Bonferroni Corr. family 
𝑑"(Sensitivity) SDT SDT 
𝐵""O(𝐵𝑖𝑎𝑠) SDT SDT 

Hit rate SDT SDT 
False Alarm Rate SDT SDT 

Correct Omissions SDT SDT 
Wrong Omissions SDT SDT 

Response time CPT CPT 
Press count CPT CPT 
Single press CPT CPT 

Eye scanning Eye gaze Physiological 
Eye dwelling Eye gaze Physiological 

Eyes off screen Eye gaze Physiological 
EEG Alertness EGG Physiological 
Body fidgeting Body pose Physiological 

Body joint entropy Body Pose Physiological 
Age Participant Academic 

P scale Speaking Participant Academic 
P scale Listening Participant Academic 
P scale Reading Participant Academic 
P scale Writing Participant Academic 

P scale Maths using and 
applying 

Participant Academic 

5. Results 
We found that the best classification model was achieved with a 
random forest classifier using participant-specific data. The 

random forest model [127] using both high- and low-level features 
achieved an 84.8% classification for ‘flow’ and a 65.4% accuracy 
for ‘non-flow’. This model’s Area Under the Curve (AUC) has an 
80.7% coverage. In a second approach, all data was put in a single 
group, and all participant data was considered as a whole. Random 
forest using both high- and low-level features achieved 93.3% 
classification for ‘flow’ and 42.9% accuracy for ‘non-flow’ with 
80.3% AUC. HLCF was shown to improve the classification 
accuracy in every mode of data and every subset of sensors. The 
complete classification results are reported in an earlier study 
[44]. For the rest of this paper, we discuss the correlations 
discovered in the data.  
 
Overall, 55 data points from the categories in (1) were assessed for 
cross-correlation significance. The data collected from the 
platform is then correlated against the participant characteristics. 
The normalized means of each data point per session were 
evaluated for correlations between other data points, and also 
against the passing of time, in session and week durations. In total 
2475 cross-correlation assessments were evaluated using 
Pearson’s correlation coefficient r [128]–[130]. To control for 
multiple comparison false positives we adjust using the 
Bonferroni correction [131] for the independent variables. The 
Bonferroni familywise groups can be seen in Table 2. The groups 
and their corrected critical values are as follows; ‘SDT’ (α = .0083), 
‘CPT’ (α = .017), ‘Physiological’ (α = .0083) and ‘Academic’ (α = 
.0083).  
 
We investigate the correlations between the data points in the 
category of ‘platform’ against themselves and the data points from 
‘platform’ with ‘participant’. Participant data points included 
characteristics such as age and their academic performance in ‘P 
scales’ [70]. The data points regarding learner P scales are ‘P scales 
mean’, ‘Speaking’, ‘Listening, ‘Reading’, ‘Writing’, ‘Maths using 
and applying’ and ‘P scale Computing’. The results of these tests 
showed a significant correlation between some of the data points 
(see Table 3), and a summary of the most interesting ones follows. 
 
Participant progress in their academic curriculum (P scales mean) 
had a strong positive correlation with participant ability to 
maintain attention in the CPT (d’), (r(57) = .986, p = .0068). This 
agrees with other studies that found that sustained attention 
related to greater academic outcomes [29], [39], [47], [49], [50]. 
Participant progress in their academic curriculum however, has a 
strong negative correlation with their impulsivity (FAR), (r(57) = 
-.991, p = .0040). Participants who can maintain selective and 
sustained attention for longer, and do not give in to impulsive 
responses when fatigued, progressed further in their academic 
attainment targets. Participants that demonstrated greater 
inhibition (through higher Correct Omissions) progressed further 
in their P scales (r(57) = .995, p = .0025). This selectivity also has a 
strong positive correlation with the participants’ ability to 
maintain attention and engagement for longer (𝑑"), (r(57) = .994, p 
= .0029). This echoes other longitudinal studies that found that 
self-control and inhibition, increase academic performance [29], 
[40]. 
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We found that students with moderate and severe intellectual 
disabilities did not have a significant change in their sensitivity or 
bias over time. Sensitivity (d’) showed a negative relationship of 
(r(57) = -.1406, p = .6175) to session number, which shows decrease 
of detectability, but not significantly. This confirms Swanson, 
Eliason and Richman’s findings from three separate studies, which 
reported that students with learning disabilities retained their 
sensitivity (d’) over time without significant change as did the 
mainstream control group of students in these studies [4], [7], 
[18]. We found that bias (𝐵′′O) did not change significantly over 
time (after each session; r(57) = .0005, p = .9985). In contrast, 
Swanson showed that students, regardless of having a learning 
disability, were more liberal on CPT sessions that were twice as 
long (p < .05) [7]. 
 
Studies [1], [4] have reported that children with Learning 
Disabilities are traditionally more conservative when compared to 
mainstream students [1], [4], [132], [133]. For example, Swanson’s 
study found 𝐵""O = 	−.285	(LD) > -.390 (mainstream) [7]; Eliason 
and Richman found 𝐵""O = 	 .908 (LD) > .865 (mainstream) [1]. In 
our study we found that out of the 59 sessions, 24 sessions had a 
positive bias, 33 had negative bias and 2 were neutral. Participant 
bias was overall liberal (negative) 𝐵′′O««««« = -.1105, 𝜎(𝐵""O) = 	 .6323, 
as seen in Figure 6, however we did not have a mainstream 
population to compare to. Swanson argued that rather than 
considering students with learning disabilities as being 
developmentally delayed in inhibition, it is more appropriate to 
consider them as less “risk taking” [4]. Swanson reported that this 
decreases with age (p < .01), regardless of having a learning 
disability [4]. Even though we did find a negative correlation 
between bias (𝐵′′O) and age, (r = -.680), it was not significant (p = 
.3204). 
 

 

Figure 6. Bias distribution for participants with learning 
disability shows a slight negative outcome 

While there are varied reports on bias (𝐵′′O) and sensitivity (𝑑") 
being independent variables in SDT [132]; Sostek et al. found a 
moderate positive relationship between the two (p < .01) [132], 
while Epstein et al. found a strong negative relationship (p < .0001) 
[134], Eliason and Richman reported the two as independent 
variables [18], as did Swanson (p > .05) [4], [7]. We found no 
significant correlation (r(57) = -.138, p = .8615), and consider bias 
and sensitivity independent variables in our study. This confirms 
that data samples collected in this study meet the underlying 
assumptions of signal detection analysis [135]; that response bias 
changes are independent of participant sensitivity [136].   
 

When the participants were more alert (higher EEG Alertness 
values) they made more Hits (r(57) = .991, p = .0047) and had faster 
response times (r(57) = -.975, p = .0125). Participants that had 
higher ‘EEG Alertness’ during their CPT, had progressed further 
in both P scales ‘Maths using and applying’ and ‘Computing’ 
(r(57) = .988, p = .0060; r(57) = .985, p = .0073 respectively). These 
two P scales had a direct correlation with greater Hit rate (r(57) = 
.978, p = .0108; r(57) = .976, p = .0117).  
 
Participants that looked away from the screen less, had progressed 
further in their ‘Listening’ scales rate (r(57) = .991, p = .0047). 
Swanson reported that there were no significant differences 
between the length of time students with learning disabilities 
looked away from the screen, compared to mainstream students 
[4]. 
 
Despite participants having quicker response times after every 
session (r(57) = .908, p = 4 × 10x¯ ), their responses did not 
become any more precise in the SDT challenge. Participant press 
count was significantly increased for all participants after each 
session (r(57) = .644, p = .0015), which could indicate a higher 
arousal state [87]. 
 
Participants that had higher HLA feature values had more control 
and inhibition in the CPT activity (lower FAR) and were able to 
hold selective and sustained attention (𝑑") for longer periods of 
time (r(57) = -.989, p = .0054).  
 
Some physiological correlations were discovered; however, they 
are significant only when we consider the traditional critical value 
of (α = .05). We include them here, as the relative size of the r 
compared to other correlations indicates an area worthy of further 
investigation. Participants that have greater body movement 
range progressed further in their ‘Reading’ scales (r(57) = .916, p 
= .0420) and participants who had showed use of their eye 
movements in structured form (eye scanning and eye dwelling) 
had progressed further in their ‘Listening’ P scales (r(57) = .915, p 
= .0426; r(57) = .9400, p = .0300).  

6 Conclusions 
From the Multimodal Multisensor data collected, 2615 data 
samples were assessed for cross-correlation significance. Over 
2475 separate correlation tests were carried out using Pearson’s 
correlation coefficient r, N = 59. These results show significant 
correlations between SDT, CPT, and participant characteristics. 
Importantly, a strong positive correlation was found between 
participant ability to maintain sustained and selective attention 
and engagement in the CPT to their academic performance 
against attainment targets in school (d’), (r(57) = .986, p = .0068). 
Participants who were less impulsive and more selective in the 
test also did better in their academic performance (r(57) = .995, p 
=  .0025).  
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The Seek-X Type CPT also showed that specific participant 
physiological characteristics (including body movement range 
and eye gaze behavior), were significant in their performance 
against academic attainment targets, such as ‘Reading’ and 
‘Listening’ (p < .05, p < .0083). It seems possible that participants’ 
ability to sustain attention has enabled them to demonstrate a 
wider range of performance that pupils with such disabilities who 
cannot access the national curriculum might characteristically 
demonstrate. At the same time, a higher level of cognitive 
functioning may enable better sustained attention, as well as the 

ability to progress at school. Given these correlations, the new 
type of CPT would appear an appropriate method by which to 
label Multimodal Multisensor data of students with moderate and 
severe intellectual disabilities to assess sustained attention. The 
CPT could be utilized in the future to help to assess and monitor 
participant performance, and also to help understand the specific 
challenges (such as physiological or cognitive impairments and 
limitations) that may hinder their academic performance. We 
posit that it could even be used as an outcome measure in other 
studies with students with moderate to severe intellectual 
disabilities. A system incorporating these models can help 
teachers track attention in students using the most appropriate set 
of sensors for that individual student, and use this information to 

offer a degree of personalization in the classroom. Every student 
would have the benefits of personalized tuition for at least part of 
every lesson, which would ensure that their own needs were 
individually addressed [137]. 
 
This research was conducted as part of a Ph.D. program of 
research at Nottingham Trent University (NTU) and has been 
adopted as part of the Erasmus+ KA201 Pathway+ project to 
determine the affective state of students with mild and moderate 
learning disabilities (2017-1-UK01-KA201-036761) [138]. 
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ABSTRACT 
The impact of learner affect state in goal achievement and educational performance is discussed. 
Different learning theory models are explored and compared, a new combined state diagram for 
modelling learning challenge and skill level is adopted and expanded for the purpose of an adaptive 
learning platform. To accomplish this, a thorough understanding of affect state diagrams for learning 
and the relationship of affect, learner skill and learning material challenge is established. Optimal 
learning paths are explored and objective ways of tracking learner skill are and increasing learning 
challenge linearly is explained and demonstrated. To conclude, a proposal for an experimental study 
is presented to explore the impact that an adaptive affect conscious learning platform has on learning 
and learner engagement. 

1. INTRODUCTION  
There is now an accumulation of evidence to indicate the link between affect and cognitive performance and decision-making 
(Eysenck, Derakshan, Santos, & Calvo, 2007). The goal to learn and understand is associated with an increase in positive 
emotions like enjoyment of learning as well as a decrease in negative emotions like boredom. Affect can direct attention and 
influence the level of that attention. According to Thompson and McGill (Thompson & McGill, 2017), affect also functions as 
a motivator, influencing the tendency to approach or avoid a situation as well as how information is processed.  

Student engagement (participation in learning) was found to be the most reliable feature for determining successful learning 
(Barry Carpenter et al., 2015; Iovannone, Dunlap, Huber, & Kincaid, 2003). Without engagement, deep learning is not possible 
(Hargreaves, 2006). Effective personalized learning was shown to encourage participation and engagement not only in the 
classroom but in extra-curricular activities and work related learning in the local community (Sebba, Brown, Steward, Galton, 
& James, 2007). As the tutor or the technological learning facilitator forms a better understanding of the learners’ strengths and 
challenges, they are in a better position to go through scaffolding objectives, involving choice of skill to train at a given moment 
and choice of learning activities, while preserving the learners’ interest and engagement (Dolan & Hall, 2001).  

According to Carpenter (“Engaging children with complex learning difficulties and disabilities in the Primary Classroom. Barry 
Carpenter,” 2011) the process of engagement is a journey that connects learners and their environment (including people, ideas, 
materials and concepts) and enables learning and achievement. Students who are disengaged can become frustrated or bored, 
which can have a negative effect on achievement and lead to disruption of learning, for the individual learner, as well as for 
other learners when learning takes place in a collective/collaborative environment like a classroom.   

The existence of the link between affect state and achievement suggests that a learning session may be improved if the teacher 
is sensitive and responsive to the emotional state of the learner (Goleman, 1995). However, the success of this strategy depends 
on the skill and experience of the human tutor and there is evidence to suggest that, especially with learners with special needs, 
teachers may find it particularly challenging to determine affect state (Vos et al., 2012). This was the motivation behind the 
MaTHiSiS (Managing Affective-learning THrough Intelligent atoms and Smart InteractionS) (“MaTHiSiS Project Website,” 
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n.d.), an educational platform developed as part of a H2020 project. MaTHiSiS aims to deliver personalized and adaptive 
learning to range of user groups. The MaTHiSiS system introduces two novel elements into the teaching situation: Smart 
Learning Atoms and an affective responsive delivery of learning materials. 

Herein, we focus on the affect states identified as important by D’Mello, Picard (Mello, Picard, & Graesser, n.d.) who identified 
frustration, boredom and flow to be the most relevant emotions to skill acquisition. The concept of the Zone of Proximal Flow 
proposed by Basawapatna et al (Basawapatna, Repenning, Koh, & Nickerson, 2013) reflects these affect states in a two 
dimensional diagram of learner skill and learning challenge. Referencing independent learning limit and scaffolding from 
Vygotsky’s Zone of Proximal Development (ZPD) with Csikszentmihalyi et. al.’s (Csíkszentmihályi, 2012) theory of flow. 
Carpenter (B. Carpenter, 2010) and Iovannone et al. (Blackburn, 2012) see engagement as the single best predictor of successful 
learning for children with intellectual disabilities. Capturing a range of raw data (e.g. eye gaze, body pose and movement, 
vocalisation), multimodal fusion, labelling, and inference related to learners’ affect state allows us to model affect states from 
a wide range of types of learner from those with Profound and Multiple Learning Disabilities (PMLD) and autism through to 
adult learners on a career guidance course. In a separate paper (Boulton et al., 2018) the use of multimodalities in tracking 
learner engagement has been explored. These concepts underlie the learning vision in providing an engaging learning 
environment in which learners with diverse needs and varying levels of ability are supported with assisted learning.  

The relationship between affect state and learning achievement is crucial for the development for the affect based learning 
platform. This is the subject of this paper based on an examination of the literature and extension of Vygotsky’s Zone of 
Proximal Development (ZPD) and Csikszentmihalyi’s theory of flow. To this end we extend the work of other theorists who 
have already combined these two theories (Basawapatna et al., 2013).  

The paper structure is as follows: Section 2 described the affect states for learning. Section 3, describes a linear approach to 
increasing learning challenge and delivers a formula for the objective calculation of learner skill in a linear learning task. 
Lastly, Section 4 explores the optimal pathway through an affective state learning diagram and proposes an experimental 
study to demonstrate the impact of the MaTHiSiS system, which incorporates an affective state diagram for learning.  

2. AFFECTIVE STATES OF LEARNING  
Affect states are defined as neurophysiological states best described as moods and emotion (Shernoff et al., 2003). Some affect 
states relevant to learning include frustration, boredom, flow, eureka (Craig, Graesser, Sullins, & Gholson, 2004). Classroom-
related affective states are linked to the students’ goal structure and their adoption of specific achievement goal orientations. 
The goal to learn and understand is associated with an increase in positive emotions like enjoyment of learning as well as a 
decrease in negative emotions like boredom. Adopting a performance approach goal—that is, the goal to be better than others—
was found to be associated with the positive emotions. In contrast, the adoption of a performance avoidance goal—that is, a 
goal not to appear incompetent, stupid, or uninformed in comparison to others—was related to a negative emotion like anxiety 
and hopelessness. However, the relation between goals and affect might not be a unidirectional but a reciprocal one as proposed 
in Linnenbrink and Pintrich’s bidirectional model.  

 
 
 
 
 
 
 
 

 
 

Figure 1: Linnenbrink and Pintrich’s asymmetrical bidirectional 
model of achievement goals and affect. 

Figure 2: Csikszentmihalyi’s theory of flow states1 
 

 

In 2002, Linnenbrink and Pintrich described a model of affect in which goal achievement is reciprocally related to the learner’s 
emotional state (Pekrun & Linnenbrink-Garcia, 2010). In this model (see Figure 1) the learners’ personal goals are highly 
influenced by their perception of the learning activity challenge. This perception in turn has a direct influence on their affect 
state. Based on the wider literature, positive moods predict goal endorsement while negative moods predict avoidance goal 
endorsement. 

                                                
1 Frank Vandeven, accessed http://frankvandeven.com/getting-into-the-flow-what-does-that-mean/ on 7/3/2018 
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This relationship between skill and affect states has been more specifically described in Csikszentmihalyi’s Theory of Flow 
(Mihalyi Csikszentmihalyi, 1996), where learner skill and their perception of the task challenge leads the learner to a variety 
of affect states, which he presented in Figure 2. Importantly, not all emotions are relevant to learning and parts of the theory 
of flow are less relevant to the scaffolding process in identifying optimal learning experience and moment where the learner 
requires scaffolding intervention. Sidney D’Mello and Rosalind Picard (Mello et al., n.d.) conducted a study on the relevance 
of emotions to learning and found Frustration, Boredom and Flow to be the most relevant emotions to skill acquisition. This 
has reduced the focus of the theory of flow to the most relevant and influential states of affect for learning. 

In 1978, Vygotsky  investigated the advancement of cognitive understanding by becoming interested in the process (L. 
Vygotsky, 1978). The boundaries of learner skill were broken into segments, where learners have the capacity to learn 
independently, and assisted learning (instructional scaffolding) from a tutor or a more knowledgeable peer, the later called the 
‘Zone of Proximal Development’.  

 
Only later, in 2013, was it that Basawapatna et al. (Basawapatna et al., 2013) combined learner skill, independent learning limit 
and scaffolding in the ‘Zones of Proximal Flow’ (ZPF) state change diagram. Critically this work provided the first state change 
diagram to reference both Vygotsky’s ZPD and the affect states from Csikszentmihalyi’s theory of flow. Moreover, to adapt 
this diagram to facilitate an educational platform, knowing the imitations of the individual learning is important in designating 
when the platform should mediate and deliver scaffolding intervention. To this aim, the ZPD limit to independent learning 
from Vygotsky’s theory has been applied to the ZPF diagram and we introduce Figure 3 as the more complete affect state 
diagram for learning. The learner’s skill level is displayed as the X-Axis and the task challenge is displayed as the Y- Axis. 
Unlike Csikszentmihalyi’s flow diagram, or Vygotsky’s ZPD, a single ZPF graph can be used to track the learner’s progress in 
a learning activity and any permutations of level of skill or task difficulty. 

A learning experience with a learning platform comprises interactions with the learning material, the ‘challenge’ of an activity, 
as depicted in the diagram of Figure 3 and will consist of learning material with different levels of difficulty. The maximum 
level of difficulty observed by an external expert judge is use as a baseline for the highest level of challenge in the graph. In 
this way, the graph can plot more than one learner. Two ballet students learning the same ballet move could be plotted on the 
same ZPF graph - but importantly setting a global not relative ground truth allows the system to influence the user's movements 
in the graph with only one independent variable, ‘challenge'. The ground truth is set against tangible measures that can be tested 
(by the expert or the indicators the expert sets the system to monitor) and in this monitoring is achieved through performance 
analytics (correct and incorrect responses and response time measures) and affect state tracking. To evaluate the learner 
accuracy and success, completion time (e.g. learning achievement completion time, time taken to answer a question) is tracked 
alongside the learning material challenge level in order to determine learner performance in relationship with activity challenge, 
affect state and learner skill level. 

2.1 Frustration 
According to Zone of Proximal Development theory, Frustration is where the learner cannot achieve new learning even with 
assistance. Studies have found that actors who perceive that they lack the skills to take on effectively the challenges presented 
by the activity in which they are participating experience frustration. Simply put, if a learner feels incompetent in a given 

                                                
2 Paul Morsink, TILE-SIG Feature: The “Digitally Enhanced” Zone of Proximal Development, http://literacyworldwide.org/blog/literacy-daily/2013/09/20/tile-
sig-feature-the-digitally-enhanced-zone-of-proximal-development, accessed on 7/3/2018 

  
Figure 3: Morsink’s graphical representation of The Zone 

of Proximal Development2 
Figure 4: State diagram from the Zone of Proximal Flow 
theory adapted from Basawapatna et al (Basawapatna et 
al., 2013) to include both the ZPD lower independent and 
upper scaffolding learning limits. 
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situation, he or she will tend not be motivated (Mihaly Csikszentmihalyi, Nakamura, & Abuhamdeh, 2005). This is a negative 
experience and its gravity pulls the learner further into frustration, in a deteriorating cycle that hampers the learning process. 
In this state, the learner is exposed to a hopeless feeling; his or her emotional state could be represented by the statement “I do 
not think anyone can help me”. 

2.2 Vygotsky Zone of Proximal Development  
The ZPD refers to ‘the state of arousal where the learner can perform an action or skill provided the aid of a skilled or 
knowledgeable tutor or in collaboration with more capable peers’(L. L. S. Vygotsky, 1978). This achievement is limited by the 
ZPD upper limit, however this limit is dependent on the skill of the ‘more knowledgeable peer’ or scaffolding tools, better tools 
achieve better results as do more knowledgeable peers induce and encourage higher levels of skill achievement on others due 
to their access to higher levels of knowledge. This zone limit has been illustrated in Figure 4, with the vertical line. While in 
this zone, the student with assistance can acquire higher skill (Chaiklin, 2003; Radford, Bosanquet, Webster, & Blatchford, 
2015; Read, 2006; Verenikina, 2003). In this zone, the level of challenge provides the optimal arousal and engaging experience 
for the learner to obtain new skills. In this state, the most engaging learning experiences for the learner can happen; it is where 
optimal and deep learning opportunities manifest themselves. According to (Hermida, 2015) “deep learning is a committed 
approach to learning. It is a process of constructing and interpreting new knowledge in light of prior cognitive structures and 
experiences, which can be applied in new, unfamiliar contexts”. Deep learning results in better quality learning and profound 
understanding. While in this zone the student with the assistance of the tutor (instructional scaffolding or assisted learning) 
acquires higher skill and is encouraged to learn and mentally develop (Chaiklin, 2003; Radford et al., 2015; Read, 2006; 
Verenikina, 2003). 

2.3 Mihaly Csikszentmihalyi Flow 
Csikszentmihalyi first described flow in 1997 (Shernoff et al., 2003) as the state where the learners are fully immersed, feeling 
involved and successful. Flow is a delicate state where the skill level and task challenge levels are balanced. This state 
represents the learner state where the learner is functioning within their independent capacity, i.e. where the learners find 
themselves in their comfort zone, both in terms of the learning challenge or learning styles. Flow is also the state where new 
learning materializes as a new skill in the mind of the learner, which provides the learner an opportunity for reinforcement 
learning, that carries a successful emotional feeling.  

Skill advancement in flow however is limited by the learner’s lower limit of ZPD (the maximum a learner can achieve 
independently) which has been shown with a vertical line in Figure 4. Therefore, in order for the learner to achieve new 
learning outside their independent capacity, the learner must eventually leave flow and be lead to ZPD, to pursue new learning 
opportunities (i.e. acquire a new skill or to complete competence of partially acquired skill). In either case, in flow or while in 
ZPD the learner is limited to the upper level of ZPD, which is dependent on the scaffolding tools and scaffolder. 

2.4 Boredom 
Boredom is the state where the learner is not challenged sufficiently. This state can manifest through the addition of a dry skill 
base through lecture style teaching, or by providing interactive activities that do not challenge the learner outside what they 
have already learned. Boredom is a negative feeling and its gravity pulls the learner further into this state, leading to learner 
disengagement and stifling the learning progress. In this state, the learner’s emotional state could be represented by the 
statement: “let’s do interesting things sooner”.   

In boredom, the low level of challenge relative to skill allows attention to drift. Particularly in contexts of extrinsic motivation, 
attention shifts to the self and its shortcomings, creating a self-consciousness that impedes engagement of the challenges. Goetz 
and Hall review development of learners’ boredom, and call it an emotion that is frequently experienced by students and can 
undermine their learning and performance (Robertson, 2015). 

3. LEARNING CHALLENGE AND LEARNER SKILL 
Learning challenge is a measure for the skill required to complete an activity. Consequently, the unit of learning challenge is 
the same as skill. When visualized in a graph (see Figure 5), any challenge above the diagonal of the graph would represent 
an increased difficulty and anything underneath the diagonal would represent a lower difficulty. Difficulty does not necessarily 
match one for one with the user’s perceived difficulty of the task, but it is a simple way of representing a tasks challenge relative 
to others with variable difficulty levels.  
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Figure 5:Learning material difficulty vs learner Skill  
 

3.1 A linear approach calculating learning challenge  
Learning action difficulty can be changed by adding more steps to the workload (see Equation 1 which demonstrates this for 
a mathematics addition problem) or by adding more complexity (see Equation 2 which demonstrates more difficulty 
achieved by replacing single digit addition with double digit addition) 

𝑥 + 𝑦	𝒄𝒂𝒏	𝒃𝒆𝒄𝒐𝒎𝒆	𝑥 + 𝑦 + 𝑧 Equation  1 
 

𝑥 + 𝑦	𝒄𝒂𝒏	𝒃𝒆𝒄𝒐𝒎𝒆	𝑥𝑦 + 𝑤𝑧 Equation  2 
Adding more steps or complexity also translates to different subjects. For example, in Geography, difficulty increase is made 
possible by enumerating the question with more answer combinations. This requires more processing before the correct 
answer is discovered.  

Which country is in Africa? [Difficulty 1] 

a)   Lesotho    b)  Ecuador    c)  Guyana   d)  Trinidad and Tobago 

Can become: 

Which three countries are in Africa? [Difficulty 3] 

a)   Lesotho, Togo, Djibouti     

b)  Ecuador, Surinam, Eritrea 

c)  Guyana, Burundi, Mauritania 

d)  Trinidad and Tobago, Morocco, Togo 

These are simple examples on how to achieve a simple linear progression in question and answer difficulty–however, in a more 
complex procedural skill acquisition task, the number of steps required to complete the task could represent the level of 
difficulty and this can be translated to almost any type of activity. For example, the number of steps in solving a physics 
problem, playing a musical score, performing a specific ballet move. 

3.2 Calculating Learner skill 
To quantify learner skill, a learner’s response accuracy percentage (correct to total available attempts) for each level of difficulty 
towards the greater encompassing skill will be recorded not as a percentage but a value towards the completion of the learning 
activity. In this way, 100% accuracy of a learning activity difficulty is awarded 100 points, and 90% accuracy is looked on as 
90 points, and so on. The sum of these points is divided by the total levels of overall skill difficulty (in this example 10 levels) 
becomes the average skill of the learner for that skill (see Figure 6). 

 

Figure 6: Learner skill calculation in a learning subject with 10 different levels of difficulty 
 
  

4. LEARNER ENGAGEMENT THROUGH ADAPTIVE LEARNING 
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Supporting learner engagement is important for deep learning and skill achievement.  Students who are not engaged can become 
frustrated or bored which can have a negative effect on achievement and lead to disruption in the classroom, which influences 
the learning of others. Importantly, many learning processes depend on a simple ‘text’ for the transfer of knowledge and 
evaluation. A single mode of learning can have limitations. For example, for a dyslexic student that has a reading-related 
learning disability, the single source of information transfer therefore becomes a problem (Dolan & Hall, 2001). Universal 
Design for Learning recognizes this problem (Rose & Meyer, 2001) by embracing the pupil learning diversity by offering 
multiple means of learning accessibility. Multi-media learning platforms can use audio, audio text, video and tangible objects 
in a smart learning environment to offer the student a choice of the most accessible formats. This allows for multiple means of 
recognition, expression and engagement (Dolan & Hall, 2001; Rose & Meyer, 2001). Multi-media approaches in learning 
resources are best demonstrated in the use of computer-mediated learning where educational games are developed around the 
learning outcomes and aims. This approach, which is not new, was shown in a systematic review of 129 papers by Connelly et 
al. (Connolly, Boyle, MacArthur, Hainey, & Boyle, 2012) that playing educational games impacts across a range of areas 
including engagement, cognitive ability and, most commonly, knowledge acquisition and content understanding. 

4.1 Optimal learner experience reflected through Zone of Proximal Flow state transitions   
How do we apply affect knowledge to a learning platform? Guided by the affect state and the ZPF state diagram of a learner 
the appropriate level of learning material challenge in order to maintain the learner in an optimal condition where both 
engagement, as well as skill achievement is maximised can be determined. ‘Flow’ and ‘ZPD arousal’ learning states are the 
active learning states of the learner. New skill acquisition and skill uptake maximisation happens in ZPD, while maintaining 
the learner in the state of flow and provides the opportunity for reinforcement learning (as visualized in Figure 7) which can 
solidify skills acquired during the learning process and enhance the learning experience itself. Although new skill is not 
acquired in flow, a slow parallel growth over the long term, with the increase of the level of challenge, introduces an increase 
in learner skill. This is however limited to the to the lower ZPD independent learning limit, and to increase skill further beyond 
that, the learner must enter the ZPD. 

Any learning material difficulty adaptation processes needs to maintain the learner in the optimal path, as portrayed in Figure 
7. The optimal path is the one with the shortest forecasted achievement time and one that facilitates the most positive affect 
states. This path must take the learner through arousal and avoid boredom or frustration. It should start at the lower limit of the 
ZPD (familiar base) to avoid unnecessary repetition while allowing the learner to remain in the state of flow to enable 
reinforcement of acquired knowledge (reinforcement learning) visualized in visualized in Figure 8. This loop of leaving flow 
and entering the ZPD (shown as a snakelike pattern in Figure 7) should continue until the maximum possible skill achievement 
is obtained (highlighted by the upper ZPD limit). The caveat being that the ‘familiar base’ (starting concept) should be 
challenged for specific learners with disability to re-evaluate previously established learning outcomes. 

This process is a delicate one, when the learner is in flow, a continuous effort to push the learner out of their comfort zone and 
into the ZPD zone by challenging them to greater levels of difficulty will stimulate the learner. However, if the learner is 
projected too far into arousal, the learner becomes frustrated. By monitoring the learner affect state and learner skill level, a 
learner can will oscillate between the ZPD and the state of flow with new skill materialization. As a result, a new concept 
materializes as the learner’s skill with just-in-time principles as displayed in Figure 8 as a circle in the green area. Adaptive 

 
 

 

Figure 7: Optimal learning experience loop in ZPF 
diagram adapted from Basawapatna et al (Basawapatna 

et al., 2013). 
 

  Figure 8: State change is paused while reinforcement 
learning takes place  adapted from Basawapatna et al 
(Basawapatna et al., 2013). The ZPD lower limit is 

moved to reflect the new skill achievement.  
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learning requires continuous monitoring of learner affective state and Learning Activity progress. The learning path is far more 
engaging and optimal and the learner is always in a positive affective state. Maintaining the learner in the state of flow provides 
the opportunity for reinforcement learning. 

4.2 Proposed experimental study 
In this paper, we have proposed how affect state model can be employed to maximize engagement and therefore learning 
outcome. We plan to raise two research questions; first, what is the relationship between affect state and learning? Second, 
what impact does an active affect state guided learning platform have on learning and engagement? 

The first research question we will investigate by correlating indicators of progress through learning materials with affect-
based sensor data (e.g. eye gaze, body pose and movement, vocalisation) extracted from MaTHiSiS educational platform.  

The second research question we will use a within subjects ABAB design. Each participant acts as their own control 
undergoing a series of sessions, some of which are the intervention (A–with the MaTHiSiS system where affect information 
drives progression through learning materials) and some of which are the control condition (B–the MaTHiSiS system where 
affect information does not drive the progression through the learning materials). This approach is taken because while 
reusable learning objects have been widely investigated, MaTHiSiS is the first to introduce an affect state driven response to 
the learning material presentation. With that in mind, the evaluation is designed to compare the addition of the affective 
element. 

5. CONCLUSION  
A literature review has been carried out to form the theoretical background for coupling learning to the emotional state of the 
learner. The wider literature shows that there is a strong relationship between learning goal outcome achievement and a learner’s 
affect state. Positive affect state have been shown to encourage greater learner outcomes and sustained engagement leads to 
deep learning and long-term skill retention. The zone of proximal development and the theory of flow’s usefulness in explaining 
the learning process of an educational platform has been described. The Zone of Proximal Flow (ZPF) state diagram is expanded 
to include the lower ZPD limit and its usefulness as a state diagram for the platform is explored. ZPF affective states in the 
educational platform have been defined and each affect states importance and impact on individualised learning through the 
platform has been compared.  

A methodology for measuring relative task challenge for a learning activity has been proposed. Methods for linear progression 
in learning challenge have been developed and examples have been provided. An objective learner skill progression calculation 
methodology for a wide range of activities is proposed and examples demonstrated. Optimal learning pathways in an 
educational platform have been described using the ZPD state diagram, and methods for sustaining learner engagement are 
proposed. To conclude, using the ZPD affect state diagram, methods have been proposed to calculate learner skill and learning 
activity challenge—in order to locate the learner’s affect state and location on the ZPD graph and in turn offer the best 
intervention for sustained learner engagement. Sustained learner engagement has been shown to be the most reliable identifier 
for deep learning and retained knowledge.    

An experimental design to investigate the impact of this approach system which incorporates the affect state diagram for 
learning is proposed.  This will help us to understand the relationship between learning and affect state and the impact of the 
system on learning and engagement.  
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