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Abstract

Independent living is a housing arrangement designed exclusively for

older adults to support them with their Activity of Daily Living

(ADL) in a safe and secure environment. The provision of

independent living would reduce the cost of social care while elderly

residents are kept in their own homes. Therefore, there is a need for

an automated system to monitor the residents to be able to

understand their activities and only when abnormal activities are

identified, provide human support to resolve the issue.

Three main approaches are used for gathering data representing the

human’s activities; ambient sensory device-based, wearable sensory

device-based and camera vision device-based. Ambient sensory

devices-based systems use sensors such as Passive Infra-Red (PIR)

and door entry sensors to capture a user’s presence or absence

within a specific area and record them as binary information.

Gathering data using these sensory devices are widely accepted, as

they are unobtrusive and it does not affect the ADLs. However,

wearable sensory devices-based and camera vision device-based

approaches are undesirable to many users especially for the older

adults users as they more often forget to wear them and due to some

privacy concerns.

Recognising and modelling human activities from unobtrusive

sensors is a topic addressed in Ambient Intelligence (AmI) research.

The research proposed in this thesis aims to recognise and model

human activities in an indoor environment based on ambient sensory

device-based data. Different methods including statistical, machine

learning and deep learning techniques are already researched to



address the challenges of recognising and modelling human

activities. The research in this thesis is mainly focusing on the

application of Fuzzy Finite State Machine (FFSM) for human

activities modelling and proposes ways for enhancing the FFSM

performance to improve the accuracy of human activity modelling.

In this thesis, three novel contributions are made which are outlined

as follows; Firstly, a framework is proposed for combining the

learning abilities of Neural Networks (NNs), Long Short-Term

Memory (LSTM) neural network and Convolutional Neural

Networks (CNNs) with the existing FFSM for human activity

modelling and recognition. These models are referred to as

NN-FFSM, LSTM-FFSM and CNN-FFSM. Secondly, to obtain the

optimal feature representation from the acquired sensory

information, relevant features are extracted and fuzzified with the

selected membership degrees, these features are then applied to the

different enhanced FFSM models. Thirdly, binary data gathered

from the ambient sensors including PIR and door entry sensors are

represented as greyscale images. A pre-trained Deep Convolutional

Neural Network (DCNN) such as AlexNet is used to select and

extract features from the generated greyscale image for each activity.

The selected features are then used as inputs to Adaptive Boosting

(AdaBoost) and Fuzzy C-means (FCM) classifiers for modelling and

recognising the ADL for a single user.

The proposed enhanced FFSM models were tested and evaluated

using two different datasets representing the ADL for a single user.

The first dataset was collected at the Smart Home facilities at NTU

and the second dataset is a public dataset collected from CASAS

smart home project.



Publications

As a result of the research presented in this thesis, the following publications

have been published:

Refereed Journal Papers:

Mohmed, Gadelhag, Ahmad Lotfi, and Amir Pourabdollah. ”Enhanced fuzzy

finite state machine for human activity modelling and recognition.” Journal of

Ambient Intelligence and Humanized Computing (2020).

https://doi.org/10.1007/s12652-020-01917-z

Mohmed, Gadelhag, Ahmad Lotfi, and Amir Pourabdollah. ”Human activities

recognition based on neuro-fuzzy finite state machine.” Technologies 6.4

(2018): 110. https://doi.org/10.3390/technologies6040110

Refereed Conference Papers:

Mohmed, Gadelhag, Ahmad Lotfi, and Amir Pourabdollah. ”Convolutional

Neural Network Classifier with Fuzzy Feature Representation for Human

Activity.” 2020 IEEE International Conference on Fuzzy Systems

(FUZZ-IEEE).

Mohmed, Gadelhag, Ahmad Lotfi, and Amir Pourabdollah. ”Employing a Deep

Convolutional Neural Network for Human Activity Recognition Based on

Binary Ambient Sensor Data.” Proceedings of the 13th PErvasive Technologies

Related to Assistive Environments Conference. 2020.

vi

https://doi.org/10.1007/s12652-020-01917-z
https://doi.org/10.3390/technologies6040110


Publications

https://doi.org/10.1145/3389189.3397991

Mohmed, Gadelhag, et al. ”Unsupervised learning fuzzy finite state machine for

human activities recognition.” Proceedings of the 11th PErvasive Technologies

Related to Assistive Environments Conference. 2018.

https://doi.org/10.1145/3197768.3201540

Mohmed, Gadelhag, et al. ”Clustering-Based Fuzzy Finite State Machine for

Human Activity Recognition.” UK Workshop on Computational Intelligence.

Springer, Cham, 2018. https://doi.org/10.1007/978-3-319-97982-3_22

Mohmed, Gadelhag, Ahmad Lotfi, and Amir Pourabdollah. ”Long short-term

memory fuzzy finite state machine for human activity modelling.” Proceedings

of the 12th ACM International Conference on PErvasive Technologies Related

to Assistive Environments. 2019.

https://doi.org/10.1145/3316782.3322781

Mohmed, Gadelhag, David Ada Adama, and Ahmad Lotfi. ”Fuzzy Feature

Representation with Bidirectional Long Short-Term Memory for Human

Activity Modelling and Recognition.” UK Workshop on Computational

Intelligence. Springer, Cham, 2019.

https://doi.org/10.1007/978-3-030-29933-0_2

vii

https://doi.org/10.1145/3389189.3397991
https://doi.org/10.1145/3197768.3201540
https://doi.org/10.1007/978-3-319-97982-3_22
https://doi.org/10.1145/3316782.3322781
https://doi.org/10.1007/978-3-030-29933-0_2


Contents

Dedication i

Acknowledgements ii

Abstract iv

Publications vi

Contents viii

Nomenclature xii

List of Figures xiv

List of Tables xvii

1 Introduction 1

1.1 Overview of the Research . . . . . . . . . . . . . . . . . . . . . . . 4

1.2 Research Aims and Objectives . . . . . . . . . . . . . . . . . . . . 7

1.3 Major Contributions of the Thesis . . . . . . . . . . . . . . . . . . 9

1.4 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2 Literature Review 13

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.2 Human Activity Recognition and Modelling . . . . . . . . . . . . 14

2.3 Statistical Techniques . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.3.1 Hidden Markov Model . . . . . . . . . . . . . . . . . . . . 18

viii



CONTENTS

2.3.2 Bayesian Belief Network . . . . . . . . . . . . . . . . . . . 19

2.3.3 Finite State Machine . . . . . . . . . . . . . . . . . . . . . 20

2.3.4 Support Vector Machine . . . . . . . . . . . . . . . . . . . 21

2.3.5 Other Statistical Models . . . . . . . . . . . . . . . . . . . 22

2.4 Computational Intelligence Techniques . . . . . . . . . . . . . . . 23

2.4.1 Neural Networks . . . . . . . . . . . . . . . . . . . . . . . 23

2.4.2 Data Mining Techniques . . . . . . . . . . . . . . . . . . . 24

2.4.3 Fuzzy System . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.4.4 Deep Learning Techniques . . . . . . . . . . . . . . . . . . 26

2.4.5 Hybrid Techniques . . . . . . . . . . . . . . . . . . . . . . 27

2.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.6 Research Gap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.7 Proposed Methodology . . . . . . . . . . . . . . . . . . . . . . . . 34

2.8 Discussion and Research Opportunity . . . . . . . . . . . . . . . . 36

3 Background on Machine Learning Techniques for Human

Activity Recognition 37

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.2 Finite State Machine . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.3 Fuzzy Logic Systems . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.4 Fuzzy Finite State Machine . . . . . . . . . . . . . . . . . . . . . 41

3.5 Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.6 Recurrent Neural Networks . . . . . . . . . . . . . . . . . . . . . . 48

3.6.1 Long Short-Term Memory . . . . . . . . . . . . . . . . . . 49

3.6.2 Bidirectional Long Short-Term Memory Neural Networks . 50

3.7 Convolutional Neural Network . . . . . . . . . . . . . . . . . . . . 53

3.8 Adaptive Boosting . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.9 Fuzzy C-Means Clustering . . . . . . . . . . . . . . . . . . . . . . 56

3.10 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4 Data Collection, Processing and Feature Extraction 58

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.2 Ambient Intelligence Environment . . . . . . . . . . . . . . . . . . 59

ix



CONTENTS

4.3 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.3.1 Dataset A . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.3.2 Dataset B . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.4 Data Handling and Visualisation . . . . . . . . . . . . . . . . . . 69

4.4.1 Visualisation Using Data Features . . . . . . . . . . . . . . 70

4.4.2 Visualisation Using Finite State Machine . . . . . . . . . . 72

4.4.3 Visualisation using 2D Greyscale Images . . . . . . . . . . 75

4.5 Feature Extraction and Representation . . . . . . . . . . . . . . . 76

4.5.1 Fuzzy Feature Representation . . . . . . . . . . . . . . . . 77

4.5.2 Deep Leaning Convolutional Neural Network for Feature

Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5 Enhanced Fuzzy Finite State Machine for Human Activity

Modelling and Recognition 81

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.2 Neuro-Fuzzy Finite State Machine . . . . . . . . . . . . . . . . . 82

5.3 Long Short-term Memory Fuzzy Finite State Machine . . . . . . . 85

5.4 Convolutional Fuzzy Finite State Machine . . . . . . . . . . . . . 89

5.5 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.5.1 Feature Extraction and Fuzzification . . . . . . . . . . . . 92

5.5.2 System definition . . . . . . . . . . . . . . . . . . . . . . . 95

5.5.3 Experimental Results . . . . . . . . . . . . . . . . . . . . . 98

5.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

6 Employing Deep Learning Techniques for Human Activity

Modelling and Recognition 107

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6.2 Deep Learning Human Activity Modelling and Recognition Based

on Greyscale Image . . . . . . . . . . . . . . . . . . . . . . . . . . 108

6.2.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . 109

6.2.2 Experimental Results . . . . . . . . . . . . . . . . . . . . . 112

x



CONTENTS

6.3 Bidirectional Long Short-term Memory with Fuzzy Feature

Representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

6.3.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . 115

6.3.2 Experimental Results . . . . . . . . . . . . . . . . . . . . . 118

6.4 Convolutional Neural Network with Fuzzy Feature Representation 120

6.4.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . 120

6.4.2 Experimental Results . . . . . . . . . . . . . . . . . . . . . 123

6.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

7 Conclusion and Future Work 127

7.1 Thesis Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

7.2 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . 128

7.2.1 Activity Data Representation and Visualisation . . . . . . 128

7.2.2 Enhanced Fuzzy Finite State Machine . . . . . . . . . . . 129

7.2.3 Employing Deep Learning Techniques with Fuzzy Feature

Representation . . . . . . . . . . . . . . . . . . . . . . . . 131

7.2.4 Employing Deep Leaning Technique for Feature Extraction

from a Greyscale Images . . . . . . . . . . . . . . . . . . . 132

7.3 Directions for Future Works and Recommendations . . . . . . . . 132

References 135

xi



Nomenclature

Acronyms

ADL Activities of Daily Living

ADW Activity of Daily Working

AmI Ambient Intelligence

ANN Artificial Neural Network

Bi-LSTM Bidirectional Long Short-Term Memory Neural Networks

CI Computational Intelligence

CHMM Coupled Hidden Markov Models

CL-HMM Combined Label Hidden Markov Models

CNN Convolutional Neural Network

CNNC Convolutional Neural Network Classifier

CNN-FFSM Convolutional Neural Network-Fuzzy Finite State Machine

DBN Deep Belief Network

DCNN Deep Convolutional Neural Network.

DMVP Discovering Methods for Varying Pattern

DL Deep Learning

DTEN Deep Triplet Embeddings Network

E-NN Ensemble Neural Network

FCM Fuzzy C-means

FIS Fuzzy Inference System.

FSM Finite State Machine

FFSM Fuzzy Finite State Machine

FLS Fuzzy Logic System

xii



HAR Human Activity Recognition

HMM Hidden Markov Model

LHMM Linked Hidden Markov Models

LSTM Long Short-term Memory

LSTM-FFSM Long Short-term Memory-Fuzzy Finite State Machine

MF Membership Function

MOPPNN Multi-object Pattern Producing Neural Network

ML Machine Learning

NN Neural Network

N-FFSM Neuro-Fuzzy Finite State Machine

PHMM Paralle Hidden Markov Models

ReLU Rectified Linear Unit

RNN Recurrent Neural Network

PIR Passive Infrared

RPTWSVM Robust Parametric Twin Support Vector Machine

SVM Support Vector Machine

xiii



List of Figures

1.1 Schematic representation of the proposed human activity

modelling and recognition framework. . . . . . . . . . . . . . . . . 5

1.2 Thesis structure showing the organisation of the chapters and their

respective dependencies. . . . . . . . . . . . . . . . . . . . . . . . 10

2.1 Methodology framework of the research presented in this thesis. . 35

3.1 An example of a three states finite state machine. . . . . . . . . . 39

3.2 An schematic diagram representing the structure of a fuzzy logic

system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.3 An illustration of states’ transition diagram of a fuzzy finite state

machine. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.4 The learning process of weight adjustment for a single node or

neuron of the neural network. . . . . . . . . . . . . . . . . . . . . 46

3.5 A general architecture of Recurrent Neural Network with two layers. 49

3.6 The framework architecture of the Convolutional Neural Network. 53

4.1 A schematic representation of human activity modelling and

recognising. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.2 The data collection process. . . . . . . . . . . . . . . . . . . . . . 62

4.3 Samples of sensor readings for 7 days gathered from five different

PIR sensors in a home environment. . . . . . . . . . . . . . . . . . 62

4.4 Floor plan layout and location of the installed sensors used for data

collection in dataset A. . . . . . . . . . . . . . . . . . . . . . . . . 64

xiv



LIST OF FIGURES

4.5 Data collected from a real environment over month time: a)

samples of the data gathered from PIR sensors; and b) samples of

the data gathered from other ambient sensors such as

temperature, humidity and light density sensors. . . . . . . . . . . 67

4.6 Floor plan layout and location of the installed sensors used for data

collection in dataset B. . . . . . . . . . . . . . . . . . . . . . . . . 68

4.7 Five days’ activities represented as an occupancy signal for a

single user within a smart home environment extracted from

binary sensor readings. . . . . . . . . . . . . . . . . . . . . . . . . 71

4.8 Start Time and Duration of five days activities in a smart home. . 71

4.9 Occupancy data representing the daily activities of a single user

for one day as a multi-level graph. . . . . . . . . . . . . . . . . . . 73

4.10 An illustrative example of conversion of the time-slice windows of

the gathered binary string information into occupancy signal using

Finite State Machine. . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.11 Occupancy signal for three days representing the daily activities

for a single user that represented as a multi-level graphs. . . . . . 74

4.12 Greyscale image generated from binary sensor readings. . . . . . . 75

5.1 A schematic diagram of the proposed Neuro-Fuzzy Finite State

Machine. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

5.2 A schematic diagram of the enhanced Fuzzy Finite State Machine

models using Long Short-term Memory neural network and

Convolutional neural network. . . . . . . . . . . . . . . . . . . . . 87

5.3 An illustration of activity windows for one-day activities. . . . . . 92

5.4 Overall framework of the used fuzzy feature representation approach. 94

5.5 A state diagram of human activity’s based on experimental

datasets A. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.6 A state diagram of human activity’s based on experimental

Datasets B. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5.7 Confusion matrix for ADL modelling and recognition results using

Neuro Fuzzy Finite State Machine (N-FFSM); a) using Dataset A,

b) using Dataset B. . . . . . . . . . . . . . . . . . . . . . . . . . . 99

xv



LIST OF FIGURES

5.8 Confusion matrix for ADL modelling and recognition results

using Long Short-term Memory Fuzzy Finite State Machine

(LSTM-FFSM); a) using Dataset A, b) using Dataset B. . . . . . 100

5.9 Confusion matrix for ADL modelling and recognition results using

Convolutional Neural Network Fuzzy Finite State Machine (CNN-

FFSM); a) using Dataset A, b) using Dataset B. . . . . . . . . . . 101

6.1 Framework for the proposed method including data preparation,

feature extraction and the classification process. . . . . . . . . . . 109

6.2 The process of generating a greyscale image by converting raw data

for the toilet activity. . . . . . . . . . . . . . . . . . . . . . . . . . 110

6.3 Three greyscale image samples for 4 different activities generated

form the binary collected data using the proposed approach. . . . 111

6.4 Confusion matrix plot representing the results achieved using

AdaBoost approach. . . . . . . . . . . . . . . . . . . . . . . . . . 113

6.5 The results of the classification process using the FCM algorithm

with the features extracted from the greyscale images representing

three samples of each activity. . . . . . . . . . . . . . . . . . . . . 114

6.6 Proposed framework for fuzzy feature representation and the Bi-

LSTM model for human activity modelling and recognition. . . . 116

6.7 Confusion matrix plot for the obtained results by using Bi-LSTM

for human activity modelling and recognition . . . . . . . . . . . . 119

6.8 Architecture framework of the proposed Convolutional Neural

Network Classifier with fuzzy feature representation approach for

human activity modelling. . . . . . . . . . . . . . . . . . . . . . . 121

6.9 Confusion matrix for ADL modelling and recognition results using

fuzzy feature representation and the CNNC. . . . . . . . . . . . . 124

xvi



List of Tables

2.1 A summary of the three methods used for collecting dataset

representing human activities from real home environments. . . . 15

2.2 A summary of the related research studies for human activity

modelling and recognition in the context of year of publication,

HAR model approaches used and application, dataset name,

sensor modality as well the number of activities being recognised

and the achieved results performance. . . . . . . . . . . . . . . . . 29

2.3 Different model approaches used for HAR applications. . . . . . . 31

2.4 Description of sensor modalities for collecting data representing

human activity in HAR applications. . . . . . . . . . . . . . . . . 32

4.1 List of sensors used for collecting the dataset A to measure different

conditions and activities. (* denotes the unused sensors in this

study). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.2 A Sample of the gathered ADL dataset. . . . . . . . . . . . . . . . 65

5.1 The overall accuracy of the proposed LSTM-FFSM and

CNN-FFSM compared with the existing approaches based on

Datasets A and B. . . . . . . . . . . . . . . . . . . . . . . . . . . 103

5.2 Overall accuracy performance for the proposed models using 5-

folds cross validation. . . . . . . . . . . . . . . . . . . . . . . . . . 104

6.1 The results of accuracy, recall and precision for each activity

obtained based on AdaBoost. . . . . . . . . . . . . . . . . . . . . 113

xvii



LIST OF TABLES

6.2 The results of accuracy, recall and precision for each activity

obtained based on Fuzzy C-Means. . . . . . . . . . . . . . . . . . 114

6.3 Recall and precision for each activity obtained based on Bi-LSTM,

standard LSTM and SVM. . . . . . . . . . . . . . . . . . . . . . . 118

xviii



Chapter 1

Introduction

Due to the rising cost of social care, the number of older adults who prefer to

live independently in their own home has increased. This independent lifestyle

cannot be achieved if the older adult suffers from mild cognitive impairment

unless a suitable assistive environment is provided to monitor and recognise their

daily activities. Hence, monitoring and recognising human activities in an indoor

home environment are studied within the general topic of Ambient Intelligence

(AmI) [1, 2]. eef

The social care system in the United Kingdom and worldwide is facing a

staggering increase in the cost of looking after elderly people. The preferred

option for many older adults is to stay in their homes while they receive

assistive care [3, 4]. Research conducted in the area of Human Activity

Recognition (HAR) for elderly people focuses on the importance of

understanding the activity patterns and helping them to maintain their

independent lifestyle. It could also be used for recommending a healthy lifestyle

based on the information from monitored activities, and detecting early

symptoms of any abnormalities [5]. Several techniques could be used for

gathering information representing human activities from a real home

environment; employing camera-based systems [6, 7], wearable devices [8, 9, 10]

or binary ambient sensors [11, 12] to monitor human activities. Attention has

predominantly been focused on data collected by unobtrusive sensors, which are

more acceptable by users for privacy concerns [13]. An environment equipped

with such monitoring devices is often referred to as an Intelligent or Smart

1



1. Introduction

Environment.

An important factor in designing a smart environment for recognising and

modelling human activities is that technology should not interfere with normal

daily activities. Thus, all the employed devices should operate autonomously.

To achieve this, objects and appliances within the monitoring environment can

be supplied with sensors to collect information. The system of collecting and

representing human activities based on sensors integrated into the environment

is referred to as ambient sensory device-based system. Examples of sensors used

in such system are; Passive Infrared (PIR) sensors, to capture the movements;

electrical sensors, to measure the usage of the electrical devices; temperature

sensors to measure the ambient temperature; mat pressure sensors, to measure

bed occupancy; light density sensors, to monitor ambient light; and on/off

magnetic switch sensors, to monitor doors’ open/close positions.

The analysis of the data captured from the environmental sensors can be used

to enhance the quality of users’ lifestyle in the aspects listed below:

• Address health and safety concerns, e.g. by modelling users’ activities,

predicting the next activities and then giving help whenever it is needed.

• Increasing users’ comfort in their residences, e.g. by adjusting the

environmental conditions such as temperature and light based on the

users’ preferences.

• Optimise energy consumption, e.g. by controlling the usage of light and

other electrical devices.

The ambient sensory device-based system records data as binary string

information. Therefore different techniques are investigated for representing the

sensor readings in an adequate format. To represent features of human

activities, statistical and dynamic features in the time domain are the most

commonly used features [9, 14]. They are suited for datasets with little noise.

There are many analytical tools to help with analysing the data gathered

from a smart environment. Specifically, fuzzy sets and systems are established

tools to handle the unpredictable uncertainties in using raw data in many

practical applications [15]. For example, the fuzzy feature representation
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approach is a widely used approach for data representation and visualisation. It

uses a fuzzy computational algorithm to represent features from

one-dimensional input vectors. Also, it can be used to learn the degree of

membership functions through the fuzzification of each input variable in the

training data to represent human activities. The membership degrees represent

the features used to model and recognise activities. When compared with other

feature representation approaches such as deep learning Neural Networks (NNs)

which are able to learn features from data, the features derived from the fuzzy

feature representation can be flexibly constructed to reduce underlying

uncertainties in data [15].

In order to model and recognise human activities using information obtained

from ambient sensory devices, one of the promising techniques applied is based

on the Finite State Machine (FSM) [16]. The classic FSM is employed to

represent the states and the functionality of transitions between different states

(in this context, the activities). However, considering the uncertainties

incorporated in human activities, a fusion of Fuzzy Logic with FSM allows a

more powerful tool to model the dynamic processes that may change over time

[16, 17]. Considering the uncertainties incorporated in human activities

represented in data obtained from sensors, it is argued that Fuzzy Finite State

Machine (FFSM) is a suitable technique to deal with a large uncertain data

collected from real-world environments. Furthermore, the system can assign a

degree of truth to the occurrence of each activity.

In an FFSM model, the transitions between states are triggered by fuzzy

variables instead of crisp values. This provides an accurate model supported by

a reasoning mechanism that is represented with a degree of truth related to each

state transition. Thus, the system can be in more than one state at any time

based on the membership values or degree of belonging to each state [16, 18].

Readers are referred to [19] for the theoretical definition of the FFSM with some

recent developments reported in [20, 21].

To model a dynamic process, when data changes over time, the FSM

technique can also be utilised [22]. The FSM contains several states

representing different actions and the mechanism of transitions between them.

Many researchers have considered using the FSM to model and represent human
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activities. Since human behaviour is not restricted to a single state at any time

and there are uncertainties associated with each state, it is reasonable to

consider some degree of fuzziness within the FSM, thereby creating a more

powerful tool to model dynamic processes that may change over time [18, 23].

In FFSM, both inputs and outputs are treated as fuzzy sets instead of being

treated as crisp values. This allows the system to handle and process the input

information with a degree of belonging, which often provides more flexibility

and human comprehensibility [24]. The FFSM is one of the most suitable

technique to deal with a large amount of uncertain data obtained from low-level

sensory devices in AmI environments. In this case, the system can assign a

degree of truth to the occurrence of each activity. The transitions between the

system’s states in the FFSM are triggered by fuzzy values rather than crisp

values used in the classical FSM. This provides a realistic model supported by a

fuzzy reasoning mechanism, represented by a degree of truth related to each

state transition. Therefore, more than one state can be in an active mode at

any time based on the membership values of each state [16, 18, 25].

1.1 Overview of the Research

In an AmI environment, the sensor readings representing human activities are

used as input to the system developed to model and recognise human activities.

Most of the work in recognising and modelling the activities of a single user is

focused on using statistical methods such as Bayesian networks [26] and Hidden

Markov Models (HMMs) [27, 28]. Other methods involving the application of

computational intelligence methods such as NNs [29] and Fuzzy Inference

System (FIS) [30]. Deep learning techniques such as Convolutional Neural

Networks (CNNs) are also used in more recent research in this area [31, 32, 33].

The statistical methods are employed to find the relationship between features

extracted from the collected sensor readings data, and eventually, identify user’s

activity pattern. However, these methods encounter difficulties when dealing

with a large scale of sensor readings obtained from a real AmI environment [18].

By nature, several activities can be undertaken by a single user at the same

time [34]. For example, people can watch TV while they are having their meal.
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Figure 1.1: Schematic representation of the proposed human activity modelling
and recognition framework.

In this particular scenario, it is not necessary to know which activity started

first. However, it is essential to know the degree of involvement in each activity

at that time. That means the existence of simultaneous activities; when an

activity (e.g., eating) starts while the other activity is already started (e.g.,

watching TV). A specialised approach is required to recognise these

non-sequential behaviours.

Figure 1.1 illustrates the schematic framework for human activity modelling

and recognition proposed in this thesis. In the proposed model, during the first

stage of the model, the sensor readings representing human activities are
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collected using ambient sensory devices-based. The collected sensor readings are

then interpreted and converted into an understandable format, such as

occupancy signal in time-series or greyscale images. Several numerical features

representing each activity are selected and extracted from this occupancy signal.

These numerical features can be extracted by employing practical

knowledge-based techniques such as an ontology [35, 36], or using a

computational intelligence technique integrated with the collected sensor

readings. The extracted features are then represented using a suitable approach

to obtain optimal features representation. One of the recommended methods for

representing human activity data is the fuzzy feature representation approach.

This technique fuzzifies the extracted numerical features to add more flexibility

and make the information more human-like. During the second stage of the

model, the generated fuzzy sets can be used as inputs to the different enhanced

versions of FFSM for modelling and recognising the human activity. The

proposed framework of enhanced versions of the FFSM combines the learning

abilities of NNs, Long Short-Term Memory (LSTM) neural network and

Convolutional Neural Networks (CNNs) for human activity modelling and

recognition. The model’s outputs are the modelled and recognised human

activities based on the collected data.

In addition to the contribution of developing an FFSM model presented in

this thesis, another novel approach of visualising binary sensor readings as

greyscale images are investigated. This makes use of the information obtained

using ambient sensory devices, including PIR and door entry sensors. A

pre-trained Deep Convolutional Neural Network (DCNN) such as AlexNet is

used to select and extract features from the generated greyscale image for each

activity. The selected features are then used as inputs to an Adaptive Boosting

(AdaBoost) and Fuzzy C-means (FCM) classifier for modelling and recognising

the ADL of a single user.

The research reported in this thesis attempts to answer the following

questions:

1. How binary sensor readings representing human activities, which are

obtained from ambient sensory devices can be converted into an
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occupancy signal in a time-series format for representing ADL for a single

user?

2. How to extract numerical features representing each activity?

3. How to represent the extracted features using an optimal approach to

overcome the uncertainty associated with the human activity data?

4. How the performance of the existing FFSM can be enhanced by integrating

different computational techniques for modelling and recognising human

activities?

In order to answer the above questions, the research aims and objectives are

explained in the next section.

1.2 Research Aims and Objectives

The aim of this research is to investigate human activity modelling and

recognition models. The research presented in this thesis addresses only the

challenges in modelling and recognising in a single-occupancy real-home

environment based on a dataset collected using ambient sensory devices. This

involves investigating the ways that could be used to convert and interpret the

binary sensory readings in a suitable format, feature extraction and

representation, and enhancing an FFSM model by integrating it with different

computational intelligence techniques. Once the human activities are

recognised, the results obtained could be used in many different applications,

including anomaly detection in daily human activities, energy consumption

optimisation, addressing health and safety concerns, leading to an improved

level of comfort and quality of life. To achieve this aim, the following research

objectives are identified:

To determine the answer to question number one of the research questions

mentioned earlier, the following objectives are identified:

• Use the ambient sensory device-based system to collect dataset representing

ADL from a real smart home environment for a single user.
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• Investigate suitable approaches for converting and visualising binary sensor

readings collected into an understandable format. This is to achieve a better

understanding of constituents of human activities from such data.

In related to question 2 of the research questions, the following objective is

identified:

• Select and extract a set of numerical features from the generated occupancy

signal and a greyscale image representing each activity.

To answer question 3 of the research questions, the next objective is

determined:

• Use a feature representation approach for representing the extracted

features. This will reduce the uncertainties associated with the data

representing human activities.

The next aims and objectives are identified to answer question 4 of the research

questions as follows:

• Investigate existing classification methods and models for human activity

recognition and propose a model which is able to learn activities from the

extracted features.

• Incorporate human experts’ knowledge approaches with machine/deep

learning techniques for creating a robust human activity modelling and

recognition model. This will reduce the complexities associated with

experts-based approaches and the most common machine/deep learning

techniques which rely on a large amount of numerical data. This might be

obtained by integrating the proposed FFSM with different computational

techniques to enhance the learning ability of the system.

• Compare the performance of different approaches that are integrated with

the FFSM to assess the most appropriate approach for recognising and

modelling human activities.

• Test and evaluate the enhanced FFSM models and the investigated

classification approaches using different data sets representing ADL for a

single user.
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1.3 Major Contributions of the Thesis

The major contributions of the work presented in this thesis are listed as follows:

• An extensive literature review is presented discussing the state-of-the-art on

human activity modelling and recognition. It encompasses various methods

proposed and validated results from other researches related to this thesis.

• A novel framework for visualising binary string data as an occupancy signal

and a greyscale image representing human activities is presented. Also,

different feature extraction and representation approaches are employed.

• Integrating the FFSM with NN to incorporate the experts’ knowledge used

in FFSM with the learning abilities in the NN for governing the transition

between the system states (Activities). The new model is referred to as a

Neuro-Fuzzy Finite State Machine (N-FFSM).

• Integrating the FFSM with Long Short-Term Memory (LSTM) NNs to

enhance the learning capability of the FFSM model for accurately

generating the fuzzy rules that govern the transition between the system

states. The new model is referred to as a Long Short-Term Memory-Fuzzy

Finite State Machine (LSTM-FFSM).

• Integrating the FFSM with Convolutional Neural Network (CNN) to add

the learning ability to model daily human activities based on the numerical

and temporal information gathered from the sensory data. The new model

is referred to as Convolutional-Fuzzy Finite State Machine (CNN-FFSM).

• Investigate the usage of a pre-trained CNN for selecting and extracting

feature vector(s) representing human activity from generated greyscale

image. The extracted feature vector is then used with different classifier

for modelling and recognition of human activity.

• Testing and evaluating the proposed models using two different datasets

gathered from real home environments representing ADL for a single user.

The outlined contributions of the thesis are addressed in different chapters of this

thesis. A summary of these chapters is presented in the following section.
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Figure 1.2: Thesis structure showing the organisation of the chapters and their
respective dependencies.

1.4 Thesis Outline

This thesis consists of seven chapters. Figure 1.2, illustrates the structure of the

thesis with an indication of how the chapters are linked. The idea of this figure

is to give readers an overview of the organisation of the thesis and a direction on

how the chapters are grouped. The summary of the contents of this thesis are

presented as follows:

Chapter 2: Literature Review - This chapter reviews the relevant literature

works in the field of human activity modelling and recognition. In particular,
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the literature focuses on the statistical and computational intelligence

techniques used for recognising and modelling human activity. The literature

gives an overview of the available technologies that are used for modelling and

recognising human activities. Also, the review of the previous researches is

summarised to identify the research gaps and highlights how this work differs

from previous research works. The methodology proposed for human activity

modelling and recognition in this thesis is also introduced in this chapter.

Chapter 3: Human Activity Recognition Models and Method Developments -

This chapter explains some of the existing techniques that are used for human

activity modelling and recognition. Some of the presented techniques are used

later on in Chapters 5 and 6 to develop models for modelling and recognising

human activity for a single user based on binary sensory information. This

chapter mainly reviews human activity modelling and recognising models which

will be used to propose the enhanced Fuzzy Finite State Machine (FFSM).

Chapter 4: Data Collection and Feature Extraction - This chapter gives an

overview of sensor intelligent environment for collecting information

representing human activity using ambient sensory devices-based. A description

of the data collection process from a real-word environment using low-level

sensory devices to monitor the Activity of Daily Living (ADL) for a single user

is presented. The away of visualising and representing the collected binary

sensor information before the features extraction process is explained. The way

of representing the extracted features from each activity is discussed.

Chapter 5: Enhanced Fuzzy Finite State Machine for Human Activity

Modelling and Recognition - This chapter is an extension of the explanation

provided in Chapter 3, for developing a Fuzzy Finite State Machine (FFSM)

used for modelling and recognising human activity. In this chapter, the FFSM

is introduced as a means of defining daily human activities and the transition

between the states (here, the activities). Different machine/deep learning

techniques are integrated with the existing FFSM. Three different models of

FFSM are developed in this work, using NN, Long Short-term Memory (LSTM)

11



1. Introduction

recurrent neural network, and CNN. The developed models are referred to as

N-FFSM, LSTM-FFSM and CNN-FFSM. Also, experiments are conducted in

this chapter using the data sets explained in Chapter 4 to test and evaluate the

enhanced FFSM models.

Chapter 6: Employing Deep Learning techniques for Human Activity

Modelling and Recognition - In this chapter, a DCNN is employed with a fully

annotated real data representing ADL for a single user living alone is presented.

Data set A, presented in Chapter 4 is used in this chapter with the proposed

model. First, the data collected is divided into training and testing sets on day

by day basis. Then the activities in the training set are segmented and

converted into greyscale activity images. The greyscale image is considered as a

2D image used for representing the numerical measurements such as sensor

data. A pre-trained DCNN is employed to extract a unique feature vector from

the generated greyscale activity image. The extracted feature vector is used as

an input for two different classifiers to classify and recognising the ADL for that

user, and then the obtained results are compared. Also, Another deep learning

techniques such as Bidirectional Long Short-term Memory (Bi-LSTM) and

CNN are employed for modelling and recognising human activities.

Chapter 7: Conclusion and Future Work - This chapter presents a summary of

the findings of the research conducted in this thesis. The major achievements

obtained in this thesis are discussed with a reflection on the research questions

identified in Chapter 1. Following the summary of the achievements, the chapter

also presents future work recommendations for applications of the work in this

thesis. Some possible areas for enhancing the work is suggested for future work.
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Chapter 2

Literature Review

2.1 Introduction

Human Activity Recognition (HAR) is a broad area widely studied in

Computational Intelligence (CI). Many efforts are put into developing more

suited solutions to enhance the current performance of existing approaches

[33, 37]. Therefore, it is essential to review the current literature related to this

research topic to justify the intent of the work in this thesis. This chapter

provides a review of the relevant literature related to recognising and modelling

human activities with a focus on the most common approaches used.

This chapter is structured as follows: Section 2.2 provides an overview of

HAR based on binary sensory information of human activity as applied in this

work. The related work on HAR including its applications is presented by

reviewing the existing literature works as two main classes, which are statistical

techniques in Section 2.3, and computational intelligence techniques in Section

2.4. A summary of the presented literature works related to human activity

modelling and recognition is discussed in Section 2.5. Section 2.6 follows from

the review of previous researches to identify the research gaps and highlights

how this work differs from previous research works. The proposed methodology

for this work is presented in Section 2.7 followed by Section 2.8 which

summarises the information presented in this chapter.
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2.2 Human Activity Recognition and Modelling

Learning and classification of human activities using CI techniques are known

as HAR [38, 39]. Over the last few decades, the existing studies on HAR have

been carried out to model, recognise and/or classify human activities. The HAR

plays a vital role in many areas including health care, assistive robotics, security,

amongst many others [40, 41].

An essential component of any HAR system is that how the information

representing human activities is gathered or observed. Based on the information

gathered from published papers, the data set representing human activities can

be obtained using three different ways; using ambient sensory device-based,

using wearable sensory device-based and using camera vision device-based.

Observing human activities data using ambient sensory devices [4, 5, 27, 34]

makes it easier to obtain information representing human activities within an

indoor environment. These approaches utilise sensors to gather information

about the environmental conditions and the interaction between the occupier

and the environment. This includes recording motion detection, entrance door

status (open or close), ambient temperature and light intensity, and locations.

A comprehensive review of using ambient sensory device-based approaches for

HAR can be found in [39, 42, 43, 44] with more recent researches in [32] and

[45]. Obtaining the information representing human activities using systems

with wearable sensory devices are undesirable to many users, especially for

long-term activity monitoring of older adults as they often forget to wear them.

Camera vision device-based systems are mainly used to obtain 2D or 3D

information from images or video streams captured using camera devices.

More details about the three methods of collecting the data representing

human activities are provided in Table 2.1 below. These details explain the

difference between these three data collection approaches in terms of the type of

collected data, accuracy, recorded parameter and number of features could be

extracted.

In some application, data representing human activity could be collected using

a hybrid system which often combined ambient sensors and wearable sensors.

This combination of wearable and ambient sensors is of great interest in several
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Table 2.1: A summary of the three methods used for collecting dataset
representing human activities from real home environments.

Data collection
approach

Ambient sensory
devices-based

Wearable sensory
devices-based

camera vision
sensors

Type of collected
data

time-stamped
binary data

accelerometer and
gyroscope data

images /
video stream

Collected data
accuracy

low, as the collected
data only has
1 or 0 values

medium/high medium/high

Measured
parameters

only environmental
parameters includes
movements and
doors open and close

environmental and
body data includes
movements, speed,
angle and body
temperature

environmental
and some
body data.

Battery
limitation

battery has longer
life

battery run
out quickly

in the most cases,
it does not require
a battery as it
installed by cables
which requires
more work.

long-term
data collection
process

it can be used for
long-term
data collection

it is not suitable
for long-term data
collection process

it is not suitable
for long-term
data collection
process

number of
features could
be extracted

limited number
of features

more features
could be extracted

more features
could be extracted

Privacy
concern

Low medium very high

Cost very cheap more expensive very expensive
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applications in human activity modelling and recognition. For instance, when

monitoring older adults while deploying interventions to improve balance control

and reduce falls, one would be interested in using wearable sensors to track motion

and vital signs. Specifically-designed data analysis procedures would then be

used to detect falls via movement and vital sign data processing. In this context,

ambient sensors could be used in conjunction with wearable sensors to improve

the accuracy of falls detection and, most importantly, to enable the detection of

falls even when subjects do not wear the sensors.

Many research works are conducted to monitor and analyse the activities of

people using many different machine learning and deep learning techniques

including Genetic-Fuzzy Finite State Machine (GFFSM) [22], Dynamic

Bayesian Network Modelling (DBNM) [46], conventional Neural Networks

(NNs) [3, 27, 47], Convolutional Neural Networks (CNNs) [4, 5] and Regression

Models (RM) [27]. Most of these studies are employed to enhance a human’s

lifestyle and well-being by supporting their independent living, especially for

older adults and disabled people [10]. As mentioned earlier, information

representing human activities within an indoor environment can be obtained

based on data collected using ambient sensory devices, wearable sensory devices

or camera vision devices. In recent studies, some researchers have collected data

using a smartphone’s built-in accelerometer [13, 48, 49]. Attention has

predominantly been focused on data collected by ambient sensory devices for

security and privacy purposes [13].

Modelling and recognising human activities can be achieved by collecting

information representing the human activities from an ambient intelligent

environment, as such, different statistical and computational intelligence

techniques can be employed. The HAR system is integrated into many

real-world applications. For example, modelling human activities can be used to

monitor the user’s behavioural pattern and then detect or predict any

deterioration in their health, security and comfort. Recognising the human

activities comprises some challenges that may face the researchers; these

challenges are addressed below [27, 50]:

1. Recognising Concurrent or Simultaneous Activities - By nature, several

activities can be undertaken by a single user at the same time [50]. For
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example, people can read a book while they are watching TV or eating. In

this case, it is not necessary to know which activity started first. That

means the existence of concurrent activities when an activity (e.g., eating)

starts while the other activity is already started (e.g., reading a book). A

specialised approach is required to recognise these non-sequential

behaviours.

2. Recognising Interleaved Activities - In real life, a certain activity can be

interrupted by another activity. For example, while the current activity of

an office worker is recorded as “computer activity”, a visitor comes to the

office. In this case, the first activity is paused for the period of the second

activity duration before the previous activity is resumed.

3. Recognising Multiple Residents - In many situations, more than one user is

present in the environment at the same time. It is even harder than the

previous scenarios, to recognise parallel activities for multiple people

living/working together in the same place. Different statistical

measurements are provided in this research area, but it is still considered

as a challenge [10, 27].

There is an increasing amount of literature works for modelling and

recognising human activities based on datasets collected from AmI environment.

They explore different approaches and algorithms for recognising and modelling

human activities. In the next two sections, the existing approaches are divided

into two main classes, which are statistical and computational intelligence

techniques. Other techniques not included in these two main categories are also

reviewed in Section 2.4.5.

2.3 Statistical Techniques

Most of the research conducted in the areas of recognising and modelling human

activities and future activities prediction is carried out using statistical

techniques. These techniques are used to find the relationship between the

action and the temporal data that is generated from sensors, and ultimately
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identify the activity of the user. Several graphical probabilistic-based techniques

are applied to recognise and model human activities. The most popular

probabilistic-based technique is the Hidden Markov Model (HMM), which has

proven to be a good technique to recognise and model human activities. In

particular, HMM has the ability to represent random variables, actions and

temporal variations within data [26, 28, 45, 51]. In the following sections, most

common statistical techniques used for recognising and modelling the human

activities are reviewed.

2.3.1 Hidden Markov Model

The HMM is one of the most widely used statistical models for recognising and

modelling human activities based on sensory data. The model uses some hidden

states with Markov process that deal with unknown parameters to model

human activities. The hidden states represent the human activities, and the

sensor data represent the observable output of the model. Researchers in

[2, 28, 51] have investigated different ways in which human behaviour can be

detected and modelled using Markov Models (MM) and Hidden Markov Models

(HMM). Their experiments are based on the data collected from some wearable

sensors and cameras, with a focus on using Hierarchical Context Hidden Markov

Model (HC-HMM) from video streams. Evolutionary computing based

techniques and other machine learning techniques integrated with HMM are

also employed; thus, the accuracy of the system for human activity monitoring

is enhanced [13, 49, 52]. Relatively new research by Aicha et. al. [13] presented

a new model based on Markov Modulated Poisson Process (MMPP) that

promises to come up with a model to represent multi-visitors recognition with

more accuracy. Another new Markov Modulated Poisson Process (MMPP) is

presented in [53], which proposed a model to represent multi-visitor recognition

with more accuracy. The only issue with their approach is the difficulty in

processing a large amount of low-level data such as the data gathered from

ambient sensory devices.

The research presented in [54], introduces an approach for temporal

detection for social interactions. The reported approach at this stage detects

18



2. Literature Review

intervals of the user or any social activities based on the data extracted from a

continuous video stream recorded from an RGB-D camera. The authors

developed a computational model for the temporal segmentation of human

interactions. The model is working based on the features extracted from the

upper body joints of the skeleton including shoulders, head and torso joints.

Then, the minimum and maximum values for each feature are used to normalise

and pre-formed the extracted features. At the final stage, these features are feed

into two standard models; HMM and SVM. The obtained accuracy performance

based on this research is 85.56%.

The issue raised while using basic HMM’s is the difficulties in dealing with

and processing large low-level sensory data (i.e. temporal data from different

time scales and different sensors events). Also, in the case where multi-sensors

are used, the sequence for each individual activity cannot be separated using

these models, so a suitable data mining technique is applied before the HMM.

2.3.2 Bayesian Belief Network

Bayesian belief network (known as Bayesian Network) is considered as a

statistical method which provides a general framework to recognise and model

human activities. This approach is a useful tool to deal with uncertainty and

process incomplete data [31, 55]. In [26], the authors proposed a novel way of

implementing the task of recognition by using probabilistic graphical models

such as Bayesian Network (BN) and Dynamic Bayesian Network (DBN). These

techniques are widely used in different domains, including speech recognition

and bio-sequence analysis. Furthermore, they have used the proposed DBN to

recognise the current pair of activity-object and predict the most probable task

based on the features extracted from Red Green Blue-Depth (RGB-D) raw

data. This information is then used to make human-robot cooperation more

efficient. The major issue encountered with Bayesian belief networks is the

inflexibility of exact probabilistic inference [26, 45].
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2.3.3 Finite State Machine

Finite State Machine (FSM) is one of the statistical techniques that is used to

build a state diagram representing different actions. Generally, the transitions

between the system’s states are triggered by crisp values [18]. In [56, 57, 58], the

authors used a classical FSM to recognise and locate the position of a single user

in an apartment. The data applied to the FSM in [57] was extracted from video

steams.

Many applications have been effectively implemented by using the different

types of FSM, such as pattern recognition, transfer learning for human activity,

dynamic modelling, and sensitivity analysis[18]. Also, it can be combined with

different computational techniques such as econometric models, fuzzy logic

systems, self-learning models include a neural network as it goes by filtering

information through multiple hidden layers, in a similar way to humans.

As detecting and tracking people within a crowded environment are essential

for surveillance and safety, in [58], a new approach for Detecting or tracking

people and objects in complex scenarios has been presented using FSM linked

with a motion-based image features. The presented approach describes two levels

in which activities should be considered as: local activities which are necessary

to generalise the detection process; and global activities which are used to detect

behaviour patterns that involve not only a single object/people, but also for

groups of objects/people in the same environment. Authors highlighted some

parameters that must be inferred from the captured video stream for the objects

being tracked in the scene, such as speed or direction. The system then takes the

initial segmentation to calculate these parameters. Next step is to identify a set

of queries that are calculated to detect movement, orientation and location of the

objects. The results obtained from this research are promising.

In [59], Authors propose a human activity recognition method based on the

FSM model to recognise five different activity using a set of features extracted

from a video stream. These five activities are; Walk through which means that a

person walks through the monitored area without stopping, Observation which

means that a person repeats the following action pattern,

walking-standing-walking, with the large direction variation inside the interested
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area, Rest this activity has two sub-activities (Normal rest-activity and

Abnormal rest-activity), Browse which means that a person walks to the special

object/locution then stop near it, and Being Idle which means the current

activity is not matched to any of the activities above. In this research, the basic

actions for the house users’ are extracted and calculated for each person in the

interested area at their properties. Then, an activity stream with related

features such as movement and the referenced location is recognised using the

predefined FSM model. The achieved experimental results show a good

recognition accuracy up to 86.96% on average for the five recognised activities.

In [37], a global method based on probabilistic finite-state automata and the

definition of the normalised likelihood and perplexity is proposed to manage

and identify the ADL for a single user based on a data set collected using

ambient sensory devices-based. In order to reduce the computational

complexity and to be able to complete ADL recognition, such as eating,

dressing, cooking, drinking, and taking medicine some results about a simplified

normalised likelihood computation are proved. The research presented in [37],

treats two main problems to recognise the ADL as: Activity Discovery (AD)

and Activity Recognition (AR). In particular, AD step is a method used to

reduce the need for expert knowledge by using learning algorithms to discover

activities from the sensor raw data to identify activities. The main need for the

AR is to detect the activity actually performed by the inhabitant. When this

approach tested with a real data set repressing the ADL for a signal user; it

shows the efficiency for identifying and recognising the daily activities.

2.3.4 Support Vector Machine

Support Vector Machine (SVM) is commonly used in recognising and modelling

human activities to detect and predict users’ abnormal activities [60]. In [61], the

proposed algorithm enables the recognition of users’ activities based on a dataset

that is collected from a smartphone. The activity is identified for assessment

initially. Then, an SVM classifier is trained to classify the activities. In [7], a

novel Robust Parametric Twin Support Vector Machine (RPTWSVM) classifier

is proposed in a human activity recognition framework for binary classification
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problems. The efficacy of the proposed algorithm is tested and evaluated on

standard UCI datasets.

2.3.5 Other Statistical Models

There exist some other probabilistic models used to recognise and model human

activities. For example, the Expectation Maximisation (EM) algorithm reported

in [40] is utilised to minimise the uncertainty in the data that represents human

activities. In particular, the EM algorithm is applied to the data collected for

finding the highest probability of the pixel values in a Gaussian Mixture Model

(GMM) and then matching them with the background in the image sequence. In

[62], the research proposed came up with a novel approach to build a probabilistic

sequential frame to recognise human activities in a video stream. They create

a statistical model to extract foreground features from the image background.

Then the extracted foreground blobs are used to create the previous and current

frames using specific rules. Once the foreground blobs are combined with non-zero

pixels, each corresponding blob represents one activity.

In the study introduced in [63], the research group proposed approach

consists of a probabilistic ensemble of classifiers as a dynamic mixture model

considering the Bayesian probability. Each base classifier contributes to the

inference in proportion to its posterior belief. The data used with the proposed

approach is gathered from 3D skeleton-based features extracted from RGB-D

sensor data are used to recognise daily activities for a single user and the risk

situations. The proposed system was tested and evaluated using two different

public datasets MSR-Action3D and MSR-Activity3D, and the achieved results

were compared with other recent methods. Moreover, the proposed approach

was implemented using Robot Operating System (ROS) environment to validate

the Dynamic Bayesian Mixture Model (DBMM) running on-the-fly in a mobile

robot with an RGB-D sensor on-board to identify the daily activities for a

robot-assisted living application.
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2.4 Computational Intelligence Techniques

Computational intelligence techniques are widely used to recognise and model

human activities as an alternative to statistical methods. The following sections

summarise some of the computational intelligence techniques that are used for

modelling human activities.

2.4.1 Neural Networks

Neural Networks (NNs), also known as Artificial Neural Networks (ANNs), are

widely used for pattern recognition to process numerical information gathered

from sensors in AmI environments [64, 65]. Many different ways are proposed that

employ NNs to recognise the ADL of a single user who lives within an intelligent

environment. For example, the research presented in [66] used Recurrent NNs

(RNN) for detecting the abnormal activities for a single user based on a data set

collected using ambient sensory devices-based representing the ADL for a single

user. The researchers in this work assumed that by adding an extra layer to the

existing design of the network, the ability of the system to detect abnormality is

increased. The extra layer is added at the end of the network, where the outputs

of the neural network are inputs to this layer.

In [67], a Multi-Layer Perceptron (MLP) neural network is used to identify and

monitor movements based on a dataset collected from a Wireless Sensor Network

(WSN). For instance, in [68], a complex assistive system with adaptive learning

capabilities for human activities is developed using NNs. The researchers use the

Internet of Things (IoT) technology with NNs to monitor in real-time a user’s

current activity in order to be subsequently analysed for a medical diagnosis. In

[69], the authors developed a prototype control system called Adaptive Control

of Home Environment (ACHE). The developed system is used to monitor an

environment (home or office) to understand the user’s behavioural patterns and

then predict future activities that would be taken by the user. NNs is used for

modelling and predicting human activities in [29], where a NN model is combined

with an adjustable fuzzy clustering algorithm. This method is experimented

using wearable sensor data to test the proposed algorithm’s ability to improve

the recognition accuracy of user activities.
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In general, NNs are useful tools to model and predict time series data. Most

of the researches conducted are carried out using feed-forward neural networks

which connect input information to the outputs without considering any feedback

connections. Therefore, temporal values are not taken into consideration. On the

other hand, Recurrent Neural Networks (RNNs) have proven to be a powerful

tool to solve the difficulties of the temporal relationships of inputs and outputs

at different time steps. In building models for activity recognition, RNN is one

of the widely used algorithms due to their ability to learn sequences in data.

Long Short-term Memory (LSTM) is a type of RNN applied in most cases when

temporal information is considered. In a recent work, LSTM was proposed as a

method for modelling human activities with the fusion of LSTM and fuzzy finite

state machines. The LSTM algorithm is also used in [70] for learning activity

sequences. The algorithm models activities with the advantage of a memory which

recalls instances that have occurred previously. Furthermore, an improvement to

the LSTM algorithm known as Bi-LSTM was introduced in [71]. This learns data

sequences by considering both past and future instances [8, 72, 73].

The work in [65] proposed a sequential Meta-Cognitive learning algorithm for

a Neuro-Fuzzy Inference System (McFIS) to develop a classifier for human actions

recognition based on video sequences. They used a four-layered NN to determine

the number of rules and their corresponding parameters. The motion features

are used for each action by extracting the accumulated motion information over

a small time window. The results obtained from this work indicate superior

performance of the McFIS classifier compared with a standard Support Vector

Machine (SVM).

2.4.2 Data Mining Techniques

Several data mining techniques are investigated in [74] including some

K-Nearest Neighbour (KKN), Lazy Locally-Weighted Learning (LWL) and

Multi-Layer Perceptron (MLP). These techniques are used to identify and

model the user’s activities and then predict future activities based on that. In

[75], the authors used Spatio-Temporal Relations to recognise and model

everyday activities pattern for a single user. The same Allen’s temporal
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relations are employed with a probabilistic framework to represent local

temporal activities in [76]. In general, for particular activities, Allen’s temporal

relations method encountered a low rate of efficiency.

2.4.3 Fuzzy System

Fuzzy systems have proven their efficiency to model and recognise human

activities based on vague or uncertain data that are collected from sensor

networks in AmI environments [18, 22, 29]. A fuzzy logic system for human gait

modelling and recognition is proposed in [22]. The system was enhanced by

adding Genetic Algorithms (GAs) to add learning capabilities to it. In [77], a

fuzzy logic system is used to recognise user’s activities in a home environment

based on the data collected from physiological monitoring devices such as

cardiac frequency, activity or agitation, posture and fall detection sensor. The

target of the research was to monitor users’ ADLs to offer them a safe,

comfortable and appropriate environment. In [78], a fuzzy predictor model is

proposed to create a prediction model to predict a user’s future activities within

a smart environment. The results presented from work are compared with

standard time series prediction models.

Fuzzy systems could be used to increase the efficiency of the classical Finite

State Machine (FSM) by proposing Fuzzy Finite State Machines (FFSM) where

transitions between states are triggered by the sense of fuzzy inferences instead

of using crisp values [22]. This has the advantages of smooth modelling and

reasoning with a degree of truth which proves more accurate. Thus, the system

can be in more than one state at the time based on the membership value for

each state [16][18]. The main advantage of using the fuzzy sense is that it can

deal with uncertain data and represent it in more than one state at the same

time as membership degrees. In [18], it is shown that human activities can be

modelled using an FFSM technique using sequential events based on a dataset

collected from a real smart office environment. Although the authors represented

the human activities by fuzzy states, they face difficulties in generating fuzzy

rules solely based on expert knowledge only.
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2.4.4 Deep Learning Techniques

Recently, deep learning techniques are widely used in modelling human

activities [68, 79, 80]. The most common technique is the Convolutional Neural

Network (CNN). For example, in [81], a 3D CNN is employed directly to 3D raw

data to extract the input features instead of using handcrafted approaches. The

model generates multiple channels of information from the input frames, and

the final feature representation combines information from all channels. In [82],

the authors proposed a 1D CNN to recognise user’s activities such as walking,

running, and staying still based on accelerometer data that is collected using a

smartphone. The x,y and z accelerometer data are used to learn 1D CNN.

Hybrid computational techniques, such as data mining [83], pattern recognition

and human activity profiling using Convolutional Neural Network (CNN) [84]

are also used in the context of ADL and ADW in order to divide monitored

human behaviours into activities and preferences [17]. The CNN is enhanced in

[85], by proposing an end-to-end deep network called Tube Convolutional

Neural Network (T-CNN). The architecture of the proposed T-CNN is a unified

deep network that is used to recognise actions (activity) based on 3D features

extracted from a video stream. Many published literature’s addresses the issue

of modelling human behaviour using wearable sensors [6, 86]. Developing

activity recognition systems using a smartphones’ built-in accelerometer

together with employing CNNs to model the activities are addressed in [87].

In [11], authors investigated methods that could be used for feature

representation by creating a binary image based on data collected from Passive

Infrared (PIR) sensors. To this end, they proposed a novel technique called

Episode Image to generate a binary image based on binary signals from the PIR

sensors. Once the binary images had been generated, they were fed into a Deep

Convolutional Neural Network (DCNN) classifier where eight features were

extracted from each episode to classify the activity travel pattern. The same

authors, in [4], report their use of the same feature representation approach

with the DCNN classifier for human posture recognition. CNN is considered as

one of the recently-used algorithms for human activity recognition and

modelling selected due to its ability to learn fruitful features and capture local
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dependency and spatial information from the given data. In some recent works

on human activity recognition [5, 88], researchers have focused on employing the

CNN with binary datasets in order to recognise human activities and to detect

any abnormal activities in the users’ behavioural patterns, based on trained

CNN. In [88], the Aruba test-bed data, produced by the Centre for Advanced

Studies in Adaptive Systems (CASAS), representing Activities of Daily Living

(ADL), were used to recognise human activities and to detect abnormalities in

behavioural patterns.

The research study presented in [89], proposed a framework for human daily

activity recognition based on depth data. The first step in the proposed

framework is to divide each activity into several actions of variable size

identified by key poses. Then, different features are extracted from each action

window including static and dynamic or temporal features. The features

representing the positions of the skeleton are defined as key poses. The static

features have projected the distances between two joints and projected angles

based on three joints. Dynamic features are used to present velocities of joints

coordinate and projected angular velocities. These sets of the extracted features

are used to train a Random Forest (RF) classifier. Then, an extension of the RF

classifier named the Differential Evolution Random Forest (DERF) algorithm is

proposed. The obtained accuracy performance of the proposed human activity

recognition framework is a precision of 81.83% and recall of 80.02%.

2.4.5 Hybrid Techniques

There exist hybrid modelling and recognising human activities techniques

combining more than one of the techniques mention earlier. For example, in

[52], the authors presented a novel approach for monitoring people’s activities

using an indoor localisation system based on Stigmergy technique. They

suggested that further work is required to implement the same concepts for

enhancing the system’s ability to monitor human behaviour. This enhancement

can be processed after training the system using a dataset collected from a real

environment. In [90], a framework is proposed to integrate temporal and spatial

contextual information for determining the wellness of an older adult living
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alone in a home environment. Swarm intelligence method is used in [52] to

monitor an older person’s activities via indoor position-based stigmergy. Other

evolutionary computing and machine learning techniques based on MMPP are

similarly employed to enhance human activity monitoring accuracy. They used

a dataset collected using a smartphone’s accelerometer [13, 49].

2.5 Summary

A summary of the related literature works in the area of human activity

modelling and recognition is presented in Table 2.2. The table presented

summarises the existing publications in the context of the year of publication,

HAR model approaches used and application, dataset name, sensor modality as

well the number of activities being recognised and the achieved results

performance. Although some of the approaches used for human activity

modelling and recognition can be used with all sensors modalities, most of them

are only specific to certain types of data that are collected using a certain

method of data collection. A description of used models are presented in Table

2.3.

Different types of sensor modalities for collecting data representing human

activities are grouped into three aspects: Body-worn sensors, Object sensors,

and Ambient sensors. Table 2.4 briefly outlines the sensors modalities mentioned

in the literature work summary in Table 2.2.



Table 2.2: A summary of the related research studies for human activity modelling and recognition in the context of
year of publication, HAR model approaches used and application, dataset name, sensor modality as well the number
of activities being recognised and the achieved results performance.

Reference
Year of
publication

HAR Model Application Dataset name Sensor Modality
Number of
Activities

Achieved
accuracy
performance

[91] 2020 E-NN ADL CASAS Ambient 12 80.39 %

[92] 2020 DTEN
Exercise, ADL
Physiotherapy

MHEALTH,
WISDM,
SPAR

Ambient\
Body-worn

12,
18,
7

99.01 %
91 %
99 %

[25] 2019 MOPPNN ADL self-collected
Camera vision,
EEg media

- 99.62 %

[93] 2019 DMVP ADL CASAS Ambient 13 93.46 %
[23] 2018 FTW-LSTM ADL CASAS Ambient 8 99.47 %

[11] 2018 DCNN ADL Aruba
Ambient/
object

8,
10

95.10 %
79.00 %

[94] 2018 DBN ADL self-collected
Body-worn/
smartphone

12 95.85 %

[7] 2017 RPTWSVM ADL self-collected Ambient 8 -

[64] 2017

PHMM,
CHMM,
CL-HMM,
LHMM

multi residant
/ADL

CASAS Ambient 11

74.97 %
82.81 %
85.57 %
89.46 %

[95] 2016 b-LSTM-S
ADL/
Human Gait

Am-Gia
Ambient/
Body-worn

2 92.70 %

[96] 2016
CNN,
DC-LSTM

ADL self-collected Wearable 16
88.30 %
91.70 %



Reference
Year of
publication

HAR Model Application Dataset name Sensor Modality
Number of
Activities

Achieved
accuracy
performance

[97] 2016 CNN ADL/ factory WISDM Body-worn 6 89.30 %
[98] 2016 CNN ADL ActiveMiles Body-worn 7 94.61 %

[79] 2015 CNN ADL ActRecTut
Ambient/
Body-worn

12 85.10 %

[99] 2015 DBN ADL DSADS Body-worn - 83.30 %
[100] 2015 CNN ADL USC-HAD Body-worn 12 95.18 %

[101] 2015 CNN ADL ActiveMiles
Body-worn/
object

7 94.79 %

[102] 2015 CNN ADL ActiveMiles
Body-worn/
object

7 90.00 %

[99] 2014 CNN ADL ActiveMiles Body-worn 6 76.80 %
[18] 2014 FFSM ADW self-collected Ambient 6 -
[65] 2012 McFIS ADL self-collected Camera-vision 6 96.16 %

[103] 2011 DBN ADL
Darmstadt Daily
Routines

Body-worn 35 73.20 %
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Table 2.3: Different model approaches used for HAR applications.

HAR Model Description

DNN
Deep fully-connected Neural Network and artificial
neural network with deep layers.

CNN
Convolutional Neural Network with multiple convolution
operations for feature extraction.

DC-LSTM Deep Convolutional Long Short-term Memory.

RNN
Recurrent neural network which is a network with time
correlations and LSTM.

DBN Deep belief network that is restricted to Boltzmann machine.

E-NN
Ensemble Neural Network contains two non-parametric
benchmark classifiers.

DTEN
Deep Triplet Embeddings includes extracting features
from a neural network classifier optimising the
embedding learned features.

MOPPNN Multi-object Pattern Producing Neural Network.
DMVP Discovering Methods for Varying Pattern.
PHMM Paralle Hidden Markov Models.
CHMM Coupled Hidden Markov Models.

CL-HMM
Combined Label Hidden Markov Models, it meant to deal
with the parallel activities and cooperative activities.

LHMM
Linked Hidden Markov Models in which activities of all
residents are linked at each time step.

RPTWSVM Robust Parametric Twin Support Vector Machine.

From the review presented in this chapter, modelling and recognising human

activity is evidently well-studied area with applications seen in many disciplines.

Therefore, the need to further research into solutions to improve current existing

systems. Although there have been many successes recorded in modelling and

recognising human activity using ambient sensory device-based, the complexities

associated with occlusions, varying illuminations, activity data representation,

scale variance and activity similarity, remain challenging in many applications.

These difficulties have some effects on the computational requirements of many

human activity modelling and recognition systems. The conclusions from the
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Table 2.4: Description of sensor modalities for collecting data representing human
activity in HAR applications.

Modality Description Examples

Ambient
Applied in an ambient
environment to detect
users’ interaction.

PIR, off/on
switch sensor etc

.

Body-worn

it is a kind of wearable
sensors that Worn by
the user to describe
the body movements.

Wristband sensors, watch,
accelerometer, gyroscope
and smartphones etc.

Object
Attached to objects
for capturing objects’
movements.

RFID, accelerometer
on fridge or cup etc.

review on the presented literature work are outlined as follows:

• As the information representing human activity is an integral component

of human activity modelling and recognition systems, the way of how this

information is gathered or observed has an important effect on the system.

Therefore, suitable data for human modelling and recognition systems

must be obtained as this has a defining impact on the system. Besides,

the approach used for the modelling and recognition process should be

investigated and selected based on the performance obtained with the

information modality and other relevant factors.

• Based on the provided literature works, most of the researches focus on

activity classification for a single user. However, activity pattern discovery

requires more investigation to provide a better understanding of the nature

of activities, including recognising the activities occurring in the same place

(e.g. dishwashing and meal preparation).
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2.6 Research Gap

To gather the activity information from an environment, a camera vision system

could be used. However, it is not widely accepted by many users due to some

privacy concerns. Also, using wearable sensor-based systems for gathering data

representing human activities can be intrusive, and as such may not be the best

way to gather data for a long period. Many users often find putting on wearable

sensors uncomfortable and may forget to wear them while carrying out normal

activities. Furthermore, as human activities differ in nature and sequence of

occurrences, it is often difficult to understand the nature of human actions such

as the position and location as it requires huge processing using special

equipment. This results in limitations in effectively creating models for human

activity modelling and recognition. On the other hand, ambient sensory

device-based systems offer enough information for representing human activities

and they are widely accepted by users as they are not affecting their daily

routine. For example, PIR, door, temperature, humidity and mat-pressure

sensors can provide a range of temporal information that allows extracting

features for high-performance activity modelling and recognition algorithms. An

important factor in designing a smart environment for recognising and

modelling human activities is that the technology used to gather the human

activity data should not interfere with the normal daily activities of the users.

Thus, all the devices employed should operate autonomously.

The existing approaches that use data obtained using ambient sensory

devices for modelling and recognising human activity mostly focus on the

technical aspects (systems ability to recognise activities accurately)

[64, 104, 105]. These researches have been directed towards evaluating an

algorithm’s ability to attain good performances for modelling and recognising

human activity. However, most of the approaches used for modelling and

recognising human activity are either using computational intelligence

techniques or linguistic information assigned by human experts which are not

enough for a successful and robust human activity modelling and recognition

model. Therefore, the need for integrating human experts’ knowledge with the

learning capabilities of computational intelligence techniques together for
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generating a successful and robust model that can be used for modelling and

recognising human activities.

To address the identified research gap, this research uses an ambient sensory

device-based approach to obtain information for developing a framework capable

of human activities modelling and recognition based on the integration of experts’

knowledge with available computational intelligence techniques. In the following

chapter, the techniques used to develop this framework are described. Also, the

methodology used is explained. The proposed methodology for human activity

modelling and recognition is presented in the next section.

2.7 Proposed Methodology

This research presents a novel human activity modelling and recognition approach

to support the independent living lifestyle, especially for older adults based on the

binary data gathered using ambient sensory device-based. The proposed approach

includes four steps; data collection, data representation and visualisation, feature

extraction and representation, and Activity modelling and recognition model.

The first step is to collect a data set representing ADL for a single user by

detecting movements, open/close doors, bed/sofa occupied in the monitored

environment using ambient sensory device-based. The recorded sensory

information is stored as a binary sensor reading containing time-stamp when

the sensor is triggered, sensor ID, and sensor status. The sensor ID identifies

the location where this sensor is installed (e.g., kitchen, toilet and living room)

and the sensor status value is either 1 when detecting an event (e.g., movement,

entry door opens/close, or bed/sofa occupied) or 0 otherwise. The process of

data collection stage is explained in Chapter 4. The second step is to represent

and visualise the gathered binary sensor readings in a proper format that allows

for segmenting each activity and extracting features in the next step. Different

approaches are currently used for converting the binary sensory readings.

However, two novel approaches to convert such binary data into an occupancy

signal and 2D greyscale image are employed in this research. More details about

this process are explained in Chapter 4. In step three, a process of extracting

and representing several features which describe each activity is employed. The
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Figure 2.1: Methodology framework of the research presented in this thesis.

features could be extracted and represented using several approaches, includes

fuzzy feature representation approach and other deep learning techniques. The

extracted features are then used as inputs to the proposed activity modelling

and recognition model in step four. An enhanced version of FFSM is proposed

in Chapter 5 to be used with the fuzzy represented features. Also, other deep

learning techniques are employed for human activity modelling and recognition

are conducted in Chapter 6.

To test and evaluate the proposed human activity modelling and recognition

approaches, binary sensor readings were recorded in a realistic home

environment using an ambient sensory device-based. The data recording process

was conducted in a controlled environment, and the participants performed

normal day to day activities such as sleeping, toilet, meal preparation, dish

washes, relaxing, dining and leaving home either from the front or back doors.

The experiments were carried out using two different data sets. The first data

set was collected by our research group. The other data set is publicly available

datasets. Figure 2.1 shows a diagrammatic representation of the stages of the

methodology framework in this research. Different stages include; 1) data

collection, 2) representation and visualisation, 3) feature extraction and

representation and 4) human activity modelling and recognition model.
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2.8 Discussion and Research Opportunity

This chapter presented the state-of-the-art of the existing research related to

human activity recognition and modelling technologies. The review presented

human activity modelling and recognition research works based on ambient

sensory device-based information as related to the work in this thesis. Different

techniques to model and recognise human activities have been investigated.

Although there are still gaps in practical implementations of such systems, its

importance cannot be overemphasised. The solutions for developing a robust

human activity modelling and recognition system is discussed to meet the needs

of enhancing independent lifestyle. A methodology of the work presented in this

thesis is presented.

By incorporating this concept, the performance of human activity modelling

and recognition systems can be improved using data obtained using ambient

sensory devices. From the literature review provided in this chapter, it is

obviously seen that the use of simple, low-cost sensors can be used to obtain

rich information (which is relevant to any computational system) for activities

modelling and recognition. This is investigated in this research. To reiterate the

focus of this research, PIR, door entry switch and mat-pressure sensors are used

to gather information representing human activities for modelling and

recognition of human activities.
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Chapter 3

Background on Machine

Learning Techniques for Human

Activity Recognition

3.1 Introduction

In this chapter, the existing tools and techniques for human activity modelling

and recognition are presented. These tools and techniques are used later on

in this thesis to develop the modelling and recognising human activity for a

single user within an AmI environment based on binary sensory information. The

information about an AmI environment is collected using ambient sensory devices,

and they are presented as time-series. The main focus of this chapter is on tools

and techniques suitable for integration with Fuzzy Finite State Machine. Hence,

more information about Finite State Machine; Fuzzy Logic Systems; Fuzzy Finite

State Machine; Neural Networks; Recurrent Neural Networks including Long

Short-term Memory and Bidirectional Long Short-term Memory; Convolutional

Neural Network; Adaptive Boosting and Fuzzy c-means clustering techniques are

provided in the subsequent sections.

To represent human activities in a numerical or analytic model, it is essential

to use the correct tools to describe the activities and the link between them.

Activities of an occupant in a home environment is a collection of tasks and
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events which are represented sequentially. Fuzzy Finite State Machine (FFSM) is

introduced as a means of defining activities and the transition between activities

or states. In this section, a depth explanation about the existing human activity

modelling and recognition technologies are provided.

3.2 Finite State Machine

Finite State Machine (FSM) is a model to represent sequential processes [18],

using for events modelling based on states and state transitions [106]. The FSM

is considered as one of a widely used model in the area of the software industry.

In particular, it is popular for designing the modelling systems such as

embedded systems and control systems includes traffic lights, text parsing and

activity recognition [107]. Mainly, there are two different types of the FSM:

Mealy state machines and Moore state machines [106, 108]. Typically, FSMs are

modelled and implemented as Mealy machines, which are deterministic

machines that perform the outputs on their state transitions after the inputs are

received [22, 109].

The FSMs are significantly used for understanding the decision making logic

as well as for modelling the dynamic data (changing over time) [108]. In the

FSM, the outputs which indicate the next state, are a present state and the input

function. This means that the selection of the next state mainly depends on the

input value (input function) as well as the current state. As in the sequential logic

system, the history of the past input is required for deciding the output. Therefore

FSM proves very cooperative in understanding sequential logic roles. There are

two methods for arranging a sequential logic design, namely Mealy machine as

well as Moore machine [110]. In this section, the theory and implementation of

FSM are discussed. The definition of a finite state machine, which is also known

as finite state automation, is a calculation model that can be executed with the

help of hardware and/or software [111]. This is used for creating sequential logic

as well as a few computer programs. FSM could be used to solve the problems

in fields like mathematics, games, linguistics, artificial intelligence and dynamic

data modelling [112].

Mealy state machine consists of two parts, namely combinational logic and
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Figure 3.1: An example of a three states finite state machine.

memory [110]. The memory in the system can be used to provide some of the

previous outputs as combinational logic inputs. Therefore, based on the current

inputs and states, this machine can produce outputs for the next state.

Moore state machine consists of two parts, namely combinational logic and

memory as well. But in this case, outputs are a function of current state only,

and Output change occurs synchronously with state change [111].

Generally, FSM is represented as a quintuple ofM = (I, O, S, δ, λ), where I, O,

and S represent the set of inputs, outputs and the system states, respectively.

δ is the state transition function δ : S × I → S. λ is the output function

λ : S × I → O. The transitions between the model’s states are based on crisp

values that are controlled depending on the values of the inputs and the current

state of the machine [94]. There are two different possibilities for the transition

coming from each state; to remain in the same state or transmit to the next state

[113].

To implement an FSM, it is essential to define the states and transitions.

Figure 3.1, shows a simple design of a FSM with 3 states representing as S1, S2 and

S3. The initialise starting state is S1, which will remain active until the condition
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of transmission is true. When that happens, the current state is transitioned to

S2 or S3, which remains active until the condition parameters change. Since there

are transitions connecting between the three created states, always the model can

transit from the active state (current state) to any other state (next state) based

on the transition conditions (rules).

The FSM is designed in such a way that it can model the sequence of activities.

If there are uncertainties associated with states or the transition between states,

the FSM needs to enhanced with new capabilities. One possible tool which can

handle uncertainties is Fuzzy Logic, and in the next two sections, more details

are provided in this regard.

3.3 Fuzzy Logic Systems

Fuzzy Logic Systems (FLS) can efficiently model uncertain numerical data. It

can be used to represent the user’s activities as a linguistic variable to make

it more understandable for users. The FLS is widely used in many applications

including; control systems, image processing, pattern recognition and video games

[25, 72, 114, 115]. The FLS is a computational structure that is based on the

theory of fuzzy sets, if-then rules and fuzzy logic. A FLS consists of three

conceptual components, as follows:

• A rule base including all fuzzy rules for the decision making.

• A database where all the Membership Functions (MF) associated with the

inputs and the outputs are defined. This also includes all terms used in

fuzzy rules and linguistic variables of the fuzzy system.

• An inference engine, where deriving conclusions using the given rules and

parameters to infer a relevant output.

The rule base and the database are used to form the knowledge base for the

entire system. Figure 3.2, shows the general structure of a FLS consists of a

knowledge base (rule base and database) and an inference machine. It operates

as described in the following sequence:

40



3. Background on Machine Learning Techniques for HAR

Figure 3.2: An schematic diagram representing the structure of a fuzzy logic
system.

• The input data are fuzzified first, in order to obtain membership degrees

for each of the parameters of the input variables.

• The knowledge base using the inference machine applies the aggregation

rules. Thus, membership degrees to the terms of output variables are

calculated.

• The defuzzification process is applied in order to obtain the output result.

Considering the explanations provided in the earlier section about FSM and

the information provided above about FLS, a combination of these two techniques

could be used to come up with an enhanced version of the FSM. Enhanced FSM

is proposed due to the shortcomings in the classical FSM.

3.4 Fuzzy Finite State Machine

Fuzzy Finite State Machine (FFSM) is an extended version of the classical FSM.

The FSM can be represented as a model made of two or more states; each state

represents one event from a sequence of events in a dynamic process. Only one
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single state of this model can be active at a time. The model is moved from one

state to another by triggering crisp values. In human activity recognition and

modelling, a user may be associated with multiple states. This would require to

be quantified with a degree of belonging (degree of fuzziness). Once the fuzziness

aspect is added to the state transitions in the classical FSM, the transitions are

not triggered based on crisp values, but using fuzzy variables [18, 22, 24]. This

implies that the current activated state of the model is not necessarily one state,

but it could be more than one state at any given time with belonging degrees

[24].

In an FFSM, the system’s states are represented as a set of linguistic variables

S(t) = [s1(t), s2(t), ..., si(t), ..., sN(t)] where N is the number of states. For a non-

sequential system at a time t, the system’s states are represented as a state vector

S(t). When the system evolves in time, the next state is represented as a vector

S(t+ 1).

In general, as in [18, 22], the FFSM is defined as a tuple of parameters(
S(t), U(t), f, Y (t), g

)
. where;

• Fuzzy State, S(t) = [s1(t), s2(t), ..., si(t), ..., sN(t)] is presenting a vector

identifying the system’s states at time t and N is the number of states.

Each individual state at time t is si(t); i = 1...N is a numerical value that

is in fact the membership grade (between 0 and 1) given to each linguistic

variable si(t) within the set of FFSM’s states S(t).

• Input Vector, U(t) = [u1(t), u2(t), ..., uj(t), ...., uP (t)] is the input vector at

time t representing the associated value to the linguistic variables that are

generally obtained after a fuzzification process for the input data. P are

the number of input variables. This input data could be a sensors’ data, a

combination of different signals, or any other calculation to numerical

data. The fuzzification process that is designed based on experts’ view to

translating the numerical input values to a set of membership grades given

to each linguistic label that defines all the acceptable values in the input

vector. The labels that are associated with the input uj(t) is represented

as Auj = {A1
uj
, A2

uj
, ..., AMuj}, where M is the number of the associated
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linguistic labels [16].

• Transition Function, f is the state transition function that is mainly used

to calculate the next state vector S(t + 1), at each time instant t. The

transition function f controls the allowed transitions between the defined

system’s states. Also, it is implemented as a set of fuzzy rules. There are

different ways to define the rules, e.g., using the human expert knowledge

or learning from the numerical input-output data by applying machine

learning algorithms such as Artificial Neural Network (ANN) and Genetic

Algorithm (GA) [29, 30, 116]. A combination of these approaches can also

be implemented to have one framework containing the rules that are

generated by learning from the numerical data and those assigned by the

human experts’ knowledge [116].

• Output Vector, Y (t) = [y1(t), y2(t), ..., yk(t), ..., yQ(t)] is the output vector

consisting of crisp values associated to each output at the time t and Q is

the number of output variables. Values in the output vector Y (t) are

calculated based on the current state of the system S(t) and the input

vector U(t).

• Output Function, g is the output function that is used to calculate the value

of output vector Y (t), at each time instant t.

The states and outputs of the time-invariant FFSM [16, 22] are expressed as:

S(t+ 1) = f
(
S(t), U(t)

)
(3.1)

Y (t) = g
(
S(t), U(t)

)
(3.2)

The states’ transition mechanism between two exemplary states sm and sn in

the FFSM is illustrated in Figure 3.3. Considering the complexity of modelling

a large scale dataset, it may be impossible to analytically identify the functions
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Figure 3.3: An illustration of states’ transition diagram of a fuzzy finite state
machine.

f and g. This complexity will be even harder when it is used for time-invariant

models [18, 22]. Therefore, a ruleRmn is used to establish the relationship between

states sm and sn. These states’ transitions can be expressed as a general fuzzy

rule format [24], as follows:

Rλ
mn: IF (S(t) is sm) AND Hmn THEN

S(t+ 1) is sn λ=1,...,Λ

where the fuzzy rule has the following parts:

• The Antecedent Part : is a combination of two terms; the first term, (S(t)

is sm) is used to determine if the state sm is an activated state in time

instant t. Therefore, the system can change from state sm to state sn or

remains in state sm, only if m = n, the second term of the antecedent part

is Hmn which represents all constraints imposed on the input variables that
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are required to either remain in state sm (when, m = n) or change to state

sn, e.g., Hmn = (u1(t) is A3
u1) AND (u2(t) is A4

u2 OR A2
u2).

• The Consequent Part : (S(t+ 1) is sn) is the THEN part of the fuzzy rule,

which determines the next value of the state vector S(t + 1) for being in

state sn. The linguistic variables of the consequent are considered as being

singletons, i.e. all elements of the S(t) vector are zero, except for the mth

element which is 1 [22].

For a rule-base consisting of Λ rules, the next value of the state vector S(t+1)

is the weighted average utilising the firing degree of each rule, defined as:

S(t+ 1) =

∑Λ
λ=1wλ.S(t)∑Λ

λ=1wλ
if

Λ∑
λ=1

wλ 6= 0 (3.3)

S(t+ 1) = S(t) if
Λ∑
λ=1

wλ = 0 (3.4)

More details about the transition function and how they can be enhanced are

explained in Chapter 5.

3.5 Neural Networks

Neural Networks (NNs) have been employed widely for pattern recognition and

particularly for human activity modelling and recognition due to its capability

of learning from the input data and create a network model [117]. The network

model is trained to learn the relationships between inputs and outputs date based

on some samples of the input data and the target required outputs (classes)

during the training mode. The trained network model can be applied on new data

which was not previously exposed to the network for classification and recognition

purposes [29, 68]. The NN’s models consist of a collection of inputs, output, and

processing units called nodes or neurons [118]. In a general architecture of the

NN models, the nodes are organised into three layers: an input layer, where the

input data will be applied to the networking model; hidden layer, where all of

the computational operations are performed; and output layer, where the final
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Figure 3.4: The learning process of weight adjustment for a single node or neuron
of the neural network.

outputs are obtained. Each node or neuron performs the simple operation to

process these inputs and produce the output, and then the output of this neuron

is forwarded to the next neuron in the next layer [25].

Each node contains an activation function φ(W − B), where W are the

weighted summation of the given inputs and B is the bias value. In most cases,

weights are initialised to a small random value that will be updated during the

training mode. The weighted summation W is given from inputs 1, 2, 3, .., n,

where n is the last value in the input vectors, and it will be calculated as shown

in Equation 3.5. A number of input vectors are provided to the algorithm

through the input layer in order to determine the corresponding desired output

(classes) in the output layer. In each iteration and when the input data is

presented to the system, there is an error created at the output layer. This error

represents the difference in values between the real system output (during the

training mode) and the desired response value (classes). This error will be used

to feed into the network model to adjust the weights in the next iteration

during the training mode.

W =
n∑
i=1

weighti × inputi (3.5)

Before the training mode to learn the relations between inputs and outputs,

the given data set is divided into two sets; training data set for the learning
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phase, and testing data set for testing and evaluation the model. During the

learning phase, a set of training input vectors are presented at the input layers,

including feature vectors (input samples) and their corresponding desired output

(output classes) vectors. Initially, small weight values are assigned randomly

to the hidden layer’s nodes. Then the NN model adjusts the assigned weights

according to the difference between the network’s actual outputs and the desired

output corresponding to this input vector. A sample scenario of the learning

process of a single node or neuron is illustrated in Figure 3.4. Every single node

in the NN model is represented as illustrated in Equation 3.6:

Yj = fj
∑

Wij × xi (3.6)

where, xi is the input data applied to the NN model through the input layer, Wij is

the difference of weights between ith node of the previous layer and jth node of the

current layer, and fj represents the activation function in that node. Several types

of activation functions are around within the neural network domains including;

linear, sigmoid and hyperbolic tangent [29].

The NN used in this thesis is based on the principles of the Multi-Layer

Perceptron (MLP) network with Backward Propagation (BP) learning algorithm

because it is easy to train and for its high-performance accuracy. The MLP-BP

is mainly used in this work to enhance the capabilities of the proposed FFSM for

modelling and recognising human activity due to its abilities to learn the relations

between the input and output data. The process of the BP can be divided into

two main operations, feed-forward and back-propagation operations. During the

feed-forward operation, the input features are fed to the input nodes through the

input layer. Once this operation ends, the back-propagation operation starts to

organise the output by adjusting the weights of the NN model.

The learning capability of the NNs is used to update the state transition

parameters of the FFSM, hence enhance the performance of the model. The

details of the enhance system are provided in Chapter 5. Moreover, the learning

abilities of different techniques, such as RNN could be used to enhance the

performance of the model.
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3.6 Recurrent Neural Networks

A Recurrent Neural Network (RNN) is a class of ANN which includes built-in

loops that allow previous information to be incorporated in the network. It has

a feedback connection to the network itself, which allows activation functions to

flow back in a loop to learn sequences and information to persist [119]. Hence,

the network exhibit temporal dynamic behaviour. Figure 3.5 illustrates a general

architecture of the RNN with two layers. The RNNs usually have an input layer,

some hidden layers and an output layer, with some context units connected to

the input layer [120]. In this model, the Multi-Layer Perceptron network is used

to compute y(t) and it could be formulated as:

y(t) = f(x(t− 1), .., x(t−Dx), y(t− 2), .., y(t−Dy)) (3.7)

where x(t) and y(t) are the input and the output of the network at time step t,

respectively. Dx and Dy are the input and the output memory information orders

with Dx ≥ 1, Dy ≥ 1andDy ≥ Dx. The used function for computing the input

and output of the network is expressed as f . The output results y(t) is connected

to the input layer to be re-used as x(t− 1) with the input, and y(t− 1) with the

output value.

In the domain of modelling sequential data, RNNs are considered as an

extremely powerful tool [121]. RNNs could be employed for solving temporal

recognition and classification problems with sequential and non-sequential

applications such as video captioning, word prediction, word translation, image

processing, speech recognition, speech processing [122]. It is well known that

NN training algorithms are widely used for many temporal classification

problems. However, to achieve high accuracy during the learning process,

several computational temporal techniques are required [122]. Therefore,

different types of RNN are proposed for learning the relations between the input

temporal data and their corresponding classes. Different types of RNN

architectures up to now are available such as Long Short-term Memory

(LSTM), Bidirectional Long Short-term Memory (Bi-LSTM), Recursive Neural

network (ReNN) and Echo State Network (ESN) [119].

In the next section, LSTM and Bi-LSTM networks are explained in details,
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Figure 3.5: A general architecture of Recurrent Neural Network with two layers.

which considered as one of the most widely used RNN.

3.6.1 Long Short-Term Memory

A Long Short-Term Memory (LSTM) is a particular kind of RNNs designed to

solve vanishing and gradients problems in the classical RNNs [72, 123]. LSTM is a

powerful tool for sequential learning tasks that are represented as temporal data.

It can also remember previous information for long periods. These characteristics

make LSTM especially useful for temporary data classification problems. LSTM

cell consists of three gating mechanisms to provide the ability to remove or add

information to the memory cell. These three gates are used to regulate the impact

of the input through the input gate, the previous cell state through the forget

gate and the output through the output gate. The essential gate in the LSTM

cell is the forget gate as it decides the information that is going to be remembered

or forgotten from the previous states.

The state equations for each LSTM cell as they defined in [72, 123] are
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formulated as follows:

ft = σ(wxf .xt + whf .ht−1 + bf ) (3.8)

it = σ(wxi.xt + whi.ht−1 + bi) (3.9)

vt = tanh(wxv.xt + whv.ht−1 + bv) (3.10)

ot = σ(wxo.xt + who.ht−1 + bo) (3.11)

Ct = ft.Ct−1 + it.vt (3.12)

yt = ot.tanh(Ct) (3.13)

where, f, i and o denote the forget, input and output gates. C and y are the

cell state and output respectively at time t. bj, j ∈ {f, i, o, v} are the bias units

for the forget, input and output gates and the remembering inputs. wij is the

weight connection between i and j. σ is a logistic sigmoid function and tanh is

the tangent hyperbolic function.

LSTM learns the temporal relations in the given data by storing the

information through multiple time steps. In Chapter 5, the proposed approach

is introduced, which explains how the learning abilities of the LSTM in the

temporal data is integrated with the sequential events modelling in the FFSM.

3.6.2 Bidirectional Long Short-Term Memory Neural

Networks

Neural Networks are shown to be a good model to represent sequential forms of

data such as the time series data [72]. The LSTM has the ability to store past

information by looping inside its architecture, which keeps the information from

the previously learned iteration. The LSTM’s architecture contains; input gate to
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handle the input information in the input layer, output gate in the output layer

which has a Softmax activation on it, and a forget gate that controls the internal

cells to either save or forget the previous information. The main purpose of using

the forget gate is to reduce the risk of vanishing gradients. As the LSTM can only

get the information from the previous context, a further improvement was made

by fusing another LSTM network to give the Bidirectional LSTM (Bi-LSTM)

model. The Bi-LSTM model is a combination of two - forward and backwards -

LSTMs, which can handle information from both future and past directions.

The Bi-LSTM is a combination of two directional LSTM’s, the input data

will be processed firstly in forward direction (→) and then re-processed again in

backward direction (←). Bi-LSTM’s consists of input gate (it), forget gate (ft),

output gate (ot), memory cell (ct) and the hidden state (ht) for both forward (→)

and backward (←) directions at each time step (t). Therefore the hidden state in

the Bi-LSTM is calculated based on the combination of the forward hidden state

(h→t ) and the backward hidden state (h←t ) as formulated in equation 3.14.

ht = h→t ⊕ h←t (3.14)

where the elements of the forward state (→) are formulated as follows:

h→t = o→t ⊗ tanh(c→t ) (3.15)

c→t = f→t ⊗ c→t−1 + i→t ⊗ tanh(W→
c U

→
t + V →c h→t−1 + b→c ) (3.16)

i→t = σ(W→
i U

→
t + V →i h→t−1 + b→i ) (3.17)

f→t = σ(W→
f U

→
t + V →f h→t−1 + b→f ) (3.18)

o→t = σ(W→
o U

→
t + V →o h→t−1 + b→o ) (3.19)

on the other hand, the elements of the backward state (←) are formulated as
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follows:

h←t = o←t ⊗ tanh(c←t ) (3.20)

c←t = f←t ⊗ c←t−1 + i←t ⊗ tanh(W←
c U

←
t + V ←c h←t−1 + b←c ) (3.21)

i←t = σ(W←
i U

←
t + V ←i h←t−1 + b←i ) (3.22)

f←t = σ(W←
f U

←
t + V ←f h←t−1 + b←f ) (3.23)

o←t = σ(W←
o U

←
t + V ←o h←t−1 + b←o ) (3.24)

where, Ut is the input data at time step t; U ∈ {u1, u2, .., uk}. i, f and o denote

the input, forget and output gates respectively. c and y are the cell state and

output respectively at time step t. bj, j ∈ {f, i, o, c} are the bias units for the

forget, input and output gates and the memory inputs respectively. Wij is the

weight connection between i and j. σ is a logistic sigmoid function and tanh is

the tangent hyperbolic function. V is the cell matrix.

The Bi-LSTM is used to learn the sequential relations in the given data by

storing the information through multiple time steps using the combination of

forward and backward states. The next section introduces experiments with the

proposed approach, which integrates the learning abilities of the Bi-LSTM model

in the temporal data with sequential human activities.

The learning abilities of different deep learning techniques such as CNN

could be used to enhance the performance of the model due to its capabilities

for pattern recognition based on a complex dataset. The following section

explains the framework architecture of CNN.
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Figure 3.6: The framework architecture of the Convolutional Neural Network.

3.7 Convolutional Neural Network

Convolutional Neural Networks (CNNs) are a category of ANNs that have

proven very effective in areas such as image recognition and classification. A

general framework architecture of the CNN, containing two conventional layers

or more, dependent on the complexity of the input data, and one

fully-connected layer, is shown in Fig 3.6. Each one of these convolutional layers

has multiple feature filters for accurately optimising values during the training

phase. Additionally, each convolutional layer is followed by a max-pooling layer

that has a window of a specific size to ensure that the outputs from each

conventional layer are smaller than the inputs. The fully-connected layer in this

architecture is a traditional MLP that contains a softmax activation function for

the output layer. By operating the softmax activation function in the output

layer, CNN can be used to recognise and classify the input features into various

classes based on relations learned during the training stage [88]. In a scenario

where complex input data is expected, the CNN architecture may be modified

to contain more than two of the convolutional and max-pooling layers with

different sizes of border filters to process such data [4]. Also, more than one

fully-connected layer could be considered after the top convolutional layer.

The input data for a CNN is formulated as a matrix c in dimensions h×w×d,

where h is the matrix height, which will be represented as the total number of

activity. w is the matrix width, which is the number of fuzzy set for each input

variable. d is the number of channels in the input matrix q [5]. In cases where the

input window has only one class, the number of channels d is 1. In the training
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process of the CNN, the standard forward and backward propagation algorithms

are employed to select the values of the CNN parameters. The selected features

are mapped by the convolutional operator as follows [88]:

Vt =
1

1 + exp(dη +
∑

ι κιηϑxι)
(3.25)

where ϑ is the convolutional operator, κιη is the convolutional filter for the ι-th

input, Vt is the generated η-th output feature map, which is achieved by selecting

the most effective features over the non-overlapping pooling regions from the

input data xι, and dη denotes the bias.

Different CI techniques such as Adaptive Boosting could also be used for

creating a robust modelling and recognition model for human activity due to its

capabilities for pattern recognition based on a complex dataset. The following

section explains the framework architecture of Adaptive Boosting.

3.8 Adaptive Boosting

The Adaptive Boosting (AdaBoost) classifier is based on a combination of

different weak classifiers. One of the advantages of the AdaBoost is that it uses

the features of each class separately when the use of the whole features may not

be necessary at the time [124]. Also, it adjusts the errors of the weak classifiers,

allowing the achievement of high accuracy with far less tuning of other powerful

classifiers [125]. An extension of the original AdaBoost algorithm which is used

to create a strong classifier from a number of weak classifiers. The improved

algorithm is referred to as AdaBoost-M2 algorithm. The pseudo-code of

AdaBoost-M2 algorithm is provided Algorithm 1. The weights of the training

samples in the first iteration are equal. In the next iteration, the incorrect

samples that were inaccurately classified in the previous round carry more

weight than the correctly classified ones, to force the weak learner to focus on

the hard samples in the training set.

The idea behind improving the performance of decision trees in the AdaBoost

technique by converting several weak classifiers to one single strong learner has

achieved the best accuracy performance. The decision tree is a type of supervised
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Algorithm 1 AdaBoost-M2: An extension of the original AdaBoost algorithm.

Input:

• A training set {(x1, y1), . . . , (xn, yn)} with samples xn ∈ X = {1, 2, . . . , p}
and labels yn ∈ Y = {1, 2, . . . , k}

Initialisation:

• Define the number of iterations T.

• Initialise all weights for the training samples w1(i) = 1
n
.

• Weak learning WeakLearn.

for t = 1, . . . , T do

1. Select classifier ht : Rd → {−1,+1} using distribution wt.

2. Set error ε =
∑

N
t=1wt(i)[ht 6= (x)].

3. Choose αt = 1
2
(ln1−εi

εi
).

4. Call WeakLearn for providing it in the distribution.

5. Update weight distribution over the whole samples:

ωt+1(i) = ωt(i)exp(−αtht(xt))
Zt

.

where Zt =
∑n

t=1 ωt(i)exp(−αtYt(xt)) is the normalisation factor.
Output:

• Combined classifiers: HT (x) = sign(
∑T

t=1 αt × ht(x))

end for

machine learning that works by specifying the inputs and the desire corresponding

outputs in the training data set. Then the training data set is continuously split

according to a certain parameter to learn the relations between the inputs and

their corresponding output by adjusting the weights during the training mode.

As human behaves in an unpredictable way, different CI techniques such as

Fuzzy C-means could also be used for creating a robust for human activity

modelling and recognition model by adding a fuzziness ability to overcome the

uncertainties in the data representing the human activity.
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3.9 Fuzzy C-Means Clustering

It is considered as a data-driven approach that is the fuzzy extension of the k-

means algorithm for creating fuzzy partitions for each class in the input data

[12, 126]. After the partition operation is calculated, each feature has a degree

of membership in the associated fuzzy partitions, which results in a fuzzy version

of the original numerical feature vector (input). This operation eliminates any

loss of information that arises due to sharp partition boundaries and prepares the

dataset for performing fuzzy associative classification [127]. X is the number of

input samples, X = {x1, x2, . . . , xp}, and Xi is the number of features of the ith

samples Xi = {xi1, xi2, . . . , xiq}. So, the objective function is given as:

Jm =

p∑
i=1

c∑
k=1

q∑
j=1

umik‖xij − vkj‖2, 1 ≤ m ≤ ∞ (3.26)

where m > 1 is the fuzzification parameter, vkj is the centre of the jth feature in

the kth cluster and uik is the grade of membership of the ith observation in the

kth group.

The fuzzy clustering could be performed by optimising the objective function

shown in Equation 3.26, with the update of membership degree vkj and uik as

given in Equations 3.2 and 3.3 respectively.

vkj =

∑p
i=1 u

m
ij .xi∑p

i=1 u
m
ij

(3.27)

uij =
1/(xi − vkj)

2
m−1

1/
∑c

k=1(xi − vkj)
2

m−1

(3.28)

Based on the provided explanation about the existing techniques for human

activity modelling and recognition so far, they are utilised in the proposed

enhancement version of Fuzzy Finite State Machine (FFSM) in Chapter 5 and

other deep learning techniques in Chapter 6 for creating a different robust

version of FFSM.

56



3. Background on Machine Learning Techniques for HAR

3.10 Discussion

This chapter provides an overview of different techniques to be used later on in

this thesis. The reported techniques are used for different applications related

to human activity modelling and recognition. The modelling and recognition

techniques include statistical methods such as FSM have been shown their

dynamic nature that helps in handling the temporal and sequential relationships

of inputs between observations at different time steps. In particular, the FFSM,

which is the extended version of the classical FSM and it was developed by

integrated the (fuzziness degree) with the dynamic nature of the existing FSM.

FFSM has been shown its capability of implementing the relations between the

fuzziness and the dynamic nurture human behaves. The only challenge coming

over at this stage is that the developed FFSM still considering only the experts’

knowledge for creating the fuzzy rules that controlling the transitions between

the defined states. The existing FFSM model will be enhanced by combining it

with different computational techniques for enhancing the ability of the model

to learn the related parameters that will be used for generating the fuzzy rules

in Chapter 5. The next chapter explains the data collection process, visualising

the binary sensory readings in a proper format, and feature extraction and

representation process.
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Chapter 4

Data Collection, Processing and

Feature Extraction

4.1 Introduction

To recognising human activities in a smart environment and develop a

modelling technique to represent their occupier’s behaviour, it is essential to

monitor the activities first. Once an activity is identified, it would be possible

to offer assistance and support according to the needs. Moreover, once the

activities of daily living are recognised, some future activities could be

predicted. For example, spending a long time in the bedroom, using the toilet

many times during the day, or unusual absence for long periods could be an

indicator for some possible issues [33]. Therefore, it is important to collect data

representing human activities from a real environment, in particular for the

older adults living alone. It is also essential to respect the user’s privacy with no

disruption to the routine activities. When the monitored person is living at a

distance, the collected data could be used to send reports or alerts in the form

of e-mail or phone calls to family members or carers. Thus, their

family/health-services are informed if any problems in their health are

recognised, which could lead to other issues.

This chapter gives an overview of the data collection system from a real-

world environment using ambient sensory devices. The collected data will be
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recorded as a binary string data. As an important step, the collected binary string

should be visualised and represented in a suitable format before the activities are

identified, and relevant features are extracted. Different techniques are suggested

for visualising and representing the binary sensor readings.

This chapter is organised as follows: in Section 4.2, an overview of ambient

intelligence systems is presented. The process of using ambient sensory device-

based to collect data representing human activities is discussed in Section 4.3,

where two different data sets are explained in detail. Data handling techniques

for visualising and representing the collected data is discussed in Section 4.4.

Feature extraction and representation processes are introduced in Section 4.5.

Some conclusions are drawn in Section 4.6.

4.2 Ambient Intelligence Environment

Ambient Intelligence (AmI) is considered as a new discipline to model peoples’

daily activities within an environment using sensors installed in the environment

[60]. The quality of users’ lifestyle can be improved by employing different

applications of AmI through conducting relevant environmental, particularly for

older adults who prefer to live independently in their own homes [128]. To be

able to meet this target, human activity modelling and recognition systems are

required to identify users’ activities during their daily routine [82, 129].

Ambient sensory device-based monitoring systems are the most commonly

used approach for data collection in AmI applications for human activity

modelling and recognition [38, 130]. They form a pervasive infrastructure where

the user is embedded by a large number of interconnected sensory devices such

as Passive Infrared (PIR), on/off door entry switch sensors, bed pressure sensors

and electricity plugs. The reasons behind the ubiquitous of the ambient-based

systems for gathering data representing human activity because these systems

do not interfere with regular daily activities. To collect activity data

autonomously without human interference, items and objects within the

monitoring environment are equipped with sensors to collect relevant

information [131, 132].

Human activity modelling and recognition systems could be a combination
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Figure 4.1: A schematic representation of human activity modelling and
recognising.

of different techniques include learning algorithms [133], speech recognition

[134], and human gesture classification [135, 136]. Human activity modelling

and recognition systems are formed user’s daily activities to help taking

decisions at the right time related to the information gathered and historical

data accumulated.

Figure 4.1 illustrates a schematic representation of human activity modelling
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and recognition system within an intelligent environment. The data gathered

using ambient sensory device-based is communicated with a central hub and

eventually stored in a central database. The communication channel between the

used sensors and the Central hub could be either wired or wireless technology.

4.3 Data Collection

Data collection process for human activity modelling and recognition is the

process of gathering information representing human activity within an

intelligent environment. It consists of spatially distributed independent sensory

devices that are used to monitor physical or environmental conditions in

different locations [77, 137].

The Ambient sensory device-based systems could be used deploying wired or

wireless technologies to connect the central hob with the installed sensors in the

environment. However, wireless technology is widely used for communicating

the used sensors with the central hub for gathering the data as it does not

require an infrastructure be made in the monitoring area. Also, the

wireless-based technology for the data collection systems is the preferred option,

as it is easy to install them in existing homes. However, some other wired-based

data collection systems are still in use such as X10 technology or other well

established wired sensor networks in which the used sensory devices are

communicating with the central hub via electrical power lines [138]. As all used

sensors in the wireless-based data collection systems are powered by batteries,

therefore, sensors’ power consumption is the most important concern [130].

Figure 4.2, represents the main steps of the data collection system using

ambient sensory device-based for collecting ADL for a single user.

The collection process is started by installing different types of sensors in the

monitoring environment to monitor physical (e.g., detect objects movement, doors

open/close status and bed/sofa occupancy) or ambient environmental conditions

(e.g., ambient temperature, ambient light intensity and humidity) in different

locations. Once this information is detected, it will be saved in a central database

in a format of the binary string containing the sensors’ readings as 0, 1 as it is

shown in Figure 4.3. Different data visualisation and representation techniques
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Figure 4.2: The data collection process.

Figure 4.3: Samples of sensor readings for 7 days gathered from five different PIR
sensors in a home environment.

are used for reformatting the binary sensor readings as a useful format to segment

the activities before a feature extraction process is applied.

In general, various sensors for detecting the user information within the

monitoring area using the ambient sensory device-based systems are:
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• Passive Infrared Sensors (PIR), known as motion detector sensors, are

sensitive to detect the movements of the objects in the ambient

environment. PIR sensors respond to detected movements by changing its

value to 1, and to 0 when stop detecting the movements. Placing the PIR

sensors in the right location is important to capture the movements.

• on/off switch sensors that are used as door/window entry point sensors.

The sensors are magnetic sensors used to detect the open and close events

of a door/window.

• Electricity power usage plug sensors are utilised to measure/monitor the

usage of the electrical devices connoted to them. I particular, they are used

to measure the electrical current consumption for a specific electrical device.

• Mat pressure sensors are used to detect the occupancy of the presence in

and usage of sofas/beds.

To evaluation the proposed models introduced in Chapter 5 and Chapter 6,

two datasets referred to as Dataset A and Dataset B are used in the remaining

parts of this thesis. Details of both datasets are provided below:

4.3.1 Dataset A

This dataset was collected by our research group from a real home environment

representing the ADL of a single user. The dataset was collected at the

SmartNTU Home facilities within Nottingham Trent University. A floor plan of

the house is shown in Figure 4.4. A list of the used sensors for collecting this

dataset is listed in Table 4.1. There are seven daily activities, which are

Sleeping, Toilet, Kitchen, Dining-room, Living-room, Garden, and Leaving.

All binary sensory devices are equipped with batteries and connected

wirelessly using a Z-wave technology to a hub; thus they can be installed easily

on any place within the testbed environment and connected to a server via a

wireless network. Therefore, any events (e.g., detected motion or no motion) are

chronologically logged in the server. Each event log contains four parts: date,

time-stamp when the sensor is triggered, sensor ID, and sensor status, as
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Figure 4.4: Floor plan layout and location of the installed sensors used for data
collection in dataset A.

Table 4.1: List of sensors used for collecting the dataset A to measure different
conditions and activities. (* denotes the unused sensors in this study).

Sensor Purpose of use

Passive Infrared (PIR) Detecting the movement.
Entry door(s) on/off switches Detecting when doors are opened and closed.
Mat pressure sensor Measuring bed and sofa occupancy.
Electricity consumption plugs Measuring electricity consumption.

* Indoor temperature sensor Measuring ambient temperature.
* Outdoor temperature sensor Measuring outdoor temperature.
* humidity sensor Measuring ambient humidity.
* Light intensity sensor Measuring ambient light intensity.
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Table 4.2: A Sample of the gathered ADL dataset.

Date and Time Sensor Status Sensor ID
2018-01-04 09:34:45 1 Sleeping
2018-01-04 09:42:18 1 Corridor
2018-01-04 09:43:26 1 Toilet
2018-01-04 09:55:18 0 Sleeping
2018-01-04 09:56:55 0 Corridor
2018-01-04 09:59:07 1 Toilet
2018-01-04 10:00:18 1 Corridor
2018-01-04 10:01:21 0 Toilet
2018-01-04 10:01:34 1 Kitchen
2018-01-04 10:06:37 1 Kitchen
2018-01-04 10:06:54 1 Corridor
2018-01-04 10:07:11 1 Living-room
2018-01-04 10:07:49 0 Kitchen
2018-01-04 10:08:16 0 Corridor

... ... ...

illustrated in Table 4.2. The sensor ID refers to the location where this sensor is

installed (e.g., kitchen, toilet or living room) and the sensor status value is

either 1 when detecting an event (e.g., movement, a door opens/close, or

bed/sofa occupied) or 0 otherwise. Also, the PIR motion sensors are labelled

with the names of the places they are installed in, such as toilet, living-room,

etc. These motion sensors send a simple 1 message when motion is present

under the coverage area, followed by an 0 message shortly after the movement is

stopped.

The collected raw dataset containing 8, 728 events (sensor readings) were

logged from 6 PIR motion sensors, five-window sensors, two-door switch sensors,

and one electricity usage sensor for 28 days. Typical samples from the raw

dataset is represented in Figure 4.5. As the main aim of this research is to

model and recognise human activity for only a single user, only one user is

considered to be at the house while collecting the data. The process of

collecting this dataset was done using different human participants (one at the

time) to ensure no repetition, and the data pattern will not be similar. The

aforementioned dataset events correspond to 7 activities, which are Sleeping (87
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instances), Toilet (161 instances), Kitchen (240 instances), Dining-room (398

instances), Living-room (259 instances), Garden (119 instances), and

Leaving-home (76 instances).

The ambient sensory devices-based systems face hindrances in the

multi-occupancy environment due to its sensing methodology, e.g. the PIR

sensor can detect human body movement but fails to distinguish individual

occupants. Therefore, a hybrid data collection method (e.g., Ambient and

wearable sensors) will work much better for such applications. Also, modelling

and recognising Concurrent or Simultaneous Activities for a single user is a

challenge for the ambient sensory device-based systems. By nature, several

activities can be undertaken by a single user at the same time. For example,

people can read a book while they are watching TV or eating. In this case, it is

not necessary to know which activity started first. That means the existence of

concurrent activities when an activity (e.g., eating) starts. In contrast, the other

activity is already started (e.g., reading a book). A specialised hybrid approach

for collecting data is required to recognise these non-sequential activities.

There are some sensors readings such as ambient temperature, humidity and

ambient light density which were available to us but not utilised for our study,

as mentioned in Table 4.1. Figure 4.5, illustrates a sample of the collected data

during one month time from different types of ambient sensory device-based.

Figure 4.5-a shows samples of the data gathered from PIR sensors, and Figure

4.5-b shows samples of the data gathered from other ambient sensors such as

temperature, humidity and light density sensors.

4.3.2 Dataset B

This is a publicly available dataset known as Aruba dataset representing ADL

for a single user was collected using the Centre for Advanced Studies in

Adaptive System (CASAS) at Washington State University [133]. They used

motion, door, and temperature sensors. However, as this work focuses on the

ADL, the temperature sensors are excluded, and the other 34 sensors (3 door

sensors and 31 motion sensors) are used. Figure 4.6, illustrates the floor plan

layout of Aruba testbed that is used to collect dataset B.
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(a)

(b)

Figure 4.5: Data collected from a real environment over month time: a) samples
of the data gathered from PIR sensors; and b) samples of the data gathered from
other ambient sensors such as temperature, humidity and light density sensors.

A single elderly woman lived in the Aruba testbed, and she had received

regular visits from her children and grandchildren during the data collection

period. The final dataset is saved as a list of sensor-ID, time-stamp, and sensor

status.

In this dataset, there are 11 activities performed by the women who was

living in the apartment and the data were collected over a period of 224 days.
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Figure 4.6: Floor plan layout and location of the installed sensors used for data
collection in dataset B.

These activities are Sleeping (401 instances), Meal Preparation (1606 instances),

Relaxing (2910 instances), Bed-to-toilet (157 instances), Leaving home (431

instances), Entering home (431 instances), Housekeeping (33 instances), Eating

(257 instances), Washing dishes (65 instances), Work (171 instances) and

Resperate (6 instances). The Resperate activity is excluded from the dataset as

it has only 6 instances.

The sensor readings collected from AmI environments in both datasets have

different characteristics that could be used for data analysis techniques. It is

stored in the central database as a long string of binary data gathered from each

sensor which is difficult to understand and analyse manually [139]. This data

sometimes includes some noisy if the sensors readings are inaccurate or there

may be some missing readings when the sensor fails down [34]. Moreover, the

stored values from each sensor are spatial (where the sensor is installed) and

temporal (the actual time for the sensor event) [131]. As the majority of the

collected information was gathered from low-level sensors, the challenge which
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may be faced when dealing with such a large volume of the sensor reading is the

ability to understand this data and represent it in a proper format.

Different data visualisation and representation techniques are employed with

the gathered information in both datasets for handling and reformatting the

binary string into a useful format before extracting features from each activity.

The process of data handling and visualisation is discussed in the next section.

4.4 Data Handling and Visualisation

The gathered sensor readings in Dataset A and Dataset B contain a large

volume of binary data. The challenge here is to understand the actual events

undertaken by the user from such sensor readings before any feature extraction

process applied. The aim of dealing with the data gathered using ambient

sensory device-based is to find a flexible and accurate format for representing

such sensor readings. Many essential tasks can be performed with the

reformatted data exactly the same as the ones would do with the original sensor

readings. These tasks could be clustering human activities, classification

different activities, activity modelling and recognition, activity prediction,

anomalies detection. The sensory readings are often difficult to understand, and

it will be even harder when the data collection process has occurred for a long

period of time. This becomes even more complicated when the sensory readings

gathered from multiple sensors. Due to the fact that only one user is present in

the monitored environment, there are no parallel activities in different locations

to be detected.

In order to model and recognise human activities for a single user, we need to

gather sufficient data representing the daily activities to be able to establish the

correlation between different events and activities based on the gathered sensor

readings. It should be noted that sensor readings are recorded approximately

every 10 seconds and when this repetition occurs for multiple sensors, a difficult

challenge would be faced for interpreting and visualising such large amounts of

sensor readings. To illustrate the complexity of the sensor data, Figure 4.3 shows

the sensor readings gathered from five different PIR sensors over 7 days. It is

almost impossible to understand the activities from the sensor data and interpret
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them correctly.

As mentioned in Chapter 2, different methods in the previous literature

work are used to represent and interpret the ADL for a single user living in a

smart environment. In this section, several used techniques for interpreting and

visualising the gathered sensor readings are presented.

4.4.1 Visualisation Using Data Features

It is considered as one of the commonly used and useful visualisation technique

which can help to understand the sensory readings that are recorded as a binary

string data. To achieve this level of visualisation for a big data set containing

large number of low-level data, the gathered binary sensory readings can be

transformed and represented differently. Three different data representation

approaches could be applied [104, 129, 140]:

• Raw data, in this approach, the raw gathered sensor readings are used

directly as they were received from the ambient sensory device-based. It

gives 1 when the sensor is firing (detecting any movement) and 0 otherwise.

• Change-point, the change point representation indicates when a sensor

event takes place. This means it indicates when a sensor changes value

from 1 to 0 or from 0 to 1. Therefore, it gives 1 when the sensor changes

state (i.e. goes from zero to one or vice versa) and 0 otherwise.

• Last-fired, the last-fired sensor representation indicates which sensor fired

last. The sensor that changed state last continues to give 1 and changes to

0 when another sensor changes state.

By using one of these approaches with the sensor readings, the sequences of

the user’s movements can be interpreted as who is using a smart environment,

and it will show the activities pattern of the person. It will be more difficult

to understand human activities when a large scale data set is visualised. For

example, Figure 4.3 shows the binary strings and duration recorded from 5 PIR

sensors for one person living in a smart home over 7 days. It is clear from the
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Figure 4.7: Five days’ activities represented as an occupancy signal for a single
user within a smart home environment extracted from binary sensor readings.

Figure 4.8: Start Time and Duration of five days activities in a smart home.

given example that if the data were for a longer period (e.g. a month), the graph

would be more difficult to understand.

In case if the graph shows a short period of the sensors readings such as 1

day, it gives a better idea about the activities in that day, but it will not give a

holistic view of the monitored activities. The reformatted binary string data can

be visualised as it is depicted in Figure 4.7. This figure illustrates the movements

between the daily activities and their duration for 5 days for a single user in

a smart home. Also, it could be shown as a scatter plot of a sample data set

representing 5 days and the duration of the activities for the same person in
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Figure 4.8. The data sets presented in these two graphs are represented and

visualised from the sensor readings that gathered using ambient sensory device-

based representing the ADL for a single user.

The user’s activities can be more easily understood and interpreted in Figures

4.7 and 4.8, than Figure 4.3. For instance, Figure 4.7, shows the user’s ADL as an

occupancy signal representing the sequences of the movements between different

activities for one day for this user and the duration for each time he/she visits

any monitored location within the home. It is difficult to achieve this level of

visualisation and understanding from the gathered sensor readings displayed in

Figure 4.3.

4.4.2 Visualisation Using Finite State Machine

One of the techniques to model dynamic processes when data changes over time

is the Finite State Machine (FSM) [22]. The FSM contains several states

representing different actions and the mechanism of transitions between them.

Many researchers have considered using the FSM to model and represent

dynamic data. Since data representing a single human activities are restricted

to identify one state (activity) at any time based on the gathered binary data,

FSM can be employed to interpret such data. In the gathered binary sensor

readings, each binary string record from the used sensors contains the

information presented as a triple z = (t, aon, aoff ), where z is the sensor’s

location representing as an ID for each sensor, t is the timestamp when any

sensor changes its value a ∈ aon, aoff at the time instant t, represented as a

binary data 1 or 0. The data must then be represented in a proper format so

that it can be more easily accessed, enumerated and represented. This can be

achieved by representing the gathered data as time series sequences format.

These sequences are represented by a series of sensor values and sensor ID to

identify user’s activities as occupancy signal. In this case, all sequences are

ordered in time and occur sequentially one after another.

Before any feature extraction process occurs, it is important to transform

and visualise the collected sensor readings shown in an appropriate format. This

could be achieved using practical knowledge-based techniques such as an ontology
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Figure 4.9: Occupancy data representing the daily activities of a single user for
one day as a multi-level graph.

Figure 4.10: An illustrative example of conversion of the time-slice windows of
the gathered binary string information into occupancy signal using Finite State
Machine.

[35, 36, 140], or using a computational intelligence technique integrated with the

collected sensory information [4, 88]. This process is used to visualise the collected

sensor readings as occupancy signal containing the user’s daily activity patterns

as it is shown in Figures 4.7 and 4.9, where each activity is represented as an

activity window (W ). In this work, a form of FSM is used to represent and

visualise the collected sensor readings as occupancy data to identify the user’s

activities.
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Figure 4.11: Occupancy signal for three days representing the daily activities for
a single user that represented as a multi-level graphs.

Considering the gathered time sequence information z = a(t) integrated with

the recorded binary string representing the occupancy in a specific location z at

time t: this signal has two values of either a = 1 or a = 0, representing the

presence and absence from that area; z(t) ∈ [0, 1]. To represent such data in an

efficient format, a time-slice chunks approach [129] with a length of 60 seconds

is applied to the binary sequence. Then, these time chunks are mapped into

last − fired sensor representation using FSM, considering the Start and End

time for each activity, as illustrated in Figure 4.10. The last − fired sensor

representation format is used to indicate which sensor is fired last. The sensor

that changed its state last continues to give 1, and this changes to 0 when another

sensor gives 1 during the specified time slice [129]. The generated occupancy data

representing the user’s daily activity pattern is shown in Figure 4.11, where a

sample of three days’ activities representing the ADL for a single user is presented

as an occupancy signal.

Once the activities are visualised as an occupancy signal, the next step is

to extract the numerical features representing these activities, as explained in

Section 4.5.
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Figure 4.12: Greyscale image generated from binary sensor readings.

4.4.3 Visualisation using 2D Greyscale Images

Image representation is also used to visualise the ADL data. As the recorded

sensor statuses were either 1 or 0, greyscale colour is used to represent the duration

that the sensor was giving the value of 1, where the white colour represents the

sensor value of 1 and black colour represents the sensor value 0. In the data

preparation stage, binary data is gathered from a real-world environment and

then visualised as a greyscale image. The sensors used for gathering data are

low-level sensory devices. These devices are considered as a simple kind of sensor

that could be used for many different purposes for measuring real parameters,

such as object movement, doors opening and closing, and bed/chair occupancy.

The data recorded from these sensors are saved as binary string data containing

ones (1) when sensors detect any events such as the presence of motion, and zeros

(0) shortly after the motion has stopped.

There are many different ways of representing and visualising such data.

However, the process of dealing with this kind of data is still a challenging task,

due to the lack of information that can be extracted from it [52, 88]. In some

recent studies, researchers have reported the use of a time-slice window

approach [11, 88] for identifying different events based on a binary string that is

gathered using low-level sensory devices. Another way of dealing with this
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binary data is by applying a manual approach for extracting useful features

including start and end times, and the duration for each event [34]. Also,

several practical knowledge-based techniques, such as ontology [35, 36], are

widely used to deal with such data.

A novel method of representing binary string data as a 2D greyscale image is

applied. Each event is visualised as a greyscale image, as shown in Figure 4.12.

The generated image is used for extracting unique features that are used to train

the proposed model for modelling and recognition of human activity. Each pixel

in the x-axis of the generated image represents the sensor status, whereas the

sensor ID is denoted on the y-axis. The greyscale range represents the duration

of the event in seconds. More details about this method are provided in Chapter

6, when a binary data string representing human activity is visualised as greyscale

images and the experiment is conducted.

4.5 Feature Extraction and Representation

Feature extraction is an essential process of any activity recognition system as

raw data representing the activities do not provide enough information to allow

implementing an activity recognition system. Features needed to model and

recognise human activities could be computed using several techniques. For

example, manual approaches based on the gathered raw data from the used

sensory devices [88], or using computational intelligence techniques integrated

with the collected sensory data [4, 5, 141, 142]. Once the gathered sensor

information is visualised as an occupancy signal containing the user’s daily

activity patterns, a manual feature extraction approach is applied to obtain a

set of useful feature vectors that representing human activities.

In the research presented in this thesis, two different approaches of

extracting features representing the human activity from the gathered data are

employed. These two approaches are Fuzzy Feature Representation approach,

which is applied to the manually extracted numerical information from the

occupancy signal; Employed a pre-trained Deep Convolutional Neural Network

(CNN) such as AlexNet with the generated greyscale image.
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4.5.1 Fuzzy Feature Representation

Extraction of the numerical information from the occupancy signal that is

generated from acquired raw sensor data is crucial to any learning system as raw

data does not provide adequate information that can be used as inputs to the

model. Therefore, the numerical features are extracted for each activity-window

identified in the occupancy signal. Five different features are extracted; start

time, end time, duration, activity count, and activity sequential order are

extracted. Therefore, the activity data are extracted for each activity window

and represented as a matrix where rows are the length of the activity window

and columns are the number of recorded information from the sensors in the

window. The extracted numerical feature set is U = [u1, u2, u3, u4, u5]. where,

• u1 represent the activity start time, which the time when this activity is

started.

• u2 represent the activity end time, which the time when this activity is

ended.

• u3 denotes the duration of each activity which is calculated by subtracted

the end time from the start time for each activity and it is represented in

minutes.

• u4 represents the activity count, which defines as a number that represents

how many times the activity being occurred per hour/day.

• u5 represents the sequential order of daily activities. As human activity is

a sequential matter.

Each input variable is fuzzified to translate the numerical feature to a fuzzy

set. The values in fuzzy set are represented as fuzzy Membership Functions

(MFs). The associated linguistic labels with each input are then used as fuzzified

inputs to the activity modelling and recognition model. The representation of

these features as a fuzzy sets are explained in this section.

Fuzzy feature representation approach is designed to convert the collected

information into their relevant membership degrees [73]. The resulting
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membership degrees are taken as features to be used as inputs to train the

proposed model. Therefore, fuzzy feature representation is applied to determine

the number of Membership Functions (MFs) representing the input data as

membership degrees. By replacing each value in the input data with their

corresponding degree of memberships; thus, each value in the input data is

represented as fuzzified values obtained for each MF as follows:

Xuj = [µA1
uj
, µA2

uj
, ..., µAM

uj
] j = 1, ..., P (4.1)

Xuj is the fuzzified set of the input variable uj. P is the last value in the input

variable uj. µA is the degree of MF associated with each linguistic label. The

Fuzzy feature representation process can be summarised as follows:

1. Apply the input data to the fuzzifier algorithm consists of M MFs that are

represented with the linguistic labels.

2. Define the degree of fuzziness µA that corresponds to each MF.

3. Determine the maximum degree of fuzziness for the variable uj in each

iteration.

4. Create a matrix q = r × z to store the degree of MFs for each variable uj.

Where r is the total number of activity instances in the input data uj, and

z is the number of fuzzified values for the variable uj.

5. Update the matrix q after each iteration with the new fuzzified values that

corresponding to the next input value.

The final set of the fuzzified featuresXuj = [µA1
uj
, µA2

uj
, ..., µAM

uj
], will be used as

inputs to train the proposed model for learning the relations between the inputs

and output data, as it is explained in the next sections. The process of fuzzy

feature representation is elaborated in Chapter 5 when modelling and recognising

human activity experiments are conducted with a real dataset representing ADL.
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4.5.2 Deep Leaning Convolutional Neural Network for

Feature Extraction

Once the binary data representing an event is presented as a greyscale image, it

is important to find a suitable way of extracting features from the generated

image [5]. One of the most common approaches for extracting unique features

from the images is by employing a Deep Convolutional Neural Network

(DCNN) for automatic feature extraction [143]. DCNN can extract image

features automatically by tuning the parameters in its convolutional and

pooling layers. AlexNet is one of the powerful pre-trained DCNNs which could

be used for the purpose of feature extraction. In particular, AlexNet contains

several layers, starting from the input later, followed by 5 convolutional layers, 3

pooling layers, and 3 fully-connected layers, with the last layer being the output

layer. The output feature vector’s dimensional value is 4096, computed by

cross-mixing in the first fully connected layer for the two groups’ features. This

process will be repeated for the next fully-connected layer and so on until

reaching the last-fully connected layer, where the two feature groups are

combined into a single feature vector [144].

In work presented in this section, a feature vector containing certain features

which are suitable for modelling and recognising human activity is extracted

from a greyscale image using a pre-trained AlexNet DCNN. The feature vector

is obtained directly from fully connected layers and then used as inputs to the

proposed models in Chapter 5.

4.6 Discussion

In this chapter, environment and data collection system employed in this work

are discussed. Ambient sensory device-based is primarily employed for gathering

data representing ADL for a single user with is the smart environment. The

difficulties involved in processing the large values of the binary string information

of the data collected from ambient sensory device-based are also explained. Two

different data sets mentioned as dataset A and B are described in this chapter.

The approaches employed for representing the gathered data as occupancy signal
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or as a 2D greyscale image are explained. Once the occupancy signal is generated,

the feature extracted processes are applied using fuzzy feature representation

approach or by employing a pre-trained AlexNet are discussed.

The fuzzy sets generated using the fuzzy feature representation approach

and the feature vectors extracted from the greyscale images for each activity are

used in Chapter 5 and Chapter 6 as inputs to the proposed models for human

activity modelling and recognition. In particular, they will be used to evaluate

the proposed enhanced Fuzzy Finite State Machine and the other proposed deep

learning techniques for human activity modelling and recognition.
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Chapter 5

Enhanced Fuzzy Finite State

Machine for Human Activity

Modelling and Recognition

5.1 Introduction

This chapter is an extension of the explanation provided in Chapter 3, for

developing a Fuzzy Finite State Machine (FFSM) used for modelling and

recognising human activity. In this chapter, the FFSM is introduced as a means

of defining human daily activities and the transition between the states (here,

the activities). There are many unknown parameters in the FFSM, representing

a model for the ADL, which needs to be identified. The aim of the research

reported here is to identify the parameters to represent the real activities of a

human subject in an AmI environment accurately. The research presented in

this chapter addresses only the challenges in modelling and recognising a

single-occupancy at a real-home environment based on a dataset collected from

ambient sensory devices. To achieve robust modelling to recognise human

activities, the research reported in this chapter has made the following

contributions:

• Integrating the advantages of learning capabilities of Neural Network (NN)

with the expert knowledge within the FFSM: The results of this integration
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is a new model named Neuro-Fuzzy Finite State Machine (N-FFSM), and

it is described in Section 5.2.

• Integrating the FFSM with Long Short-Term Memory (LSTM) neural

networks to enhance the learning capability of the FFSM model in

temporal data (such as the human activities dataset). This can lead to

accurately generating the fuzzy rules that govern the transition between

the system states. The new model is referred to as a Short-Term

Memory-Fuzzy Finite State Machine (LSTM-FFSM) and is described in

Section 5.3.

• Integrating the FFSM with Convolutional Neural Network (CNN) to add

the learning abilities of CNN to model daily human activities based on the

numerical and temporal information gathered from the sensory data. The

new model is referred to as Convolutional-Fuzzy Finite State Machine (C-

FFSM), and it is described in Section 5.4. Also, the results of testing and

evaluating the proposed models using the two datasets gathered from real

home environments representing ADL for a single user is illustrated. Details

of the datasets are already provided in Chapter 4.

This chapter is structured as follows; the process of integrating FSSM with

different learning algorithm including NN, Long Short-Term Memory, and

Convolutional Neural Networks has led to developing three enhanced FFSM

models (N-FFSM, LSTM-FFSM and CNN-FFSM) is explained in Section 5.2,

5.3 and 5.4, respectively. Also, carried out experiments to test and evaluate the

enhanced FFSM models for modelling and recognising human activities is

conducted in Section 5.5. The obtained results are discussed in Section 5.5.3.

5.2 Neuro-Fuzzy Finite State Machine

A common approach in incorporating learning capabilities into fuzzy systems is

based on the combination of fuzzy systems and NN leading to the well-known

hybrid systems called Neuro-Fuzzy systems [145]. In the standard fuzzy logic

systems, the fuzzy rules are generally created based on the expert knowledge
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rather than the numerical data [146]. Fuzzy logic systems can reason with

imprecise information, and they are efficient at explaining the decisions made by

the fuzzy systems. However, they seem to lack the ability to attain the decision

rules on their own [145]. On the other hand, a neural network is described as a

mathematical model which consists of multi-layers with distributed artificial

neurons to perform parallel computations and pattern recognition. However, it

is difficult to explain how they attain their decisions [147]. The individual

disadvantages of these two computational intelligence approaches could be

overcome by combining them for developing intelligent hybrid systems. An

example of these intelligent hybrid systems is known as Neuro-Fuzzy System

(NFS) [148]. This combination is coming up with a human-like reasoning

capability of fuzzy systems and the learning abilities of the neural network

algorithms to determine the parameters of the fuzzy system.

In this section, the fusion framework between FFSM and NNs is explained.

This section discusses an extended version of FFSM used for human activity

modelling recognition based on the data gathered from low-level ambient sensors.

The original FFSM is extended by integrating the learning capabilities of NN for

generating the fuzzy rules that govern the fuzzy states’ transitions. Moreover,

experts’ knowledge is used to identify the number of sates, the number of linguistic

labels associated with each input and the general structure of the rules.

Figure 5.1 illustrates the schematic diagram of the proposed Neuro-Fuzzy

Finite State Machine (N-FFSM). The proposed N-FFSM model can automatically

generate the fuzzy rules representing the state transitions. The fuzzy rules and

the associated linguistic labels to each input are automatically derived by the

Neuro-Fuzzy. Therefore, it is possible to construct the Membership Functions

(MFs) associated with the linguistic labels used in the fuzzy rules.

The N-FFSM system is considered as an adaptive network which is

functionally equivalent to the fuzzy systems in term of representing the fuzzy

rules linguistically with the capabilities of learning of the neural network. This

network is comprised of nodes (neurons) identifying specific functions gathered

in layers. The final output of these layers can construct a network that can

generate the fuzzy rules.

The system will be initialised by setting up several states based on experts’
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Figure 5.1: A schematic diagram of the proposed Neuro-Fuzzy Finite State
Machine.

knowledge to identify the activities that are going to be recognised. The identified

states are set up as a set of linguistic variables S(t) = {s1(t), s2(t), ..., si(t), ...,

sN(t)} where N is the number of states at a time t. Then as it is illustrated in

Figure 5.1, the input variables U(t) = [u1(t), . . . , uj(t), . . . , uP (t)], where P is the

last value in the input variable uj, is represented as a fuzzy set Xuj. Standard NN

is employed with the fuzzified data to learn the relations between the inputs sets.

The learnt parameters during the training stage, are used to generate the matrix

of fuzzy rules Rλ
mn that is used to govern the transition between the system’s

state. Once the system is trained, the generated matrix of fuzzy rules is applied

to a new data set in the testing stage to evaluate the performance of the modelling

process using this new data set. Considering the complexity of modelling a large

scale dataset based on only the expert’s knowledge, it is difficult to identify the

rules analytically. The transition between any two states sm and sn in the Neuro-

FFSM is govern by fuzzy rule, which identified based on expert’s knowledge and

the learning capabilities of the Neural Network as:

Rλ
mn: IF (S(t) is sm) AND Hmn THEN S(t+ 1) is sn

where, (S(t) is sm) is used to determine the current state S(t) as sm at time t,
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Hmn represents all constraints imposed on the input variables that are required

to either remain in state sm (when, m = n) or change to state sn. The part of

the given rule after the THEN determines the value of the next state S(t + 1)

for being in state sn.

During the training phase, each rule can be interpreted as a training pattern

for a multi-layer neural network, where the antecedent term of the rule has two

parts; the current state of the system S(t), and the output of the neural network

Hmn, which used for the next state S(t+ 1) at the consequence part of the rule.

There is no need to use separate outputs for the next state S(t+ 1) and the NN

output Hmn of the FFSM, since a Moore type of FFSM is implemented.

Based on the explanation given in this section, a new model is proposed to

automatically generate the rules representing the transition based on learning

from the sensors’ data.

5.3 Long Short-term Memory Fuzzy Finite

State Machine

To improve the learning capability of the FFSM, an integration of Long

Short-Term Memory and Fuzzy Finite State Machine is proposed. A detailed

explanation about the LSTM is provided in Chapter 3, whereas the enhanced

LSTM-FFSM is introduced in this section. Long Short-Term Memory (LSTM)

is a recurrent neural network is highly recommended for time-series sequential

problems (e.g., human activity modelling and recognition), as it has the ability

for remembering the previous input for each iteration throughout the training

phase. Its architecture has a unique characteristic represented as a forget gate,

that allows it either to remember or forget the previous input information and

consider them in the next loop calculation. Comparing the LSTM with some

other existing probabilistic approaches such as Hidden Markov Models (HMM),

HMM is much simpler than LSTM, and rely on strong assumptions which may

not always be true. However, LSTM performs better when it applies to a very

large dataset since the extra complexity can take better advantage of the

information in the used data.
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Figure 5.2 illustrates the schematic diagram of the proposed FFSM using

LSTM, which consists of three different stages; data collection process, fuzzy

feature representation, and the fuzzy finite state machine modelling. In the data

collection stage, the data from sensors in an AmI environment representing the

ADL is collected. The fuzzy feature representation stage is designed to

transform the data into fuzzy features to be used as inputs to the proposed

FFSM model. In the third stage, the proposed FFSM model will generate the

fuzzy rules employing the capabilities of learning algorithms in LSTM to

representing the states’ transitions.

As the LSTM is a particular kind of Recurrent Neural Network (RNNs), it

was designed to solve vanishing and gradients problems in pattern recognition and

predictions [72, 123]. The LSTM is a powerful tool for learning the sequential

tasks that are represented as temporal data. It can also remember previous

information for long periods. These characteristics make LSTM especially useful

for temporal data classification problems [23]. The LSTM cell consists of three

gating mechanisms to provide the ability to remove or add information to the

memory cell. These three gates are used to regulate the impact of the input

through an input gate, the previous cell state through a forget gate and an output

through the output gate. The essential gate in the LSTM cell is the forget gate

as it decides if the information is going to be remembered or be forgotten from

the previous states.

The LSTM-FFSM is an enhanced version of FFSM, allowing the system to

learn the temporal relations in the data by storing the information through the

time-sequential steps. The learned relations are then used to formulate the fuzzy

rules that control the transitions between the system’s states and to identify the

currently activated states at any given time. In this approach, the experts are

also allowed to introduce their knowledge over the whole system by defining the

following aspects:

• Defining the system states.

• Specifying the general structure of the fuzzy rules that represent the state

transitions.
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Figure 5.2: A schematic diagram of the enhanced Fuzzy Finite State Machine
models using Long Short-term Memory neural network and Convolutional neural
network.
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• Specifying the number of linguistic labels that are associated with each

input variable.

In a typical FFSM, a rule to identify the transition between state m and state

n was presented as Rλ
mn in Chapter 3. This demonstrates the relation between

the system’s current state S(t) and the input variables that are represented as

Hmn to identify the next state S(t+ 1).

In this version of the LSTM-FFSM, the term Hmn, involves the output values

from the LSTM Zt to learn the temporal relation between the inputs and outputs,

as well as the fuzzy input set Xuj. At this point, LSTM is employed with the

fuzzy set input Xuj at time t to learn the temporal relations in the data by storing

the inputs variables Xuj in a time-sequential manner t. Thus, the term Hmn will

be represented as:

Hmn = Xuj(t) + Zt (5.1)

where Zt is the output of the LSTM at time t and

Xuj(t) = [µA1
uj
, µA2

uj
, . . . , µAM

uj
] ;M 6= 0 is the fuzzified input at time t. M is the

number of associated linguistic labels that represented as membership degrees

µAuj with the input uj. During the training phase of the LSTM, one input of

the LSTM is used for the fuzzy set input Xuj at time t, and another input is

used for the current state S(t). The output of the long short-term memory (Zt)

is used for determining the second part of the antecedent term of the rule Hmn

for the next state S(t+ 1) based on the general structure of the fuzzy rule as:

Rλ
mn: IF (S(t) is sm) AND Hmn THEN S(t+ 1) is sn

The output Zt is fed back to the current state input S(t) through a delay

unit (D), once the training is completed. Thus, the LSTM-FFSM system’s

architecture is changed from a feed-forward structure to a recurrent architecture

during the recall mode. Also, in this version of the LSTM-FFSM, there is no

need to use separate outputs for the next state S(t + 1) and the LSTM output

Hmn, since a Moore type of FFSM is implemented.

Based on the explanation introduced in this section, LSTM-FFSM is

proposed to generate the fuzzy rules representing the transition based on
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learning the relations in the sequential temporal data. Therefore, the obtained

output sequence from the calculation process using the LSTM is used with

fuzzy set of input Xuj at the time t to compute the term Hmn. The obtained

parameters in the term Hmn are used to demonstrate the fuzzy rule Rλ
mn that

governs the transition between state m and state n.

5.4 Convolutional Fuzzy Finite State Machine

The integration of CNN with FFSM is also proposed for enhancing the learning

capabilities of the FFSM. This is achieved by selecting the most effective

features to learn the relationship between the inputs and outputs data.

Following the detailed explanation about CNN provided in Chapter 3, the

Convolutional-Fuzzy Finite State Machine (CNN-FFSM) is introduced in this

section. Figure 5.2 illustrates the schematic diagram of the proposed FFSM

using CNN. This consists of three stages; data collection using ambient sensory

device-based, fuzzy feature representation, and the fuzzy finite state machine.

In the data collection stage, the data from sensors in the AmI environment

representing the ADL is collected. The fuzzy feature representation stage is

designed to represent the extracted features from the occupancy signal as a

fuzzy set to be used as inputs to the proposed FFSM model. In the third stage,

the proposed FFSM model will generate the fuzzy rules employing the

capabilities of learning algorithms in CNN to representing the states’

transitions.

Generally, the input data to a CNN is a matrix c in dimensions of h×w× d,

where h,w and d are the height, width and the number of channels in the input

matrix c [5, 88]. When the input window has only one class, the number of

channel d is 1.

The typical CNN architecture has two convolutional layers or more and one

fully-connected layer. Each convolutional layer contains multiple feature filters to

optimise convolutional values during the training phase. Each convolutional layer

is followed by a max-pooling layer that has a window in a specific size to ensure

the outputs from each conventional layer are smaller than the inputs. Rectified

Linear Unit (ReLU) is added after each convolutional layer that operates as an
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activation function. The fully-connected layer in this architecture is a traditional

Multi-Layer Perceptron (MLP) that operates a softmax activation function for

the output layer. By using the softmax activation function for the output layer,

the CNN classifier model will be able to classify the input features into various

classes based on the learned relations during the training stage.

In the case of highly complex input data, the CNN architecture can contain

more than one pair of the convolutional and max-pooling layers with different

sizes of border filters to process the data [88]. Also, the top convolutional layer

is followed by one or more fully-connected layers for the final classification

purpose. During the training phase, the standard forward and backward

propagation algorithms are used to estimate the values of the CNN parameters.

The selected features are mapped by the convolutional operator [5] as follows:

Vt =
1

1 + exp(dη +
∑

ι κιηϑxι)
(5.2)

where ϑ denotes the convolutional operator, κιη is the convolutional filter for the

ι-th input, Vt is the generated η-th output which is achieved by selecting the most

effective features over the non-overlapping pooling regions from the input data xι

and dη denotes the bias.

As the system’s states are identified, the extracted features from the

occupancy signal representing the ADL will be fuzzified. The generated fuzzy

sets are used as inputs to CNN. CNN is employed for allowing the system to

select the most effective features from the inputs (fuzzy sets) and then learn the

temporal relations from the selected features by storing the information through

the time-sequential steps. The learned relations are used to formulating the

fuzzy rules used to control the system’s state transitions and identify the

current activated states at any given time t. In this approach, the experts are

also allowed to introduce their knowledge over the whole system by defining

system’s states, the general structure of the fuzzy rules, and the number of

associated linguistic labels where each input variable.

In this version of the FFSM, the system’s states transition will be govern by

fuzzy rules identified as follows:

Rλ
mn: IF (S(t) is sm) AND Hmn THEN S(t+ 1) is sn
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Before staying at the current state sm or moving to the next state sn is

finalised. During the training phase, the used CNN is employed with the fuzzy

set Xuj. The output the used CNN is (Vt) is obtained by selecting the most

effective features over the non-overlapping pooling regions from the fuzzy input

set Xuj. The output of the convolutional neural network (Vt) is used for

determining the second part of the antecedent term of the FFSM rule Hmn for

the next state S(t + 1). The output Vt is fed back to the current state input

S(t) once the training is completed.

As mentioned in the FFSM explanation earlier, the rule Rλ
mn is used to control

the transition between state m and n. The rule represents the relation between

the system’s current state S(t) and the input variables that are represented as

Hmn. The final value obtained from this calculation is used to identify the next

state S(t + 1). As each input variable involved in the term Hmn is calculated

using the used CNN to learn the relations in the inputs (features) and outputs

(labels) data by selecting and mapping the most effective features. Therefore,

the term Hmn will be represented as:

Hmn = Xuj(t) + Vt (5.3)

where Vt is the generated η-th output using CNN at time t and

Xuj(t) = [µA1
uj
, µA2

uj
, . . . , µAM

uj
] M 6= 0 is the fuzzified input dataset at time t. M

is the number of membership degrees µA that are associated with the input uj.

Based on that, CNN is used as state-of-the-art to select the most effective

features from the input dataset and learn the relations between the inputs

(selected features) and the outputs (labels). At this stage, the parameters that

are learned from employing the CNN will be used to generate the fuzzy rules

Rλ
mn for representing the transition between the system’s states (activities) in

the proposed CNN-FFSM.

The proposed N-FFSM, LSTM-FFSM, and CNN-FFSM are employed to learn

the unknown parameters for generating the fuzzy rules representing the transition

between the FFSM’s states. The next section introduces experiments with the

proposed approaches, which integrates the learning abilities of the NN, LSTM

and CNN by selecting and mapping the most effective features in the temporal
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Figure 5.3: An illustration of activity windows for one-day activities.

datasets representing daily human activities.

5.5 Experimental Setup

To evaluate the performance of the proposed N-FFSM, LSTM-FFSM and CNN-

FFSM explained in Sections 5.2, 5.3 and 5.4, respectively, experimental works are

conducted where two different datasets representing the ADL for a single user

are used for modelling and recognising the user’s activities. The experimental

setup is presented below, and all results are presented in the Experimental Setup

and Experimental Results sections respectively. The two datasets referred to

as Dataset A and Dataset B are used to evaluate the proposed approaches for

human activity modelling and recognition. Details of these datasets are provided

in Chapter 4.

5.5.1 Feature Extraction and Fuzzification

Extracting the numerical information from the acquired raw sensor data is crucial

to any learning system since raw data does not provide adequate information that

can be used as inputs to the model. The collected data was gathered from low-

level ambient sensory devices; it will be saved to a database as time-stamped
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binary data. The gathered raw data would be represented and interpreted using

FSM approach explained in Chapter 4, to convert the collected binary data into

an occupancy signal representing each activity as an activity window as it is shown

in Figure 5.3. To fuzzify the activity data for each activity-window start time,

end time, duration, activity count and activity sequential order are extracted.

Therefore, the activity data are obtained for each activity window and represented

as a matrix where rows are the length of the activity window and columns are

the number of recorded information from the sensors in the window.

The extracted information from each activity-window is mapped into a

numerical activity data representing the input variables U(t) = [u1(t), . . . , uj(t),

. . . , uP (t)], where P is the number of input variables. An overall framework of

the used approach for representing the activity data as fuzzy features is

illustrated in Figure 5.4. In this figure, the gathered information using ambient

sensory devices is presented as binary strings. These binary strings are

converted into an occupancy signal where each activity can be segmented as an

activity window W . The number of numerical features is extracted from each

activity window, including the activity’s start time, end time and duration. A

fuzzy feature representation approach is employed to represent each numerical

value as a fuzzy set. In particular, each value in the input variable uj is

represented with the relevant membership values to each fuzzy set. The process

of fuzzifing these extracted numerical values are occurred by using Gaussian

MFs. Five different MF degrees are used to convert each value in the start u1

time, end time u2 and duration u3 variables into their relevant membership

degrees as illustrated in Figure 5.4. Therefore, every single value from these

variables is represented by the relevant number of belonging degrees to each

MF. The linguistic labels associated with each input are represented as MFs.

These MFs are described as follows:

XU(t) =


Xu1(t)→ {EMu1 ,Mu1 , AFu1 , EVu1 , NIu1}

Xu2(t)→ {EMu2 ,Mu2 , AFu2 , EVu2 , NIu2}

Xu3(t)→ {V Su3 , SHu3 ,MEu3 , LOu3 , V LOu3}

(5.4)

where XU(t) is the input vector of fuzzified variables {Xu1(t), Xu2(t), Xu3(t)} to
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Figure 5.4: Overall framework of the used fuzzy feature representation approach.

the system at time t. The linguistic labels that are associated with the MFs are

explained as:

• The MFs representing activity start time for the input variable u1 are

represented as {EMu1 ,Mu1 , AFu1 , EVu1 , NIu1}. Where EM , M , AF , EV

and NI are MF labels corresponding to Early Morning, Morning,

Afternoon, Evening and Night respectively.

• The MFs representing activity end time for the input variable u2 are

represented as {EMu2 ,Mu2 , AFu2 , EVu2 , NIu2}. Where EM , M , AF , EV

and NI are the MF labels corresponding to Early Morning, Morning,

Afternoon, Evening and Night respectively.

• The MFs representing activity duration for the input variable u3 are

represented as {V Su3 , SHu3 ,MEu3 , LOu3 , V LOu3}. Where V S, SH, ME,

LO and V LO are MF labels corresponding to Very Short, Short, Medium,

Long and Very long respectively.

The other two variables representing activity count u4 and activity sequential

order u5 will not be fuzzified together with the other activity data. They will

be normalised and then added to the fuzzy represented features before the entire

set of the input data XU(t) is fed into the models. The final set of the fuzzified

featuresXuj = [µA1
uj, µA

2
uj, . . . , µA

M
uj ], will be used as inputs to train the proposed

models for modelling and recognising the activities.
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Figure 5.5: A state diagram of human activity’s based on experimental datasets
A.

5.5.2 System definition

The collected data represent 7 and 11 different activities in Dataset A and

Dataset B, respectively. Each activity is represented as one state in the FFSM

model. These states are defined based on the experts’ knowledge. This is easily

represented using the proposed state diagram illustrated in Figures 5.5, and 5.6

for data set A and B, respectively. These states in Datasets A and B are

defined as follows:

States representing activities in Dataset A:

• s1: Sleeping State, represents sleeping activity either during the night or

taking a nap during the daytime. Intuitively, the collected starting time

and the duration of this activity could vary depending on the days of the

week, even for the same user. Also, the state can be interrupted by other

activities such as going to the toilet, etc.
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Figure 5.6: A state diagram of human activity’s based on experimental Datasets
B.

• s2: Bedroom State, this state is used to represent the other duties in the

bedroom except for the sleeping activity. This state will be considered as

sleeping state S1 in this experiment.

• s3: Toilet State, this state represents the times when the user is using the

toilet.

• s5: Kitchen State, where the user spends time in the kitchen for preparing

food or for cleaning.

• s5: Dining Room State, this state usually comes after the kitchen state,

when the user stays in the dining room to eat the prepared food.
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• s6: Living Room State, this state corresponds to the time spent in the living

room for watching TV or other social activities.

• s7: Garden State, this state is used when the user uses the back door to go

to the garden.

• s8: Leaving Home State, this state becomes active when the individual

leaves home from the front door. This can be for any of outdoor duties

such as shopping. This state might be occurred regularly at a specific time

(in case of the individual having a daily job) or irregularly (in the case of

shopping and social visiting).

States representing activities in Dataset B:

States representing the Dataset B are as follows:

• s1 : Sleeping states to represent the sleeping activities.

• s2 : Bed-to-Toilet state to represent the times of using the toilet in between

the sleeping time.

• s3.1 : Meal preparation state to represent the event of preparing food. This

state is the first part of the kitchen state.

• s3.2 : Washing dishes state to represent the event of washing dishes in the

kitchen area. This state is the second part of the kitchen state.

• s4.1 : Eating state to represent the time when the user at the dining room.

This state is usually activated after the Meal preparation state.

• s5.1 : Relaxing state to represent the time spent in the living room.

• s6 : Leaving state to represent the time when the user leaves the house. As

the house has three different doors, this state will be activated when any of

these doors are used.

• s7 : Entering home state to represent the time when the user comes back

home.
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• s8 : Housekeeping state to represent cleaning work, e.g., hoovering the

carpet.

• s9 : Office-work state to represent the event of doing some homework in the

office room.

Once the system’s states are created, a set of fuzzy rules is required to control

the transition between the system’s states. In the standard FFSM, these rules

are defined based on the experts’ knowledge only. In this contribution, as the

generated data is temporal data representing sequential order events, NN, LSTM

and CNN are employed to learn the relationships in the data through the time

steps. The learned relations are used to generate fuzzy rules in the system. The

final output for this model, Y (t), is represented as the degree of belonging to each

state in the system.

5.5.3 Experimental Results

The results obtained from the conducted experiments are presented here. As

humans behave with some unpredictability and uncertainty in their

environment, datasets representing the human activities are usually imbalanced,

where some activities appear more dominant than the other activities. In that

case, if the dominant activities are identified with a high degree of certainty, the

performance over the whole system will be high even if the other activities are

not well identified. Therefore, each activity will be evaluated separately, then

the performance over the whole system will be calculated. The enhanced

proposed models, namely N-FFSM, LSTM-FFSM and CNN-FFSM, are tested

and evaluated using the two earlier mentioned Dataset A and Dataset B.

The confusion matrices in Figures 5.7, 5.8 and 5.9 show the recall (known as

sensitivity) and precision scores obtained using the proposed N-FFSM, LSTM-

FFSM and CNN-FFSM models respectively, for each activity using Dataset A

and Dataset B. As well as the accuracy over the whole models. In each of the

figures, the obtained results are labelled as (a) when the proposed models are

applied to Dataset A, and (b) when they are applied to Dataset B.

The information given in the confusion matrices is explained as follows:
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(a)

(b)

Figure 5.7: Confusion matrix for ADL modelling and recognition results using
Neuro Fuzzy Finite State Machine (N-FFSM); a) using Dataset A, b) using
Dataset B.
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(a)

(b)

Figure 5.8: Confusion matrix for ADL modelling and recognition results using
Long Short-term Memory Fuzzy Finite State Machine (LSTM-FFSM); a) using
Dataset A, b) using Dataset B.
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(a)

(b)

Figure 5.9: Confusion matrix for ADL modelling and recognition results using
Convolutional Neural Network Fuzzy Finite State Machine (CNN-FFSM); a)
using Dataset A, b) using Dataset B.
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• The rows represent the output activities, and columns represent the target

activities. The activities in Dataset A are named as Sleeping, Toilet,

Kitchen, Dining, Living, Leaving home, and Garden. The activities in

Dataset B are named as Sleeping, Bed-to-Toilet, Meal preparation,

Washing dishes, Eating, Relaxing, Leaving-home, Entering-home,

Housekeeping, and Office-work.

• The diagonal cells from the upper left to the lower right illustrate the

activities that are correctly recognised.

• The off-diagonal cells present the incorrectly recognised activities.

• The precision for each activity is presented in the last column in the right.

• The recall for each activity is presented in the last row at the bottom.

• The accuracy over the whole model is illustrated in the bottom-right cell.

As it can be seen from these figures, CNN-FFSM model is more efficient

when it is applied to a larger dataset containing uncertain activities such as

those that could occur at the same place (e.g., Meal Preparation activity and

Washing Dishes activity), both of which are being undertaken in the kitchen. In

Figure 5.9(b), nine out of ten activities, including in Dataset B, are recognised

with 100% precision.

To evaluate the proposed models, the results obtained in the experiments

employing the different version of the enhanced FFSM models are compared

with the results obtained using six different existing approaches for modelling

and recognising human activities such as LSTM, SVM and NNs with both

Datasets A and B. These datasets are divided into 70% for training stage and

30% testing stage randomly on a daily basis. The comparison between the

performance of the proposed N-FFSM, LSTM-FFSM and CNN-FFSM with the

other existing methods has been made for the accuracy over the whole models

in Table 5.1. The overall performance for the proposed models based on Dataset

A’s testing subset is 95.7% and 94.2% obtained by applying LSTM-FFSM and

CNN-FFSM models, respectively. 97.6% and 99.3% are the obtained results

based on Dataset B’s testing subset using LSTM-FFSM and CNN-FFSM
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models, respectively. On the other hand, the SVM and NNs models tend to

have the lowest performance compared to other evaluated models. Hence, the

optimised SVM uses the default kernel function, which is linear and this could

be the reason of this low-performance ability with collected data. Similarly, the

number of examples for the complexity problem could be not enough in the

provided training dataset for the NN model.

Furthermore, the generalisation ability of the proposed approaches has been

verified with different data splitting configuration. In this validation

experiment, the dataset is divided into training and testing subsets using k-folds

cross-validation. Table 5.2 shows the performance of the proposed models with

5-folds cross validation. It can be concluded from these results that the

proposed models have a high-generalisation ability, and data overfitting is

avoided.

The expressions that are used to calculate accuracy, precision and recall for

each activity are given below:

Recall =
1

C

C∑
i=1

TPi
TPi + FNi

(5.5)

Table 5.1: The overall accuracy of the proposed LSTM-FFSM and CNN-FFSM
compared with the existing approaches based on Datasets A and B.

Methods Dataset A Dataset B

CNN-FFSM 94.2% 99.3%
LSTM-FFSM 95.7% 97.6%
N-FFSM 95.2% 94.5%
LSTM 80.6% 78.1%
Bi-LSTM 83.7% 81.4%
NNs 78.7% 76.8%
FFSM 46.6% 41.3%
SVM 62.8% 60.9%
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Precision =
1

C

C∑
i=1

TPi
TPi + FPi

(5.6)

Accuracy =
1

N

C∑
i=1

TPi (5.7)

where TPi, TNi, FNi and FPi are the number of true positives, true negatives,

false negatives and false positives of ith activity respectively. N is the number of

the values TPi + TNi + FPi + FNi for ith activity. C is the activity of which its

recall, precision and accuracy are calculated.

Considering the interpretability point of view, the most commonly used

approaches for modelling and recognising human activities are the approaches

based on mathematics, e.g., NNs and SVM. These models are well known as

black-box approaches because of the complexity of understanding their

underlying calculations and concepts. This complexity will be more challenging

when a large number of input and output variables are expected. Moreover,

designing a model that is only based on the linguistic information assigned by

human experts is not enough for a successful and robust human activities

modelling and recognition. Therefore, the advantages of integrating the experts’

knowledge with the learning capabilities in LSTM and CNN can be integrated

into the proposed LSTM-FFSM and CNN-FFSM models for generating a

successful and robust model.

The obtained results are compared with some previous works, such as the

research presented in [149]. They have used a dataset collected using ambient

Table 5.2: Overall accuracy performance for the proposed models using 5-folds
cross validation.

Methods Dataset A Dataset B

CNN-FFSM 90.7% 97.4%
LSTM-FFSM 98.1% 96.2%
N-FFSM 92.3% 96.7%
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sensory devices to discover 5 different activities; Telephone use, Hand washing,

Meal preparation, Eating, and Cleaning. A new mining method, called

Discontinuous Varied-Order Sequential Miner (DVSM), is used in their research

with the collected dataset to find frequent patterns that may be discontinuous

and might have variability in the ordering of this activities. The achieved

results based on the DVSM is 77.3%.

In a recent publication for recognition of interleaved human activities,

researchers have proposed a new human activity model containing three phases,

namely Preprocessing, Discovery Method for Varying Patterns (DMVP) and

Predictive Modelling [93]. The first phase is used to convert the collected raw

sensor data into event sequences, which are then fed to DMVP in the second

phase to discover the frequent activities that naturally happen during the

regular daily routine, and then a classification model is applied to predict the

activities in the third phase. The achieved result from this approach is 87.94%

once it is evaluated with the CASAS dataset.

5.6 Discussion

In this chapter, novel integration of the learning techniques with the standard

FFSM for enhancing the performance of human activity modelling and

recognition. The main goal is to enable the modelling and recognition of the

activities based on binary data collected by ambient sensory device-based

representing ADL for a single user in a smart home environment. Due to the

dynamic nature that human behaves, there are uncertainties associated with

modelling and recognising their activities. This work focused on proposing

different versions of FFSM models capable of adapting to and learning the

variations that exist in the human activity sequential data. The use of Fuzzy

Feature Representation approach to obtain the fuzzy sets representing the

human activity makes it possible to acquire representations of activities for

learning such process.

We leverage the ability of NN, LSTM and CNN techniques in learning

essential parameters from the activity sequences for generating the FFSM’s

rules to govern the states’ transition. Also, human experts’ knowledge still in
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use to create the fuzzy states (here are the activities) and the number of MFs

used to fuzzify the input data. Furthermore, considering the results obtained

from the conducted experiments, it can be concluded that the LSTM-FFSM and

CNN-FFSM models exhibit a high score for accuracy, recall, and precision when

its performance is tested for each activity separately. Also, the overall activity

recognition performance, when it is over the whole system, demonstrates the

effectiveness of the proposed approaches. The CNN-FFSM model shows a more

robust and reliable performance once applied to a larger dataset (e.g., Dataset

B) representing ten activities over 240 days. This is mainly the case when this

dataset contains some activities that could be happening at the same place

(such as Washing Dishes activity and Meal Preparation activity in the kitchen).

In real-life scenarios, it is hard to know which activity is the current activity

based on the data collected from the PIR sensory devices. Thus a fuzzy feature

representation approach with CNN-FFSM can be used to deal with such cases

as it can detect the changes in the fuzzy feature patterns. The essential feature

of the proposed approach is that it integrates the available expert’s knowledge

with the learned information from the deep learning techniques. The

LSTM-FFSM has shown better performance for a simple scenario once it is

applied to a short period dataset (e.g., Dataset A). The CNN-FFSM achieved

more accurate results to detect the ADL activities for a more extended period

dataset (e.g., Dataset B). Besides, it can be seen how the proposed models can

follow the proper sequence of states with the correct state activation degree.
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Chapter 6

Employing Deep Learning

Techniques for Human Activity

Modelling and Recognition

6.1 Introduction

This chapter proposes the use of a Deep Convolutional Neural Network

(DCNN) for human activity recognition using binary ambient sensors such as

Passive Infrared (PIR) and door entry sensors. Each activity is represented as a

binary string converted into a greyscale image. Unique features are selected and

then used as inputs to an Adaptive Boosting (AdaBoost) and Fuzzy C-means

(FCM) classifiers for recognising Activities of Daily Living (ADL). The

performance of the proposed model is evaluated using the Dataset A explained

in Chapter 4, representing the ADL for a single user. The results from the

experiments in this chapter using the extracted features from the greyscale

image representing ADL with AdaBoost and FCM algorithms achieved accuracy

of 99.5% and 86.4%, respectively. Also, another deep learning technique such as

Bidirectional Long Short-term Memory (Bi-LSTM) and CNN are employed for

modelling and recognising human activities.

The proposed human activity classification and recognition model in this

chapter employ a DCNN with fully annotated real data representing ADL for a
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single user living alone. Binary ambient sensors such are employed for the data

collection process. First, the collected Dataset A is divided into training and

testing sets on day-by-day basis, and then the activities in the training set are

segmented and converted into greyscale activity image representing each

activity. The greyscale image is considered as a 2D image used for representing

the numerical measurements such as sensor data. A pre-trained DCNN is

employed to extract a unique feature vector from the generated greyscale

activity image. The extracted feature vector is used as an input for two

different classifiers to classify and recognise the ADL for that user. The

obtained results are then compared. The reason behind choosing the pre-trained

CNN for extracting the feature vector representing each activity’s unique

features is because each activity is considered an image with spatial features.

However, more simplistic approaches can be used for these applications, such as

standard ANN. Still, the pre-trained CNN is more recommended for the data

that has spatial features.

This chapter is structured as follows; In Section 6.2.1, the conducted

experiments using the proposed DCNN for extracting the feature vector from

the generated 2D greyscale image, and the proposed AdaBoost and FCM are

explained. The final results obtained from the conducted experiments are

discussed in Section 6.2.2. Other deep learning techniques including Bi-LSTM

and CNN employed for human activity modelling and recognition are explained

in Section 6.3 and Section 6.4, respectively. This is followed by pertinent

conclusions drawn in Section 6.5.

6.2 Deep Learning Human Activity Modelling

and Recognition Based on Greyscale Image

Recently, there are many research works on the application of Convolutional

Neural Networks (CNNs) for Human Activity Recognition (HAR). Most of the

published research is based on vision data (images or video stream) [150, 151],

wearable devices [11] and binary sensors [4, 5]. The framework of the proposed

method is shown in Figure 6.1. The proposed method contains three stages;
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Figure 6.1: Framework for the proposed method including data preparation,
feature extraction and the classification process.

data preparation, feature extraction, and the classification process. The data

preparation stage includes the process of converting binary string data into

greyscale images by representing each activity as an image with a black

background and a grey range of pixels corresponding to each “0” and “1”

sensory information, respectively. Then the second stage is the CNN framework

that is used for extracting the important features from the generated images by

employing a pre-trained AlexNet for extracting a feature vector that is used as

an input to the proposed model in the next stage for classifying the activities.

Finally, the used classification approaches are AdaBoost and FSM.

6.2.1 Experimental Setup

To evaluate the performance of the proposed approach presented in this

chapter, an experiment for recognising and classifying a single user’s activities is

conducted. In particular, the techniques explained in the previous sections are

employed with a real dataset, representing the ADL for a single user,

recognising human activities based on the proposed techniques.

The dataset used in this experiment is Dataset A that was explained in
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Figure 6.2: The process of generating a greyscale image by converting raw data
for the toilet activity.

Chapter 4. As this dataset was collected using ambient sensory devices, it

contains a large volume of binary data. The challenge here is to represent this

dataset in a suitable format that can be used for extracting features to train the

classifier on a later stage.

Before any feature extraction process occurs, the collected sensor readings

are represented as a greyscale image. The greyscale image is a 2D visual

representation of the binary string data collected during a particular activity

(e.g. sleeping, kitchen, etc.). The greyscale image representing a particular

activity is an image with a black background and a grey range of pixels

corresponding to each “ON” and “OFF” signal of the motion sensors and

“OPEN” and “CLOSE” signals of the door sensors respectively. Figure 6.2

illustrates the process of generating a greyscale image from the segmented Toilet

activity. The two dimensions of the greyscale image are the x-axis (length) and

y-axis (height), representing temporal events of the activity and the sensor

patterns of the activity, respectively. The greyscale range corresponds to the

duration of each sensor event. Figure 6.3 illustrates random samples for three

different activities.
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Figure 6.3: Three greyscale image samples for 4 different activities generated
form the binary collected data using the proposed approach.

The AlexNet convolutional neural network [152], is applied to the generated

greyscale images for the feature extraction process. The size of the feature

extracted vector from each greyscale image representing one activity is 4096,

computed at the first connected layer. The extracted feature vector is used as

an input to AdaBoost and the FCM classifier.

Once the feature vector is extracted using the DCNN, the vector is used as

inputs for the classification process. The extracted feature vector is divided into

training and testing sets. The classifier is trained first using the training set, and

then it will be tested and evaluated based on the testing set.

The last stage of the proposed system is where the extracted features vector

is used as inputs to two different classification techniques. The gathered dataset

represents eight different activities, and each activity is labelled separately as one

class. These classes are defined as follows:

• Class 1 → represents sleeping activity, either night sleeping or daytime

napping.

• Class 2 → represents the events when the user is using the toilet.

• Class 3 → represents the time when the user is using the kitchen for

preparing food or washing the dishes.
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• Class 4 → comprises relaxing activities, representing when the user spends

time in the living room area for relaxing or watching TV.

• Class 5 → represents dining activity, which usually comes after kitchen

activity when the user is in the dining room to eat the prepared meal.

• Class 6 → is bedroom activity, which represents when the user is in the

bedroom for anything except sleeping (e.g., dressing).

• Class 7 → is the garden activity, which represents the time when the user

leaves home to go to the garden through the back door.

• Class 8 → is leaving the home activity, which represents when the user

leaves home through the front door.

Once the feature vectors are extracted from the generated greyscale image, the

corresponding output classes are labelled for each activity. A 4096-dimensional

feature vector is computed by cross-mixing in the first fully connected layer for

the two groups’ features. This process is repeated for the next fully-connected

layer until the last fully-connected layer is reached. This is where the two feature

groups are combined into a single feature vector for each greyscale image. The

extracted feature vectors will be used as inputs to train the AdaBoost and FCM

classifiers, based on the explanation provided in this section. The achieved results

are presented and discussed in the next section.

6.2.2 Experimental Results

To test and evaluate the proposed approach, a real data set representing ADL for

a single user is used. The results obtained from the conducted experiments are

presented here. The gathered binary string data for each activity is represented as

a greyscale image. AlexNet DCNN is applied to the generated images to extract a

feature vector that will be used as input to train the AdaBoost and FCM classifiers

in classifying and recognising human activity. The results obtained based on

AdaBoost are illustrated as a confusion matrix plot in Figure 6.4. The same

extracted feature vector is used as an input to the FCM classifier in classifying

the ADL for a single user, and the obtained results are shown in Figure 6.5.
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Figure 6.4: Confusion matrix plot representing the results achieved using
AdaBoost approach.

As humans behave in unpredictable ways in their environment, datasets

representing human activities are usually imbalanced, and therefore, some

activities appear more dominant than the others. In this scenario, if one of the

dominant activities are identified with a high degree of accuracy, the

performance over the whole system will be high even if the other activities are

not well identified. Based on that, the accuracy of each activity will be

calculated separately, and then the performance over the whole system will be

computed. Tables 6.1 and 6.2 show the accuracy, recall and precision for each

Table 6.1: The results of accuracy, recall and precision for each activity obtained
based on AdaBoost.

Activities Accuracy Recall Precision
(1) Sleeping 99.4% 97.8% 100%
(2) Toilet 100% 24.0% 100%
(3) Kitchen 100% 100% 100%
(4) Relaxing room 99.1% 98.9% 100%
(5) Dining room 100% 100% 100%
(6) Bedroom 100% 98.3% 99.1%
(7) Garden 98.9% 97.8% 99%
(8) Leaving home 98.4% 97.2 98.2
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Figure 6.5: The results of the classification process using the FCM algorithm
with the features extracted from the greyscale images representing three samples
of each activity.

activity using AdaBoost and FCM, based on the feature vector extracted from

the respective greyscale images. Based on the obtained classification results, it

can be concluded that the idea behind improving the performance of decision

trees in the AdaBoost technique by converting several weak classifiers to one

single strong learner has achieved the best accuracy performance. The decision

tree works to specify the input and the corresponding output during the

training mode. Then the input data set is continuously split according to a

Table 6.2: The results of accuracy, recall and precision for each activity obtained
based on Fuzzy C-Means.

Activities Accuracy Recall Precision
(1) Sleeping 100% 98.4% 86.4%
(2) Toilet 89.1% 88.7% 100%
(3) Kitchen 93.7% 92.5% 93.7%
(4) Relaxing room 85.7% 85.1% 88.8%
(5) Dining room 86.3% 91.2% 87.7%
(6) Bedroom 95.6% 95.2% 86.6%
(7) Garden 71.2% 70.9% 72.1%
(8) Leaving home 81% 83.2% 75.9%
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certain parameter to learn the relations between the inputs and their

corresponding output by adjusting the weights during the training mode.

6.3 Bidirectional Long Short-term Memory

with Fuzzy Feature Representation

The overall framework of the proposed method comprises three stages, as

illustrated in Figure 6.6. Stage one is the data collection process. The data used

in this experiment is Dataset A. At this stage, the gathered sensor information

is the time-stamps of the binary data representing the ADL. Stage two is the

fuzzy feature representation, which is designed to fuzzify the data. The

resulting fuzzy membership degrees are taken as features to be used in

modelling and recognition of activities, as explained in Chapter 4. The final

stage in the proposed framework is the Bi-LSTM model for activity modelling

and recognition, where the features obtained from stage two are used to train a

Bi-LSTM to learn the relationship between the features and their corresponding

outputs for modelling and recognising human activities. A detailed description

of each stage is given in Section 6.3.1.

6.3.1 Experimental Setup

To evaluate the proposed method, it is applied to the data set A that gathered

from a real environment representing the ADL of a single user. As mentioned in

Chapter 4, the dataset used in this experiment represents seven different activities

for a single user corresponding to; Sleeping, Toileting, Meal-preparation, Dining,

relaxing, Garden and Leaving home.

The fuzzy feature representation stage is applied to represent the numerical

features that extracted from the occupancy signal as explained in Chapter 4. In

the fuzzy feature representation stage, the selected numerical information

representing each activity will be used. The selected variables used in this

experiment are;

• Activity start time (u1) - which represents the start time for each activity.
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Figure 6.6: Proposed framework for fuzzy feature representation and the Bi-
LSTM model for human activity modelling and recognition.
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• Activity end time (u2) - which is the end time for each activity.

• Activity duration (u3) - which is the time spent for each activity.

• Activity count (u4) - which is the number of activity attempts per hour.

Each value x in the selected variables is fuzzified using Gaussian MFs to

transform the data to relevant membership degrees. The membership labels

associated with each input variable are represented using the following MFs:

U(t) =



u1(x)→ {EMu1 ,Mu1 , AFu1 , EVu1 , NIu1}

u2(x)→ {EMu2 ,Mu2 , AFu2 , EVu2 , NIu2}

u3(x)→ {V Su3 , SHu3 ,MEu3 , LOu3 , V LOu3}

u4(x)→ {V RUu4 , RUu4 ,MUu4 , HUu4 , V HUu4}

(6.1)

where each value x in the selected input features {u1, u2, u3, u4} is represented

with 5 MFs as follows:

• The MFs representing activity start time for the input variable u1 are

represented as {EMu1 ,Mu1 , AFu1 , EVu1 , NIu1}, where EM , M , AF , EV

and NI are MF labels corresponding to Early Morning, Morning,

Afternoon, Evening and Night respectively.

• The MFs representing activity end time for the input variable u2 are

represented as {EMu2 ,Mu2 , AFu2 , EVu2 , NIu2}, where EM , M , AF , EV

and NI are the MF labels corresponding to Early Morning, Morning,

Afternoon, Evening and Night respectively.

• The MFs representing activity duration for the input variable u3 are

represented as {V Su3 , SHu3 ,MEu3 , LOu3 , V LOu3}, where V S, SH, ME,

LO and V LO are MF labels corresponding to Very Short, Short, Medium,

Long and Very long respectively.

• The MFs representing activity count for the input variable u4 are

represented as {V RUu4 , RUu4 ,MUu4 , HUu4 , V HUu4}, where V RU , RU ,

MU , HU and V HU are the MF labels corresponding to Very Rare Usage,
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Rare Usage, Medium Usage, Heavy Usage and Very Heavy Usage

respectively.

In the next step, the Bi-LSTM model will be trained with the fuzzy

represented features to learn the sequential relationships between the input data

(activity data) and their corresponding output (activity labels).

6.3.2 Experimental Results

This experiment focuses on modelling and recognising human activities using

fuzzy feature representation with Bi-LSTM model. Based on the explanation

provided in the previous sections, the Bi-LSTM model is employed to model

and recognise the ADL for a single user within a smart home environment. This

section presents the results obtained with the proposed framework using the

experimental dataset. Humans behave in their daily life in an imbalanced way

as they would perform some activities more than the others. Therefore, if the

dominant activities are well modelled and recognised, the overall accuracy for

the whole system will still be high even though the other activities are not well

modelled and recognised. Based on that, each activity will be evaluated

separately, and then the accuracy performance of the whole system will be

computed. Figure 6.7 shows the results obtained from the conducted

experiment. This shows the confusion matrix illustrating the recall and

Table 6.3: Recall and precision for each activity obtained based on Bi-LSTM,
standard LSTM and SVM.

Activities
Bi-LSTM LSTM SVM

Recall Precision Recall Precision Recall Precision
Sleeping 100% 94.4% 91.7% 87.50% 91.7% 68.8%
Toilet 100% 100% 100% 90.9% 100% 78.9%
Meal-preparation 90.6% 100% 83.1% 78.3% 58.3% 89.2%
Dining 98.1% 100% 100% 83.3% 77.3% 85.0%
Relaxing 91.7% 89.2% 76.9% 50% 50% 72.2%
Garden 83.3% 83.3% 75% NaN NaN 15.2%
Leaving 100% 90.9% 35.9% 42.6% NaN NaN
Overall accuracy 96.3% 80.8% 74%
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Figure 6.7: Confusion matrix plot for the obtained results by using Bi-LSTM for
human activity modelling and recognition

precision scores for each activity as well as over the whole system. The

information given in the confusion matrix is as follows:

• The rows represent the output activities, and columns represent the target

activities. The activities are named as Sleeping, Toilet, Meal-preparation,

Dining, Relaxing, Garden and Leaving home.

• The diagonal cells from the upper left to the lower right illustrate the

activities that are correctly recognised.

• The off-diagonal cells show the incorrectly recognised activities.
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• The last column in the right represents the precision for each activity.

• The last row in the bottom shows the recall for each activity.

• The bottom right cell represents the accuracy over the whole model.

To evaluate the proposed method, the results obtained in the proposed

framework employing the Bi-LSTM model are compared with the results

obtained using the standard LSTM and the Support Vector Machine (SVM)

with the same dataset. The comparison between the performance of Bi-LSTM

and the other two methods has been made for each activity in terms of recall,

precision and the overall accuracy of the model as presented in Table 6.3.

6.4 Convolutional Neural Network with Fuzzy

Feature Representation

The overall framework of the proposed CNNC for human activity modelling is

shown in Figure 6.8. This framework consists of two stages; the data collection

and presentation stage, and the Convolutional Neural Network Classification. In

the data collection and presentation stage, binary sensor information gathered

from a real-world environment in data set A is used. This sensory information is

converted into an occupancy signal represented as fuzzy features. The fuzzy set

thus generated will be used as input to train the proposed CNNC in the second

stage of the proposed framework.

6.4.1 Experimental Setup

In this section, an experiment for modelling and classifying a single user’s

activities are conducted using the Dataset A with the proposed CNNC.

A commonly used CNNC architecture containing two conventional layers or

more, dependent on the complexity of the input data, and one fully-connected

layer is used in this experiment. Each one of these convolutional layers has

multiple feature filters for accurately optimising values during the training phase.

Additionally, each convolutional layer is followed by a max-pooling layer that has
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Figure 6.8: Architecture framework of the proposed Convolutional Neural
Network Classifier with fuzzy feature representation approach for human activity
modelling.

a window of a specific size to ensure that the outputs from each conventional

layer are smaller than the inputs. The fully-connected layer in this architecture

is a traditional Multi-Layer Perceptron (MLP) that contains a softmax activation

function for the output layer. By operating the softmax activation function in the

output layer, the CNNC can be used to classify the input features into various

classes based on relations learned during the training stage [88]. In a scenario

where complex input data is expected, the CNNC architecture may be modified to
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contain more than two of the convolutional and max-pooling layers with different

sizes of border filters to process such data [4]. Also, more than one fully-connected

layer could be considered after the top convolutional layer. In the training process

of the CNNC, the standard forward and backward propagation algorithms are

employed to select the values of the CNNC parameters.

As the Dataset A was collected using ambient sensory devices for a single user,

it may contain a large volume of binary information. Before any data processing

occurs, it is important to transform and visualise the collected sensor readings

in an appropriate and useful format. In this experiment, a form of Finite State

Machine (FSM) is used to represent and visualise the collected sensor readings

as occupancy signal to identify the user’s activities, as explained in Chapter 4.

Once a set of activity data is extracted from the occupancy signal generated for

each activity, they are fuzzified and represented as fuzzy sets, which are used as

inputs for the proposed CNNC. This CNNC is applied to the fuzzy set in order to

learn the relations between the input data (fuzzy sets) and their corresponding

labels (activities).

The fuzzy feature representation approach applied to the activity data to

represent the unique features in the user’s daily activities is explained previously

in Chapter 4. Three different unique features are extracted from each activity

window (W ) in the occupancy data. These three features are:

• Start-time (St), which represents the time when the current activity starts.

• End-time (Et), which identifies the ending time for the current activity.

• Duration (Du), which represents the duration undertaking for a specific

activity and is calculated as Du = Et− St.

Therefore, the extracted activity data vector for each activity window is

expressed as:

Ux = {Stx, Etx, Dux} (6.2)

where U is the activity data vector extracted from the activity x, and St, Et

and Du are the start time, end time and duration variables for the activity x

respectively. Each value in these three variables is represented with their relevant
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membership degrees for each fuzzy set. The generated set of fuzzified features for

each input variable uj is expressed as:

Xuj = [µA1
uj, µA

2
uj, . . . , µA

M
uj ] (6.3)

Since the data used is temporal data representing human activities for a

single user, a sequential order is employed with the generated fuzzy sets to learn

the relations in the data through the time steps using the proposed CNNC. The

learned relationships are then used for modelling and recognising the user’s

activities.

6.4.2 Experimental Results

The proposed method of using the fuzzified feature with a CNNC was

implemented to model ADL for a single user based on low-level sensory data

gathered from a smart home environment. A binary dataset containing seven

different activities are used to test and evaluate the proposed method. Three

full days’ sensor readings are used for testing and evaluating the proposed

method and the remaining four days’ data is used for the training process. Also,

each activity is evaluated separately, and then the performance over the whole

system is calculated. Datasets representing human activities are usually

imbalanced because people behave in a random and unpredictable manner

during their daily life. Thus, some activities are more dominant than other

activities. Therefore, in this case, if the dominant activities are identified with a

high degree of accuracy, the overall performance of the whole system will be

high even if some activities are not well identified. Figure 6.9 illustrates the

recall and precision for each activity, as well as the performance accuracy over

the whole model.

The overall performance accuracy for the whole system based on the obtained

results is 97.8%. The information given in the confusion matrix represented in

Figure 6.9 is as follows:

• The rows and columns represent the output activities and target activities

respectively. The activities are identified as 1, 2, ..., 7 for Sleeping, Toilet,
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Figure 6.9: Confusion matrix for ADL modelling and recognition results using
fuzzy feature representation and the CNNC.

Meal-preparation, Dining, Relaxing, Garden and Leaving home

respectively.

• The diagonal cells from the upper left to the lower right indicate the

activities that are correctly recognised.

• The off-diagonal cells represent the incorrectly recognised activities.

• The right-most column shows the accuracy for each activity.
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• The last row at the bottom shows the precision for each activity.

• The bottom right cell represents the accuracy over the whole model.

6.5 Discussion

In this work, we present novel approaches to model and recognise human

activities based on a dataset collected using the ambient sensory device-based

system. The method we propose facilitates faster and accurate learning abilities

of human activities by generating a greyscale image from the binary string

collected. The method uses a combination of pre-trained CNN (AlexNet) to

extract features representing the human activity with FSM and AdaBoost for

classifying the activities based on the extracted feature vector. AlexNet is used

to extract and determine the number of high-level feature vectors for each

activity. This approach is experimented to model and recognise different ADL

for a single user with a dataset representing simple human activity such as

sleeping, toilet and kitchen.

The work presented in this chapter has proposed a new method for visualising

binary string data as a greyscale image. The dataset was gathered from a real-

home environment using ambient sensory device-based system representing ADL

activity for a single user. The generated greyscale images are used to extract

a unique feature vector using DCNN technique. The extracted feature vector is

then used as inputs to two different classifiers for recognising human activity. The

results obtained from the conducted experiments (Table 6.1), show that the use

of the extracted feature vector with the AdaBoost model exhibits a high score

for accuracy, recall and precision when its performance is tested for each activity

separately. Also, the overall performance of activity classification and recognition,

when calculated over the whole system, demonstrates the effectiveness of this

approach. The benefit of using the AdaBoost approach is that it improves the

accuracy of the classification decision by integrating several weak classifiers in

one single strong learner that has achieved the best accuracy performance.

The AdaBoost model is considerably better for ADL classification and

recognition based on data gathered from low-level ambient sensors and is
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represented as a greyscale image. Besides, it can be seen that the AdaBoost

model can recognise human activity in a proper sequence with the correct

classification performance. The AdaBoost algorithm achieved more accurate

results (99.5%) compared with the FCM (86.4%) for detecting the ADL. Both

algorithms were tested and evaluated using the same feature vector extracted

from the greyscale image representing 8 different ADL for a single user.

Also, a model for fuzzy feature representation of ADLs with a focus on

modelling and recognising the activities is proposed. Fuzzy feature

representation method makes it possible for the extraction of unique features

from sparse features set of ADL and capture underlying uncertainties. To

achieve the aim of this research, a Bi-LSTM model is used. The Bi-LSTM

model is used because of its unique capability of modelling sequential data from

the past and the future observations, which makes this beneficial in human

ADL applications such as trend analysis. The obtained results show a high

performance of the Bi-LSTM model on recognition of different activities

compared with the results that are obtained from a standard LSTM and SVM

methods for the same dataset. For future work, more experiments will be

conducted with the proposed method in order to evaluate the robustness in

modelling ADLs. This will be compared with state-of-the-art methods for

feature representation, such as feature extraction by employing DCNN

techniques.

Besides, the same fuzzy feature representation approach was applied to the

extracted activity data, representing them as membership degrees and

generated fuzzy sets. These sets were used along with the CNNC in modelling

and recognising the user’s activity. The proposed model was tested and

evaluated using a “leave one day” approach, where once the proposed model is

trained with the training set of data, one full day of sensor readings was used to

test the proposed method and the remaining days were used for training the

model. The fuzzy feature representation approach makes it possible to extract

unique features from activity data representing ADL and to capture underlying

uncertainties in such data. For future work, different datasets will be explored

using the proposed method to evaluate its performance robustness in human

activity modelling and recognition.
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Chapter 7

Conclusion and Future Work

7.1 Thesis Summary

This thesis presents novel techniques to enhance the performance of the Fuzzy

Finite State Machine (FFSM) for modelling and recognising human activities.

The proposed approach will support independent living, particularly for older

adults living within a home environment. Based on the results obtained from

the conducted experiments, it can be concluded that the ability to model and

recognise human activities using the enhanced FFSM depends on two different

aspects. Firstly, the quality of the inputs applied to the model, as the data

representing human activities is gathered using ambient sensory device-based, it

should be represented in useful format before it will applied to the model.

Therefore, the fuzzy feature representation approach of the extracted human

activities play a crucial role in the effectiveness and robustness of modelling and

recognising human activities. Secondly, the proposed learning approaches

combined with the FFSM and their ability in learning the critical relations

between the inputs (fuzzy sets representing human activity data) and the

outputs (activities) during the training mode.

As part of the reported research, another approach was investigated to use a

Deep Convolutional Neural Network (DCNN) for converting the acquire binary

string of each activity into a greyscale image. Unique features are selected and

extracted using pre-trained DCNN such as AlexNet. The extracted feature
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vectors are then used as inputs to different classifiers, including Adaptive

Boosting (AdaBoost) and Fuzzy C-means (FCM) algorithms for recognising the

Activities of Daily Living for a single user. The performance of the proposed

model is evaluated using a real collected dataset.

This thesis contributes a novel framework for enhancing FFSM for human

activity modelling and recognition. The existing version of FFSM is enhanced

by integrating the learning abilities of the Neural Network (NN), Long

Short-term Memory (LSTM), and Convolutional Neural Network (CNN) to

generate N-FFSM, LSTM-FFSM, and CNN-FFSM, respectively. The learning

capability in the NN, LSTM, and CNN allows the system to learn the

relationship in the temporal human activity data and to identify the parameters

of the rule-based system as building blocks of the FFSM through time steps in

the learning mode. The learned parameters are then used for generating the

fuzzy rules that govern the transitions between the system’s states representing

activities. The motivation for the work is from the perspective of the uncertain

and unpredicted way that humans behave.

7.2 Concluding Remarks

This thesis attempts to provide an enhanced version of the existing FFSM for

human activity modelling and recognition in ADL. Conclusions for various aspects

of the project are presented below.

7.2.1 Activity Data Representation and Visualisation

To develop a robust model for human activity modelling and recognition, the

need for flexible and efficient techniques to visualise and represent large scale

binary string data representing human activities is highlighted and investigated.

As the data sets were collected using ambient sensory device-based from real

home environment representing ADL for a single user, the challenge was to find

a proper approach to convert such binary sensor readings into occupancy data in

a time-series format. A form of Finite State Machine (FSM) is used to represent

and visualise the collected sensor readings as occupancy data to identify the user’s
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activities. Five different numerical features were extracted for each activity. A

fuzzy feature representation approach is employed to the extracted numerical

features for representing them as fuzzy sets. The obtained fuzzy sets are used as

inputs to the enhanced FFSM for human activity modelling and recognition.

7.2.2 Enhanced Fuzzy Finite State Machine

The work presented in the thesis has proposed a novel method for recognising

and modelling human activities using data gathered from ambient sensory

device-based, representing the ADL for a single user within a smart home

environment. A practical application of utilising FFSM to model and recognise

human activities using NN, LSTM and CNN with human expert knowledge.

The principal elements of the FFSM were explained in details as well as the

developed NN, LSTM and CNN learning techniques for generating the fuzzy

rules and MFs associated with the linguistic labels in the inputs and outputs of

the FFSM. The expert knowledge can still be used to define the system’s states

and the general structure of the state transitions. Experimental results are

presented to demonstrate the effectiveness of the proposed methods. The

advantage of the proposed system in integrating the experts’ knowledge with

the information derived from the automatic learning process. The results

obtained from the proposed models show that human activities could be

modelled/learnt with a high degree of accuracy based on the data gathered from

ambient sensory device-based.

The results obtained from the conducted experiments in this chapter, three

different aspects related to the proposed models: i.e. accuracy, interpretability

and the importance of using expert knowledge are discussed as follows:

1. Accuracy : The results illustrated in Table 5.1 show that the LSTM-FFSM

model achieves more accurate results for modelling and recognising human

activities with a shorter period data (e.g., Dataset A), whereas,

CNN-FFSM model is more effective for modelling and recognising human

activities within a longer period data (e.g., Dataset B). Moreover, The

results presented in Table 5.1 show the overall activity recognition

performance when it is compared with some of the existing approaches
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includes FFSM, LSTM, and NNs in terms of overall accuracy

performance. According to the achieved results, generally, the three

enhanced versions of FFSM model are considerably better for modelling

and recognising ADL based on data gathered from ambient sensory

device-based systems. Also, it can be seen how they are able to follow the

proper sequence of states with the correct state activation degree.

2. Interpretability Discussion: From interpretability point of view, the most

commonly used approaches in human activities recognition research works

are Neural Network, Convolutional Neural Network and Hidden Markov

Module on it is own. These models are considered as black-box

approaches because of the complexity of understanding their underlying

concepts. This complexity increases when a large number of input and

output variables are used. Nevertheless, the proposed enhanced FFSM

models are described linguistically using a different number of linguistic

states (e.g., 8 and 10 states representing 8 or 10 various activities), as well

as fuzzy rules associated with the linguistic inputs.

3. The Importance of Using Human Expert Knowledge: In order to achieve a

robust model for representing human activities, the advantages of using

expert knowledge with the learning capabilities in different deep learning

techniques such as NNs, LSTM and CNN can be integrated with the

FFSM model. Designing an FFSM only based on the linguistic

information assigned by human experts is not enough for successful

human activities modelling and recognition model. On the other hand,

only information derived from the gathered sensor data is not usually

enough to achieve a high-performance model. The expert knowledge is

used to define the fuzzy rules, as well as to distinguish the system’s

current state(s). This allows obtaining a linguistic description of the ADL,

i.e., the final set of fuzzy rules that control the transition between states.

Considering the results obtained from the conducted experiments, it can be

concluded that the LSTM-FFSM and CNN-FFSM models exhibit a high score

for accuracy, recall, and precision when its performance is tested for each activity

130



7. Conclusion and Future Work

separately. Also, the overall activity recognition performance, when it is over the

whole system, demonstrates the effectiveness of the proposed approaches. The

CNN-FFSM model shows a more robust and reliable performance once applied

to a larger dataset (e.g., Dataset B) representing ten activities over 240 days. In

particular, when this dataset contains some activities that could be happening at

the same place (such as Washing Dishes and Meal Preparation in the kitchen). In

real-life scenarios, it is hard to know which activity is the current activity based

on the data collected from the PIR sensory devices. Thus using a fuzzy feature

representation approach with CNN-FFSM will be used to deal with such cases as

it can detect the changes in the fuzzy feature patterns. The essential feature of

the proposed approach is that it integrates the available expert’s knowledge with

the learned information from the deep learning techniques. The LSTM-FFSM

has shown better performance for a simple scenario once it is applied to a short

period dataset (e.g., Dataset A). The CNN-FFSM achieved more accurate results

to detect the ADL activities for a longer period dataset (e.g., Dataset B). Besides,

it can be seen how the proposed models can follow the proper sequence of states

with the correct state activation degree.

7.2.3 Employing Deep Learning Techniques with Fuzzy

Feature Representation

In the framework proposed in this thesis, a fuzzy feature representation method

is applied for the representation of human activities information obtained from

an AmI environment. This approach is used as a means to improve the limited

feature set of activities. The features obtained after the fuzzy representation

process are used as input to a Bi-LSTM and CNN models which are trained

for human activity modelling and recognition. The fuzzy feature representation

approach is used mainly to fuzzify the data representing human activities. The

membership degrees obtained for each activity in the data are used as features

in the proposed model, and they are fed into Bi-LSTM and CNN model which

learns the sequential relationship over a long-term period of activities data.
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7.2.4 Employing Deep Leaning Technique for Feature

Extraction from a Greyscale Images

The work presented in this thesis related a new method for visualising binary

string data as a greyscale image. The dataset was gathered from a real-home

environment using ambient sensory device-based representing ADL activity for

a single user. The generated greyscale images are used to extract a unique

feature vector using DCNN technique. The extracted feature vector is then used

as inputs to two different classifiers for modelling and recognising human

activity. Considering the results obtained result from the conducted

experiments, it shows that the use of the extracted feature vector with the

AdaBoost model exhibits a high score for accuracy, recall and precision when its

performance is tested for each activity separately. Also, the overall performance

of activity classification and recognition, when calculated over the whole

system, demonstrates the effectiveness of this approach. The essential feature of

the AdaBoost approach is that it improves the accuracy of the classification

decision by integrating several weak classifiers in one single strong learner that

has achieved the best accuracy performance.

The AdaBoost model is considerably better for ADL classification and

recognition based on data gathered from low-level ambient sensors and is

represented as a greyscale image. In addition, it can be seen that the AdaBoost

model is able to recognise human activity in a proper sequence with the correct

classification performance.

7.3 Directions for Future Works and

Recommendations

Some suggestions for future work and improving our approach are presented

below:

• A further investigation is required to implement the enhanced FFSM

approaches presented in this thesis for modelling and recognising multiple

occupancy activities in the same environment, i.e. more than one
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occupant at home. The presented FFSM approaches were not tested in

the presence of visitors or even when the user has a pet companionship

which is true for some cases. In the real-life, this task is considered as a

complex scenario, as it is not enough to model and recognise only the

user, but it must also monitor whether if the user alone or has visitors/pet

at the same place in a specific time.

• The data sets used in this thesis were collected using ambient sensory

device-based, which a combination of low-level sensors to measure user’s

activities (e.g., PIR sensors, door entry sensors and mat pressure sensors)

and continuous sensors to monitor the environment conditions (e.g.,

ambient temperature sensors, humidity sensors and ambient light density

sensors). The conducted experiments have only examined the binary

string collected from the low-sensors measuring human activities. A future

study is recommended to investigate the impact of using the non-binary

string data gathered from the continuous sensors (e.g. temperature and

light density) that may be found in a smart home environment. This can

provide larger data samples for the experiments would be very interesting.

• The feature extraction and representation approach presented in this

thesis focused on using a form of FSM to convert the binary string data

gathered from ambient sensory devices into a time-series occupancy signal.

5 numerical features were extracted for each activity from the occupancy

signal and represented as fuzzy sets. Future work should consider more

features that have not been considered in this research. Another

suggestion has been presented in the last chapter of this thesis to visualise

the binary string data as a 2D greyscale image. Then a numerical features

vector was extracted from the generated grey image using pre-trained

CNN. This approach would be more interesting when it applied with a

data set gathered using a higher number of sensory devices to provide

more information in each image. This could also be used to provide

information such as the temperature and light density for the

environment.
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• The proposed approaches presented in this thesis are based on offline data

collection mode. Therefore, future work could be undertaken to extend the

proposed approach for a real-time based system by enabling the suggested

models to act as ”AI-as-a-service”.
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