
Lessons from a challenging system: accurate

adsorption free energies at the amino acid /

ZnO interface

Monika Michaelis,†,‡ Massimo Delle Piane,∗,†,¶ Dirk Rothenstein,§ Carole C.

Perry,‡ and Lucio Colombi Ciacchi†

†Hybrid Materials Interfaces Group, University of Bremen, Faculty of Production

Engineering, Bremen Center for Computational Materials Science, Center for

Environmental Research and Sustainable Technology (UFT), and MAPEX Center for

Materials and Processes, Am Fallturm 1, 28359 Bremen, Germany

‡Biomolecular and Materials Interface Research Group, Interdisciplinary Biomedical

Research Centre, School of Science and Technology, Nottingham Trent University, Clifton

Lane, Nottingham NG11 8NS, United Kingdom

¶Department of Applied Science and Technology, Politecnico di Torino, 10129 Torino, Italy

§Institute for Materials Science, Department of Bioinspired Materials, University of

Stuttgart, Heisenbergstrasse 3, 70569 Stuttgart, Germany

E-mail: massimo.dellepiane@hmi.uni-bremen.de

1

massimo.dellepiane@hmi.uni-bremen.de


Abstract

We undertake steps to overcome four challenges that have hindered the understand-

ing of ZnO/biomolecule interfaces at the atomic scale; parametrization of a classical

force field, ZnO surface termination and amino acid protonation state in methanol, and

convergence of enhanced- sampling molecular dynamics simulations. We predict adsorp-

tion free energies for histidine, serine, cysteine and tryptophan in remarkable agreement

with experimental measurements obtained via a novel indicator-displacement assay.

Adsorption is driven by direct surface/amino-acid interactions mediated by terminal

hydroxyl groups and stabilized by strongly-structured methanol solvation shells.

1 Introduction

Interactions between biomolecules and inorganic materials are attracting growing attention

in fields ranging from pharmaceutics to the development of novel materials.1–3 Both naturally

occurring and de novo synthesized biomolecules are known to recognize and bind to a wide

range of metal, functional oxide, mineral, and polymer surfaces.4 Individual amino acids

and peptides are able to interact with materials with relatively high affinity and specificity,

resulting in the generation of a strongly bound interface between the constituents.5–8

Over the past few decades, many experimental approaches have been developed to quan-

tify biomolecule adsorption on materials’ surfaces. These include adsorption isotherms,

isothermal titration calorimetry (ITC), quartz crystal microbalance (QCM), surface plasmon

resonance spectroscopy (SPR), single molecule force spectroscopy (SMFS), and fluorescence-

based binding assays.4 However, the free energy values estimated via these techniques provide

no information on the molecular mechanisms giving rise to selective binding. This prevents

a predictive transferability of the binding principles to other biomolecule-material systems.

Not only have we yet to achieve a valid and predictive description of how larger biomolecules

interact with inorganic materials; even a fundamental understanding of individual amino

acid/surface interactions remains poor. This is mainly because very few direct experi-
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mental approaches are able to determine the atomistic details of such interfaces. In this

context, atomistic simulations can be of great help, being able to provide both a quanti-

tative and mechanistic description of adsorption at a molecular resolution. In the case of

biomolecule/surface interactions in liquid solvents, the system size and complexity often re-

quire a molecular-mechanics description to keep the computational effort within reasonable

limits, adding a layer of approximation that needs to be properly appraised.9

We identify here four different challenges that we believe impact on the predictive power

of such simulations: 1. the availability of an accurate force field, 2. the action of the solvent,

particularly on the physical and chemical features of the surface, 3. the chemical states of

the biomolecules, particularly their protonation/deprotonation in non-aqueous environments

and 4. the method used to adequately sample the phase-space and compute adsorption free

energies. In this work, we undertake steps to assess these challenges for the case of selected

amino acids in interaction with the Zn (101̄0) surface of zinc oxide.

ZnO wurtzite crystals are dominated by four low Miller index surfaces. In particular,

the two non-polar surfaces (including (101̄0)) provide around 80% of the surface present in

nano-structures under wet conditions at room temperature.10 ZnO nanostructures are im-

portant materials in the area of bio-nano-combinatorics, due to their peculiar properties11

and high abundance.12 The morphology-dependent properties of ZnO can be altered using

biomolecules. Amino acids have been used directly both as structure-directing agents during

biomineralization of ZnO and for band-gap engineering,13,14 leading to enhanced photocat-

alytic activity.15 Different synthesis routes have been applied during such biomineralization

studies,16 employing for instance methanol as a solvent.3

We show in this study how adsorption free energies and binding configurations can be

computed in accurate agreement with experimental measurements when all four challenges

listed above are addressed. Firstly, accuracy depends on the quantitatively correct parame-

terization of the classical potentials (force fields) used to describe interactions at the hybrid

bio-inorganic interface. While accurate and extensively validated force fields for biomolecules
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have been available for some time,17,18 force fields for oxide surfaces are still in their infancy.19

In particular, very few are available to reliably describe hybrid bio-inorganic systems,19,20

with some contributions coming from our own work.21–24 Such force fields should be de-

signed to straightforwardly work together with the most commonly employed biomolecular

force fields, without any ad-hoc modification, to guarantee compatibility, simplicity and

transferability to other material/biomolecule systems.

For biomolecule/ZnO systems, many subtle effects dictate the features of the interface. A

delicate balance of competitive interactions among surface, biomolecules, and solvent needs

to be properly considered in the simulation setup. In particular, the solvent plays a major

role in controlling biomolecular adsorption.25,26 Surface reconstruction caused by the solvent

is known to strongly affect the strength of the interaction.25 However, a careful consid-

eration of the surface reconstruction by the solvent is often neglected in the simulation of

biomolecule/material interfaces27 and difficult to achieve, often due to the lack of compelling

evidence coming from the experimental side.

For ZnO, for example, while empirical potentials have been devised and employed to

study either its interaction with water28 or amino acids,27 no example exists in which both

elements have been considered at the same time. In this regard, the known usage of different

solvent environments for the synthesis of ZnO bio-composites further complicates the matter,

with scarce information available about the surface termination in non-aqueous solvents, such

as methanol. Additionally, the protonation state of biomolecules in such environments is still

mostly unknown and needs to be evaluated on a case-by-case basis.

Finally, getting accurate binding free energies from molecular simulations necessarily

relies on biasing the system dynamics, via so-called enhanced-sampling techniques, in order

to overcome the sampling issues of standard molecular dynamics.29 Many approaches have

been chosen to study biomolecular adsorption, generally based on different flavors of either

umbrella sampling or metadynamics.30 It is beyond the scope of this article to give an

overview of such methods and their advantages and limitations. However, it is important

4



to highlight here how their successful application is strongly dependent on the nature of the

studied system. Particularly, the affinity of the solvent to the surface significantly affects

their performance,30 leading to the need for specific modifications to overcome this issue.31,32

A proper assessment on the validity of the simulation approach requires trustworthy

experimental data that match as close as possible the conditions reproduced in the model.

For this purpose, we recently developed a novel optically-sectioned planar-format indicator-

displacement assay (O-IDA), which provided the first free energy values for the interaction

of amino acids with specific crystal planes of ZnO in a methanol environment.33 A methanol

solvent was used to avoid the partial dissolution of these substrates in water.34

In this work, we expand these experiments and use the data as a validation basis for our

simulations. We present a joint experimental/computational approach to characterize the

adsorption of selected amino acids (histidine, cysteine, serine, tryptophan) on ZnO (101̄0).

Employing enhanced-sampling simulations based on metadynamics, made possible by the

development of a bio-compatible force field for ZnO, we provide theoretical adsorption free

energies and binding configurations. These are compared with the experimental measure-

ments determined by the O-IDA approach. Additionally, we investigate solvent (water vs.

methanol) and surface termination effects on the interaction, as steps towards the devel-

opment of more realistic interface models. Our broader aim is to provide a collection of

data and computational machinery essential to set-up a rational design platform for ZnO-

based bio-nanocomposites, connecting the material’s properties with the efficiency of its

bio-functionalization.
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2 Materials and Methods

2.1 Optically sectioned planar format indicator displacement assay

(O-IDA)

To determine the binding affinities of the investigated amino acids, a fluorescence-based

indicator displacement assay was applied in accordance with Michaelis et al..33 Briefly, single-

crystalline (101̄0) ZnO substrates (Crystal GmbH, Berlin, Germany) were fixed in a 96 well

plate after 30min cleaning treatment with an UV Ozone Cleaner (ProCleaner Plus, BioForce

nanosciences). First, a 10µM FluoZin-1 Dye (F24181, Thermo Fisher) solution in methanol

was prepared and 200µl incubated with the ZnO single crystals for 2 h on a plate shaker (mini

orbital shaker SSM1, Stuart, 30 rpm) at room temperature (RT). The dye-containing solution

was removed and replaced with 200µl of methanol (control) or with 200µl of solutions (1 nM

to 1 mM) containing the test compound (Trp, Sigma-Aldrich) and incubated (2 h) using the

same conditions as above. The fluorescence of FluoZin-1 was measured with a confocal laser

scanning microscope (Leica TCS SP5, Leica microsystems) using the 496 nm laser line for

excitation and the detection of fluorescence between 498 nm and 601 nm along the z-axis at

RT. We used Leica HCX PL Fluotar objectives (10×), with a numerical aperture of 0.5 NA,

a pinhole size of 84µm, a step size of 1µm, a PMT gain of 1107V, an offset of 2.7%, and a

laser intensity of 67%. A minimum of three intensity curves were averaged for each inhibitor

molecule concentration and normalized to the maximum intensities. These concentration-

dependent intensities were fitted with a modification from the generalized logistic function we

implemented in Origin software (OriginLab) using a Levenberg-Marquardt algorithm with

a tolerance of 10-9 and maximum number of 400 iterations. The resulting fitting curve is

plotted along with the 95% confidence intervals as well as the 95% of prediction intervals.

The fitting procedure delivers the half-maximal inhibitory concentration (IC50) needed to

replace the dye.
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2.2 Quantum Mechanical Simulations

The density functional theory (DFT) calculations for the parametrization of the force field

were performed with the Vienna Ab initio Simulation Package (VASP), version 5.44.35,36

The Perdew, Burke and Ernzerhof (PBE) generalized-gradient-approximation exchange-

correlation functional was used,37 describing the valence-electron/ion-core interactions by

projector augmented-wave (PAW) potentials. The cutoff value was set at 450 eV. Conver-

gence criteria of 10-6 eV and 0.02 eV Å-1 were used for total energies and forces, respectively.

In all surface calculations a 3× 3× 1 k-point sampling was employed. Dispersion interac-

tions were included via the Grimme D3 empirical vdW correction.38 Selected systems were

computed also with the Grimme’s D2 empirical correction,39 including a variant in which the

C6 parameters of Zn have been replaced with the previous noble gas,40 and the Tkatchenko-

Scheffler41 (TS) dispersion correction, for comparison. The slab model of the (101̄0) surface

was generated by carving out of the optimized bulk structure42,43 a (4× 2) super cell with

dimensions of (13.15× 10.60)Å2 in the periodically repeated (x, y) plane. In the z direction,

the cell parameter was set to 24.79Å to keep the slab separated from its periodic images by

15Å. The OH-terminated surface model was extracted from the DFT-based molecular dy-

namics calculations of Meyer et al.,44 which identified an equilibrium between dissociatively

and molecularly adsorbed water molecules, and geometrically optimized.

To check for the protonation state of the amino acids in methanol, metadynamics simula-

tions were performed with DFT simulations with the CP2K code.45 The Quickstep technique

with a mixed plane wave and Gaussian basis set methodology (Gaussian and Plane Wave

method, GPW) was employed to calculate the electronic structure. We used the PBE func-

tional,37 with the Goedecker–Teter–Hutter pseudopotentials and a triple-zeta basis set with

polarization functions (TZVP) augmented with the empirical Grimme’s D3 correction.38

The cutoff of the finest grid level, for the plane wave basis, was set to 400 Ry. A proton

was transferred from the backbone amine group to the backbone carboxyl group of glycine,

solvated in both water and methanol. A single glycine molecule was put in the middle of
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a 12Å cubic box, filled with solvent molecules. Well-tempered metadynamics simulations

were run, after a brief system thermalization, for 50 ps at 300K in the NVT ensemble using

the neutral Sampling through Velocity Rescaling (CSVR) thermostat,46 with a time step of

0.5 fs. The chosen collective variable, describing the proton transfer, was d=dNH-dOH, i.e.

the difference between the distance of the proton from the nitrogen and from one oxygen of

the carboxyl group. Hills were added every 20 steps, with initial height 6·10-3Ha, a width

of 0.2 bohr, and a well-tempered γ of 50.

Additional DFT simulations, both static and dynamic, on selected configurations were

performed with the CP2K code, at the same PBE-D3 level of theory.

2.3 ZnO force field parametrization

Parameters for the ZnO surface and its hydroxyl termination were developed to be compat-

ible with the TIP3P water model and the Charmm36m force field47 employed for the amino

acids. This means that the standard Lorentz-Berthelot combination rules can be employed

to determine the pair-wise Coulomb and Lennard-Jones (LJ) interactions. Energy-distance

curves were recorded with both DFT and force field energy calculations and compared (Fig-

ures S2-S7 in Supporting Information). The reference-test molecules consisted of: water,

methanol, glycine, imidazole (representative as the side chain of histidine) and methanethiol

(representative as the side chain of cysteine). Starting from a fully minimized configuration,

each molecule was displaced vertically along the surface normal, and total energy calcula-

tions were performed at each separation, keeping all atomic positions fixed. The reference

calculations were performed using the DFT approach detailed in the previous section. The

classical energies were computed using the GULP simulation package.48 Both the DFT and

the classical energy values were rigidly shifted to obtain a value of 0.0 eV for a molecule-

surface separation of 6Å. A detailed view of the employed parametrization can be found

in the Supporting Information (Figure S1). Briefly, the point charges of zinc and oxygen

atoms of the ZnO slab model were set to the values of +1.2 e and -1.2 e respectively. The
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choice of the optimal LJ parameters for ZnO was based on the best agreement between

DFT and classical energy landscapes. For the surface termination, charges of Os and Hs

attached to the surface were set to values close to the free TIP3P water molecule (-0.834 e

and +0.417 e, respectively). Following the same reasoning, also their LJ parameters were set

to their TIP3P values. Additional bond and angle terms were defined for the Zn-O-H and

O(Zn)-H groups, while the rest of the ZnO surface was kept fixed during the simulations.

Two parameter sets were considered, one employing combination rules for all atom pairs and

one in which the peculiar N-Zn pair interaction was defined by explicit LJ parameters (and

not computed via the usual combination rules).

2.4 Classical Molecular Dynamics (MD) simulations

Simulations were performed with Gromacs 201949 employing the Charmm36m force field47

for the amino acids, in combination with the above defined ZnO parameters. For the solvents,

we employed the Charmm-modified TIP3P water model and the Charmm generalized force

field (CGenFF)50 parameters for methanol, as implemented in Fischer et al..51

The employed ZnO surface slab was generated starting from a 2× 2 super-cell of the

DFT model, resulting in an area on the xy plane of (26.30× 21.20)Å2. The surface slab

was separated from its periodically repeated image along the z coordinate by about 40Å

resulting in a free volume above the surface which was filled with solvent molecules. Most of

the simulations in methanol were run on a surface sporting a 25% water monolayer dissoci-

ation. Additional simulations were run on a bare ZnO surface and a surface with 50% water

monolayer dissociation. For the reference structure in water, based on the DFT molecular

dynamics calculations of Meyer et al.,44 only a 50% water monolayer monolayer dissociation

was considered. For every dissociated water molecule, an OH group was put on top of a

surface Zn atom and the remaining proton was put on a neighboring surface O atom. Con-

sidering the OH groups, the 25 and 50% cases correspond to a surface density of 1.44 and

2.87OH/nm2, respectively.
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Solvent molecules were put in the simulation boxes to fill the volume. Different amounts

were probed, after 10 ns NVT equilibrations, to check whether the TIP3P and methanol

standard bulk densities were reached in the middle of the cell. This resulted in 693 water

molecules and 335, 325 and 315 methanol molecules for the 0%, 25% and 50% dissociation

cases, respectively.

Bonds involving hydrogen atoms were constrained by means of the LINCS algorithm.52

The Particle Mesh Ewald (PME) method was used for the calculation of the electrostatic

interactions, using a cut-off distance of 1.0 nm for the real-space part of the Ewald sums

and the van der Waals interactions. All surface atoms except the dissociated waters were

kept fixed in their equilibrium positions. Prior to the production runs, the systems were

equilibrated in a series of energy minimizations and NVT runs for about 1 ns, according to

standard protocols. Constant-temperature simulations were performed in an NVT ensemble

with a modified Berendsen thermostat with a coupling constant of 0.1 ps.46 A Verlet integra-

tion time step of 2 fs was used. Visualization and analysis of the trajectories were performed

with VMD.53

2.5 Free energy calculations

The free-energy landscapes were computed by adding an adaptive bias potential during

the course of the MD runs according to the metadynamics scheme in the well-tempered

ensemble (wt-MetaD),54 as implemented in the PLUMED 2.5 package.55,56 As a collective

variable (CV) we chose the height h of the center of mass of the amino acid molecule with

respect to the surface. Gaussian hills with an initial height of 0.24 kcalmol-1 and a full width

at half maximum of 0.3Å were added every 0.6 ps. The bias factor was set to 20 and the

grid spacing to 0.1Å. A potential wall was set 15Å above the surface to limit the interaction

to only one face of the ZnO slab.

To enhance the sampling of the simulations, metadynamics was coupled with Replica

Exchange with Solute Tempering (REST).57–59 A selected part of the system was defined as
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the ‘solute’ in the REST simulations, whose temperature was scaled in the different system

replicas (‘hot’ system region). In our final implementation (cf. Results and Discussion) the

solute comprised both the amino acid and the ZnO surface, in order to disrupt the surface-

solvent interactions. The rest of the system remained at the base temperature T0=300K

(‘cold’ system region). We used 8 replicas at temperatures Ti corresponding to 300, 322.711,

347.142, 373.421, 401.691, 432.1, 464.812, and 500K, respectively. Exchanges between the

replicas were attempted every 400 fs, following a Metropolis-Hastings acceptance criterion.

The geometric progression of the temperatures Ti ensured a nearly uniform overlap of the

potential energy distributions and thus a uniform acceptance probability across the replica

ladder, with average values > 30% in the simulated systems. The round-trip time, which is

defined as the time needed by one replica to move along the complete temperature ladder

from 300 to 500K and back, amounted to around 1.2 ns, with minimal variations among the

simulated systems.

3 Results and Discussion

We recently introduced a platform for screening abiotic/biotic interactions based on an

optically sectioned indicator displacement assay (O-IDA).33 In this platform, a fluorescence

dye (indicator) with a specific affinity for the coordinated zinc atoms on the single-crystalline

ZnO surface is displaced by the amino acids depending on their concentration and own

binding affinity. This leads to a dose-response curve, from which the half-maximal inhibitory

concentration IC50 can be estimated. The latter is related to the inhibitory binding constant

Ki, which allows for the calculation of binding free energies. In our previous studies we

selected the amino acids histidine (His) and cysteine (Cys), because on their presence in zinc

finger proteins,60 and serine (Ser) as a known binding partner within ZnO-binding peptides.61

In addition to these three amino acids, for this study we included also tryptophan (Trp),

in order to investigate the adsorption of an amino acid with a bulky aromatic functional
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Figure 1: Binding affinities of four amino acids on the (101̄0) ZnO surface in methanol determined
by O-IDA.

group. Fig. 1 reports the dose response curves for the four amino acids and their binding

free energies to the (101̄0) ZnO surface in a methanol environment. While we can obtain

reliable information regarding the binding affinities from this assay, we need computational

approaches to discover the atomistic details of the underlying interactions.

Following the path laid down in the Introduction, we computationally reproduced these

experimental binding energies by facing and overcoming the four challenges there listed and

the results are presented here accordingly.

3.1 A classical potential for ZnO/solvent/biomolecules interfaces

We propose here a simple parametrization for the interactions between the reconstructed ZnO

(101̄0) and solvated biomolecules. For the purpose of this work, the atoms within the ZnO

crystals were constrained to their equilibrium positions, which is a common approximation

when considering surface adsorption of soft matter or small organic molecules. Therefore,

only non-bonded interactions between the Zn and O atoms and the solution environment

(including the biomolecules) needed to be parametrized. In the process we were guided by

the following requirements: 1) simplicity, i.e. as few as possible atom types and parameters,

to increase transferability; 2) compatibility with the most common biomolecular force fields,
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i.e. the standard Lorentz-Berthelot combination rules can be employed to determine the

pair-wise interactions; 3) consideration of a properly terminated surface, to mimic realistic

conditions; 4) validity in both aqueous and organic (methanol) solutions. As far as we know,

only one parameter set for ZnO has been proposed in the literature27,62 fulfilling the first two

requirements. However, it lacked a realistic representation of the surface/solvent interface

and validation against experimental observables.

The parametrization procedure we followed is quite standard and is described in the

Materials and Methods. As a reference surface, we opted to employ the ZnO (101̄0) surface

terminated by water, sporting the previously described (2 × 1) superstructure, caused by

the dissociation of every second water molecule in the first solvent monolayer.

We described the interactions of the surface with adsorbates by a Lennard-Jones and

Coulomb non-bonded potential. We identified 4 atom types on the surface: surface Zn,

surface O, and the O and H of the hydroxyl functionalities. Bader charges for the first two

types, computed at the DFT level, resulted in a value of about ± 1.6 e. However, these

charges are not guaranteed to reproduce well the electrostatic interactions between the oxide

layer and the adsorbed species. Indeed, most common force fields for water or biomolecules

use point charges best fit to reproduce the electrostatic potential felt by interacting species

(ESP charges). We thus computed ESP charges for the Zn and O atoms of the first material

layer, which were ± 1.2 e. Regarding the hydroxyls, we opted to employ the TIP3P point

charges, given the origin of these functionalities from dissociated water.

This left the four LJ parameters for the surface atoms to be determined. We determined

these parameters from a fit of the energy landscape of a test set of molecules desorbing from

the surface. Also in this case, the best agreement was obtained when setting the hydroxyls’

LJ parameters to the Charmm modified TIP3P values.

Figure S2-7 in Supporting Information reports all the tested energy curves, while Fig. 2

report four exemplary cases. For all systems, we computed the DFT curves with and with-

out the inclusion of dispersion interactions, as described by Grimme’s D3 correction with
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Becke-Jonson dumping.38 In all cases the inclusion of dispersion causes severe shifts in the

depth of the attractive potential wells, while mostly retaining the equilibrium distance po-

sition. The effect is particularly relevant for the Zn-N interaction in imidazole where the

binding energy shifts by about 10 kcalmol-1. The chemical bonding in ZnO is predominantly

covalent but with a significant contribution from ionic bonding. To make sure we did not

overestimate the vdW attraction, due to the D3 parameterization of Zn, for selected cases,

we also computed the energy curves with the Grimme’s D2 empirical correction,39 including

a variant in which the C6 parameters of Zn have been replaced with the previous noble

gas,40 and the Tkatchenko-Scheffler dispersion correction.41 All dispersion-including curves

basically overlay with each other, with the expected differences resulting from the known

drawbacks and strengths of each method.40 Based on these results we then decided to fit our

LJ parameters to the D3 curves.

As can be seen in Fig. 2, in all cases a very good agreement between the final parameter

set and the DFT curves was obtained. Some minor deviations were observed for the repul-

sive curves but overall the force field reproduced the repulsion quite well. Slightly better

agreement was observed for the interactions with the Zn atoms than with the O atoms of the

surface, but deviations were always within a few kcalmol-1. Importantly, the relative simple

definition of the parameter set is able to reproduce the shape of the curves in all diverse

situations. Following the requirements we set for our parameterization, the force field is able

to reproduce interaction curves for both water and methanol, allowing us to simulate the

system in both solvent environment.

One notable exception in the agreement is the Zn-N interaction in the imidazole case

(Fig. 2b). The interaction between histidine (i.e. imidazole) and zinc ions is known from

analogous biological systems (zinc-finger proteins)60,63 to be highly specific and has been

studied with DFT simulations.64,65 The curve obtained with the simplest definition of the

force field, in which the pair interaction is defined only by the general individual charges and

LJ parameters via combination rules, is in between the pure DFT curve and curves based
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Figure 2: Distance-energy curves for a) methanol (Zn-OH interaction), b) water (O-O repulsion),
c) methanethiol (Zn-S interaction), d) imidazole (Zn-N interaction). Both DFT and classical (FF)
curves are provided. In the case of DFT, a comparison between calculations without (PBE/PAW)
and with dispersion corrections is provided. Considered corrections, for selected cases, are Grimme’s
D2 empirical correction (PBE-D2/PAW), including a variant in which the C6 parameters of Zn
have been replaced with the previous noble gas (PBE-D2(Ar)/PAW), Grimme’s D3 empirical vdW
correction (PBE-D3(BJ)/PAW) and Tkatchenko-Scheffler (PBE-TS/PAW) dispersion correction.
In d) also the force field variant with explicit Zn-N pair parameters is reported (FF-pair). Curves
are accompanied by ball and stick representations of the investigated molecules (Color code: O,
red; C, cyan; N, blue; S, yellow; H, white). Additional distance-energy curves are in Supporting
Information (Figures S2-7).
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on dispersion corrections. Since this interaction is crucial to the adsorption of histidine on

the surface, we devised an alternative version of the force field (FF-pair in Fig. 2b) in which

specific pair LJ parameters are included to describe the N-Zn interaction, resulting in an

overlay with the D3 curves.

3.2 Effect of the solvent on the physical and chemical surface fea-

tures

Understanding surface properties and surface termination is essential for the atomistic un-

derstanding of the binding behavior as well as comparison between experimental approaches

and simulations. The specific recognition of materials by small biomolecules is often medi-

ated by the sensing of the local changes in the solvent density at the solid/liquid interface

at the molecular level.25,66

While the surface termination of the the ZnO (101̄0) surface in aqueous conditions has

been extensively studied,42,44,62,67 the surface termination in MeOH under experimentally

relevant conditions is unknown. Both experiments and simulation studies in aqueous con-

ditions revealed that a dynamic equilibrium exists between the half and the full dissociated

monolayer of water molecules. Switching between these two states occurs via a dynamical

process of proton association and dissociation.67

Only a few studies have investigated the interface between specific ZnO surfaces68,69

and methanol and mostly assumed a contact between a pristine ZnO surface and methanol.

However, the single-crystalline substrates used in our work were synthesized in an aqueous

environment, stored under ambient conditions and cleaned with an UV-Ozone treatment

before being placed in contact with methanol. Comparing the most stable predicted (101̄0)

surface terminations in water and methanol at low coverage,44,68 the same superstructures

are obtained for an adsorbed monolayer, with different surface groups depending on the

environment. However, a stronger binding energy per molecule is found for H2O. Under

the assumption that the accessible binding sites are occupied with molecularly adsorbed
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and dissociated water molecules forming a half-dissociated (2 × 1) structure, it is uncertain

whether replacement of the water solvent with methanol would lead to a full exchange of the

surface groups.

To address the question of the surface protonation four different terminations have been

considered for the methanol environment: a bare surface; two surfaces hydroxylated by a

25% or 50% dissociation of an adsorbed water monolayer, respectively, upon removal of

the molecularly adsorbed water molecules; a surface reconstructed by a 50% dissociation

of an adsorbed methanol monolayer, resulting in a distribution of buried OHs and exposed

methoxy functionalities, according to the superstructures described from Kiss et al.68 (Figure

S8 in Supporting Information).

To assess the role of different solvents in the investigated system, we filled the simulation

box over each of the surface models with either water or methanol. Fig. 3 reports the mass

density profiles for the two solvents at the ZnO interface. For methanol, the surface after a

25% water monolayer dissociation is chosen for this figure. A clear structuring induced by the

surface was observed, with peaks and minima corresponding to the various solvation layers.

As is common for solvent/oxide interfaces, the water density in the interface regions displays

evident oscillations that level out and reach the expected bulk density values. Interestingly, a

much stronger solvent structuring can be observed in the case of methanol, with bulk density

achieved only at over 15Å from the surface together with a large depletion zone at about

5Å from the surface. This solvent structuring is expected to strongly impact the adsorption

behavior of the amino acids.

A first validation of the developed potential parameters is performed by comparing the

value of the heat of immersion of our investigated ZnO surfaces predicted by our potential

with available experimental data. The heat of immersion (Eim) is defined as the enthalpy

gain per unit surface area (A) resulting from placing a dry surface in contact with water or

methanol, respectively. It can be computed classically from the potential energy difference

between a slab surface model in contact with bulk solvent (Einterface), the same slab model
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Figure 3: ZnO/solvent interaction. Middle: mass density profiles for water and methanol at the
ZnO interface. Due to periodic boundary conditions the profiles are symmetric, with interactions on
both faces of the slab. Left and right: visualization of the equilibrated ZnO/water and ZnO/methanol
models, respectively. Color code: Zn, grey; O, red; C, cyan; H, white.

in vacuum (Esurface) and a bulk solvent cell with the same number of solvent molecules as

included in the interface model (Esolvent), all obtained as averages along MD simulations at

constant temperature (300 K) and pressure:

Eim =
Esurface + Esolvent − Einterface

2A
(1)

The value for the heat of immersion in an aqueous environment calculated from Eq. 1

for our surface model is 0.60 Jm-2, which is in the lower range of the reported experimental

values from 0.4 to 1.4 Jm-2.70,71

For our four different surface models considered in methanol, we find 0.46 Jm-2 for the

50% dissociated methanol monolayer, 0.57 Jm-2 for the 50% dissociated water monolayer,

0.65 Jm-2 for the 25% dissociated water monolayer and 0.71 Jm-2 for the bare surface. The
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experimental value for Eim for ZnO in methanol is reported as 0.80±0.17 Jm-2.71 Our cal-

culated values for the 25% dissociated water monolayer and the bare surface are within this

range. Particularly, the result obtained for the 50% dissociated methanol monolayer sug-

gests that this termination is not compatible with the corresponding experimental values,

consolidating the hypothesis that an amount of OH group terminate the ZnO(101̄0) surface

under common experimental conditions. Our hypothesis is that a complete water/methanol

termination replacement is not likely, and that an amount of OH groups remain bound to the

surface. To support this, we have performed a short ab initio MD simulation of a methanol

monolayer interacting with the ZnO(101̄0) surface presenting a 25% coverage of dissociated

water. While some proton-exchange dynamics was observed between the adsorbed methanol

molecules, the ZnO atoms and the hydroxyl groups, we neither observed any spontaneous

methanol dissociation, nor any OH recombination and desorption of molecular water during

2 ps of simulation time. While these results indicate a smaller coverage of hydroxyl groups

in comparison with the aqueous environment, the results are not conclusive and further tests

will be carried out in section 4, where the free energy of adsorption is investigated for one

amino acid (His) on the four surface models in the methanol environment. However, the

protonation state of amino acids in methanol need to be investigated first.

3.3 Protonation state of amino acids in non-aqueous solvents

It is known that the canonical form of glycine is stable in the gas phase, while the zwitterionic

form is stable in the solid phase or in aqueous solution. This dependency on the surround-

ing environment is due to a stabilization of the zwitterion through H-bond formation. The

canonical-to-zwitterionic transition has been extensively studied by DFT, obtaining results

in agreement with experimental findings.72,73 On the other hand, information on the proto-

nation state of amino acids in non aqueous solvents is scarce, with no data available, to the

best of our knowledge, for pure methanol solutions as employed in our O-IDA measurements.

However, this information is crucial for classical simulations, where the protonation state of
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the biomolecule has to be set a priori, and is expected to have a significant impact on the

adsorption behavior.

To identify the preferential protonation form for amino acids in methanol, the inter-

conversion between the zwitterionic and canonical form of glycine was followed using DFT

well-tempered metadynamics and compared with an aqueous environment. The intention

was not to aim for exact values of the free energy difference, but to get a qualitative overview

of the relative stabilities in the two solvents. Interestingly, during equilibration, starting

from canonical glycine in water and methanol, in both cases the amino acid spontaneously

transformed into the zwitterionic form very quickly, remaining in this configuration until the

end of the equilibration (Figure S9 in Supporting Information). After a short equilibration, a

single collective variable was chosen to explore the free energy surface, namely the transition

of a hydrogen from the terminal amino group to the terminal carboxyl group (cf. Materials

and Methods for the details). The two free energy profiles obtained for water and methanol

are displayed in Fig. 4.

As expected, the zwitterionic form is significantly more stable than the canonical one in

water. Interestingly, the same is valid also for methanol, although the free energy difference

between the two forms is lower than the aqueous case. This can be explained with the polarity

index of methanol, which is reduced by almost half in comparison with water. However, the

free energy difference between the two states is still so large that we expect zwitterionic

glycine to be the dominant species in pure methanol solution.

These results also suggest that the other amino acids should be mostly zwitterionic in

methanol. Nonetheless, since our results for glycine cannot straightforwardly be transferred

to the other molecules, we still investigated both the zwitterionic and canonical forms of all

amino acids, and compared their computed binding free energy on ZnO in methanol with

the experimental measurements. For histidine, that can have different protonation states in

the side chain, we focused on its canonical form with the δ-nitrogen protonated (Hid).
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Figure 4: DFT wt-MetaD free-energy profiles computed for the transition of a proton from the
terminal amino group to the terminal carboxyl group of glycine in methanol (solid purple line) and
water (orange dot-dashed line). The zero of the free energies is set at their minimum value. The
zwitterionic and canonical forms of glycine are reported in correspondence of the CV regions in
which they exist.

3.4 Accurate quantification of binding free energies using enhanced

sampling methods

The accurate measurement of the free energy of adsorption of the selected amino acids on

ZnO(101̄0) in methanol were used as the proving ground for our computational approach.

Assuming that we are able to calculate a converged free energy profile G(h) with respect to

the height h of the amino acid’s center of mass with respect to the surface, the free energy

of adsorption ∆Gads can be computed as

∆Gads = −kBT ln

(
ρads
ρdis

)
, (2)

where kB is the Boltzmann constant and T the temperature of the system. ρads and ρdis are

the probabilities of finding the amino acid in an adsorbed or in a dissolved state, respectively,
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which can be computed by Boltzmann integration of G(h):

ρads =
1

h0 − hmin

∫ h0

hmin

e−βG(h)dh , (3)

ρdis =
1

hmax − h0

∫ hmax

h0

e−βG(h)dh . (4)

The boundaries of the integrals define the regions in which the molecule is either in the

adsorbed (hmin < h < h0) or the dissolved state (h0 < h < hmax). The lower limit hmin is

usually the position at which G(hmin) = 0 and the upper limit hmax is the largest set value of

the variable h in the enhanced-sampling simulation employed to compute G(h). The choice

of h0 is arbitrary, but can be set as the lowest h value for which the G(h) profile becomes flat

after reasonable convergence of the MetaD trajectory, indicating that the amino acid does

not experience any surface interaction and behaves as in bulk solution. Small variations of

the set h0 value do not affect ∆Gads at all, as long as the profile presents a clear energy

minimum in the adsorbed state.

Our method of choice to obtain the required free energy profiles for the four considered

amino acids was well tempered metadynamics (wt-MetaD), as detailed in the Materials and

Methods. The feasibility of this method for the evaluation of biomolecule/oxide interactions

has been proven by some of us for the case of peptide adsorption on titania25 and silica.74

The convergence of wt-MetaD alone can be hindered when other important slow degrees of

freedom, apart from the biased collective variable, are neglected. This is particularly true

for biomolecules, such as polypeptides, that possess a remarkable conformational freedom.

For this reason, in previous works, wt-MetaD has been augmented by Replica Exchange

with Solute Tempering (REST).57–59 In the REST method, the bonded and non-bonded

interactions of a selected part of the system (the ‘solute’) are heated up in multiple system

replicas, to enhance the system sampling and the simulation convergence.

While the REST-sampling of intermolecular degrees of freedom could be neglected when
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Figure 5: a) Converged free energy profiles computed for zwitterionic Hid adsorption in methanol on
the ZnO (101̄0) surface, for the cases: 0%, bare surface; 25%, hydroxylated by a 25% dissociation
of an adsorbed water monolayer; 50%, hydroxylated by a 50% dissociation of an adsorbed water
monolayer; reconstructed by a 50% dissociation of an adsorbed methanol monolayer. The zero of
the free energies is set at the minimum value in the solvent bulk phase. b) Hid adsorption free
energy, computed as in Eq. 2, as a function of the dissociation of an adsorbed solvent monolayer.
Grey line: O-IDA binding free energy.

considering the simpler case of amino acid adsorption, attempts to converge G(h) for our

systems in water or methanol with pure wt-MetaD failed (cf. Figure S11 in Supporting

Information). This was due to a deficient sampling of the area in proximity to the surface (cf.

Figure S10 in Supporting Information). Indeed, wt-MetaD has been shown to very poorly

converge in the case of molecules interacting with material surfaces with high solvent affinity,

due to the inherent difficulty of displacing water molecules within the strongly adsorbed

solvent layer.30 This is true also for the ZnO (101̄0) surface, where the distinct solvent

rearrangements induced by the surface (Fig. 3) can create entropic barriers to the adsorption

process. We would like to note that this is not necessarily due to a high free-energy barrier

along the G(h) profile, but to the narrowness of the adsorption pathway that can lead

to successful displacement of the chemisorbed water layer by the amino acids. Solvent

interference in the computational prediction of ligand binding in protein pockets is a known
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issue that has been partly overcome by extensions of the wt-MetaD approach. In particular

by funnel metadynamics32 and Sampling Water Interfaces through a Scaled Hamiltonians

(SWISH) algorithm by Comitani et al.,31 in which the pocket/water interactions are re-scaled

in a replica exchange approach.

In fact, coupling our wt-MetaD simulations to a REST approach, in which the amino

acids were treated as the ‘solute’, already significantly improved the sampling of the CV space

close to the surface (cf. Figure S10 in Supporting Information). However, this approach still

failed in converging the adsorption free energies towards a value close to the experimental

data (cf. Figure S11 in Supporting Information). Only after the ZnO surface atoms were also

considered as ‘solute’ (i.e. after re-scaling the ZnO/solvent interactions, which is similar in

essence to the SWISH approach), were we able to achieve a good convergence of the ∆Gads

values within a reasonable simulation time.

The results obtained for the adsorption of the zwitterionic form of histidine (Hid pro-

tonation state), from bulk methanol to the four ZnO (101̄0) surface terminations described

in Section 2 are presented in Fig. 5. The free energy profiles (Fig. 5a), plotted against the

height of the center of mass of the amino acid with respect to the surface, are well converged

after 1000 ns of simulation (see Fig. 6a for the 25% case), with the final shape and relative

minima position already appearing before 500 ns. On all hydroxilated surfaces, the global

minimum is in close proximity to ZnO, showing that the amino acid favors the adsorbed

state with respect to solution, as predicted by the experiment. For the surface after 50%

methanol monolayer dissociation, the global minimum is farther from the surface, due to

steric hindrance by the methoxy functionalities. No appreciable free energy barrier is ob-

served between the two states. This confirms that the previously observed sampling issues

were indeed not due to a high activation barrier to be crossed in order to approach the

surface, but to the narrow channel connecting the two states, most probably dependent on

the reorganization of the ordered first solvation layer.

Interestingly, the position of the global minimum is the same in all cases, apart the 50%

24



methanol monolayer dissociation one, at about 3.5Å from the surface, suggesting that the

main mode of interaction with ZnO is independent of the amount of surface hydroxylation.

However, the depth of this free energy well together with the shape and relative stability of

other local minima close to the surface, shows a strong variability with respect to surface

hydroxylation. A local minimum closer to the surface, at about 2.5Å, for example, is absent

in the 0% water dissociation case, suggesting that this configuration is not reachable for

highly hydroxylated surfaces.

The computation of ∆Gads via Eq. 2, averaged along the final 300 ns of simulation, con-

firms the strong impact of surface termination on the interaction (Fig. 5b). Unsurprisingly,

the bare surface is able to attract more strongly the amino acid, with an adsorption free

energy of -14.2±0.2 kcalmol-1. In the intermediate hydroxylated case (25%), the strength of

adsorption is slightly decreased (-12.5±0.4 kcalmol-1), while the 50% surface sees a dramatic

reduction in binding free energy, down to -4.9±0.5 kcalmol-1. The adsorption free energy

further decreases in the case of the surface reconstructed by a 50% dissociation of an ad-

sorbed methanol monolayer, due to both the bulkiness and the apolarity of the methoxy

functionalities that decorate the surface in this situation. Remarkably, the experimentally

measured adsorption free energy for histidine in methanol on the ZnO (101̄0) surface (Fig. 1)

almost exactly matches the computed value in the 25% case. This agreement is a first valida-

tion of our entire simulation approach, from the potential parametrization up to the applied

enhanced-sampling algorithm.

Together with the predicted heat of immersion reported beforehand, these results mo-

tivated us to focus our subsequent investigation on the ZnO (101̄0) surface with an OH

coverage of 25% with respect to a dissociated monolayer of water.

Fig. 6 reports the free energy profiles G(h) for the four investigated amino acids, in their

zwitterionic form. The convergence of G(h) is very good in all cases. All four molecules

are predicted to spontaneously adsorb on the ZnO surface from bulk methanol. The shape

of the profiles in proximity to the surface is considerably different among the amino acids,
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Figure 6: Free energy profiles for the zwitterionic forms of Hid (a), Cys (b), Ser (c) and Trp
(d) adsorption in methanol on the ZnO (101̄0) surface. The evolution of the profiles during the
REST-MetaD simulations is reported, according to the color scale on the right. The zero of the free
energies is set at the minimum value in the solvent bulk phase. In b), the dashed line reports the free
energy profile for Cyn. The * and + markings identify the minima, from which the configurations
are extracted in Fig. 8 and Fig. 9
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suggesting different modes of interaction with the surface. His and Trp show multiple ad-

sorption minima, while a broader individual global minimum is computed for Cys and Ser,

probably due to their smaller size. For Cys, Ser, and His, no free energy barrier separated

the adsorbed and dissolved states, while a small one was observed for the Trp case, possibly

a result of its increased apolarity.

Evaluating metadynamics convergence by looking at the shape evolution of the free energy

profiles can be prone to errors. A better approach is to evaluate the temporal evolution of

an observable, such as ∆Gads (Fig. 7a)). Abrupt changes in the computed values can be

observed well up to 400 ns of simulation, with the values still prone to change even later

in the calculation. After 600 ns, most adsorption free energies are oscillating around a final

value, with Ser still showing a slow increase and Trp showing some oscillations. This is due

to the fact that the ergodicity of the sampling is not fully guaranteed, not even under the

strong bias provided by the combination of replica exchange with metadynamics. In fact,

although all investigated systems explore the whole ranges of the phase space well enough,

the sampling of single replicas is not always ideally homogeneous (diffusive).75 This behavior,

however, is much improved with respect to standard wt-MetaD and simple REST-MetaD

(Figures S11 in Supporting Information), where no convergence could be assumed even at

very long simulation times. Because of these residual convergence issues, we report the final

computed values as averages over the last 300 ns, taking the standard deviation as a measure

of the associated uncertainty. Indeed, while oscillations are still present, the corresponding

standard deviation is quite small, even in the less converged cases, resulting in error bars

associated with the free energy estimates that are of the same relative magnitude or even

less, than the experimental ones.

The computed adsorption free energies are reported and compared to the experimental

values in Fig. 7b. As was the case for histidine, a remarkable agreement is also obtained

for the other amino acids. The computed value for Ser, -8.9±1.0 kcalmol-1, has the largest

residual error that however includes the experimental measurement (-9.6±0.1 kcalmol-1).
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Figure 7: a) Variation of the adsorption free energy, computed as in Eq. 2, during the REST-
MetaD simulation time, for the selected amino acids in methanol. For cystine, also the case with
a deprotonated thiol group (Cyn) is reported. The dashed gray rectangle highlights the window in
which the final energies were averaged. b) Adsorption free energy for the selected amino acids in
methanol, in comparison with the experimental O-IDA values.

The adsorption for Trp is predicted slightly stronger (-10.0±0.6 kcalmol-1) than in the ex-

periment (-9.1±0.1 kcalmol-1), but well within the standard target for chemical accuracy in

computations (1 kcalmol-1). The highest deviation between experiment and calculation was

found for the Cys case and was therefore further investigated.

In previous DFTB simulations a surface-mediated chemical reaction was observed for

cysteine interacting with the ZnO(101̄0) surface in an aqueous environment. This reaction

was a proton transfer from the thiol group to a hydroxyl group of the surface hydration

layer,43 which is in good agreement with the binding mode found for Zn2+ ions in zinc finger

proteins.60 Since our classical simulation approach is not able to reproduce any chemical

reactivity during adsorption, we decided to investigate two different cysteine configurations,

namely: Cys, with a thiol group, and Cyn, with a deprotonated thiol group. From our

simulations, as reported in Fig. 6b and 7b, we observe a slight underestimation of the binding
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free energy for the interaction of Cys (-8.5±0.4 kcalmol-1) and a strong overestimation of

the value based on the interaction of Cyn (-14.7±0.4 kcalmol-1) in comparison with the

experimental value (-9.8±0.1 kcalmol-1). This divergence is not surprising, since the actual

process, with a Cys approaching ZnO and possibly transforming into Cyn upon interaction,

is expected to lie in between these two extremes.

As a further comparison, the canonical forms of the amino acids were investigated. The

resulting adsorption free energies, however, range between -4.6 (Cys) and -6.9 (Hid) kcalmol-1

(Figure S12 in Supporting Information), considerably lower than the experimental values

obtained by our O-IDA approach. This disagreement further suggests that the zwitterionic

state may be the favored state for the investigated amino acids adsorbing from bulk methanol

to the (101̄0) ZnO surface.

As an additional step towards shedding light on the effect of surface proximity on the

protonation state of the adsorbed amino acids, we have taken the closest adsorption configu-

ration of Hid on the surface, as obtained classically, removed bulk methanol leaving only the

first solvation layer and performed a full DFT geometry optimization of two situations: one

with zwitterionic histidine and one in which a proton from NH3+ has moved to the surface

(Figure S13 in Supporting Information). The potential energy difference between these states

was computed as 15 kcalmol-1, suggesting that this process is energetically unfavored, with

the zwitterionic state preserved after amino acid adsorption at the ZnO/methanol interface.

Finally, a short ab initio MD simulation on the same adsorption configuration did not show

any hint of a proton transfer from the charged N-terminus.

3.5 Binding modes of amino acids on ZnO (101̄0)

Based on the good agreement between the free energies of experiment and simulation, we can

elucidate the binding configurations of the amino acids to gain a more detailed understanding

of the driving forces of the interactions. Fig. 8 and Fig. 9 depict the most stable adsorption

configurations of the four amino acids, corresponding to the free energy minima identified in
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the profiles of Fig. 6. As mentioned before, both Cys and Ser show only one minimum for

the adsorbed state, while multiple local minima, i.e. multiple adsorption geometries, emerge

for Hid and Trp. In no case are methanol molecules observed to act as bridges between ZnO

and the amino acids, with all adsorption configurations close to the surface having direct

amino acid/ZnO interactions, stabilized by a methanol solvation shell on the opposite side

textcolorred(Figures S14-15 in Supporting Information).

As expected from similar interactions found in zinc finger proteins, in which a Zn2+ ion

is coordinated by two histidine and two cysteine residues,60 the main mode of adsorption

for Hid (Fig. 8a) is an interaction between the deprotonated δ-N and Zn which is dominant

in the global minimum (present in 73% of the frames in the CV range). Interestingly, in

most situations (93%) this interaction is accompanied by an interaction between the charged

N-terminus and the O atoms of the surface, while only in limited cases (26%) is the C-

terminus participating in the interaction with the surface, preferring instead (100%) the

solvent above. Remarkably, the second free energy minimum in order of stability (located

at about 4.5Å in Fig. 6a) sees a strong enrichment in C-terminus/Zn interactions (69%)

with a concurrent drop in δ-N/Zn binding (2%), suggesting that steric constraints make the

simultaneous interaction of both termini and the imidazole ring unlikely (Fig. 8b). Indeed,

this simultaneous interaction is observed in the small free energy minimum closest to the

surface, that is, however 8 kcalmol-1 higher in energy with respect to the global minimum.

This local minimum is more prominent in the case of a bare ZnO surface while it disappears at

the highest degree of hydroxylation (Fig. 5a), due to a strong dependency on the availability

of surface sites. Apart from this local minimum, the protonated ε-N of Hid favors instead

the interaction with the surface hydroxyls and methanol (Fig. 8b).

The adsorbed state of Cys with protonated side chain (Fig. 8c) is characterized by a

hydrogen-bond between the thiol group and the surface hydroxyl groups (66%), together

with termini/ZnO interactions (75% and 61% for the N- and C-terminus, respectively). The

SH group, on the other hand, only rarely interacts with the underlying Zn or O atoms of
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Figure 8: Exemplary snapshots of the most stable adsorption configurations for the zwitterionic
forms of Hid (a-b), Cys (c), Cyn (d) on the ZnO (101̄0) surface in methanol, extracted from the free
energy minima identified in the profiles of Fig. 6. Color code as in Fig. 2 and 3. Circles highlights
the main interactions.

the surface (<2%), in contrast to interactions found in zinc finger proteins.60 The SH/OH

interaction was predicted in previous DF-TB simulations43 carried out in water solvent as the

first binding step before a subsequent proton-transfer reaction. Interestingly, in our classical

simulations in methanol, a deprotonated thiol group (Cyn) shows almost no interaction

(<4%) with either the surface Zn and O atoms or the terminal OH groups (Fig. 8d). Instead,

the S atom remains coordinated by multiple methanol molecules and adsorption is driven

by both termini interacting with the surface (>90%). It is unclear, however, whether such

a flip of the side chain far from the surface would happen after a Cys deprotonation on the

surface.

The Ser case (Fig. 9a-b) is quite different from Cys, despite some similarities between

the thiol and hydroxyl functionalities. In fact, in the free energy minimum Ser adsorbs via
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Figure 9: Exemplary snapshots of the most stable adsorption configurations for the zwitterionic
forms of Ser (a-b) and Trp (c-d) on the ZnO (101̄0) surface in methanol, extracted from the free
energy minima identified in the profiles of Fig. 6. Color code as in Fig. 2 and 3. Circles highlights
the main interactions.

its side chain to both terminal OH groups (85%, Fig. 9a) and the Zn (66%, Fig. 9b) and O

(83%) atoms of the surface, together with a N-terminus/ZnO interaction (94%). As in the

Hid case, the C-terminus prefers (99%) the solvent over Zn (1%). The high propensity of Ser

for hydrogen bonding with the surface is in agreement with previous quantum mechanical

simulations in water, where the adsorption energy was predominately based on the direct or

indirect formation of hydrogen bonds, as well as the rearrangement of the hydrogen-bond

network in surface proximity in the aqueous system.43

Finally, Trp (Fig. 9c-d) is the only case in which the global minimum in free energy sees

no interaction between the amino acid’s side chain and ZnO, while adsorption is driven solely

by both termini interacting with the surface atoms (77% and 97% for the N- and C-terminus,

respectively, as in Fig. 9d). Indeed, the NH group of the Trp pyrrole ring undergoes only
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hydrogen-bonding (92%) with methanol. However, the situation is switched in the case of

the other local adsorption minimum closer to the surface (Fig. 6d), only 2 kcalmol-1 higher

in energy. Here, binding is instead driven by interactions between the NH group of the

pyrrole ring and ZnO (64%), with concurrent N-terminus/ZnO interactions (99%). As in

other cases, the simultaneous three-point binding of side chain and both termini is unlikely,

with the C-terminus only partly (32%) interacting with the surface (Fig. 9c).

4 Conclusions

Simulating adsorption of amino acids on ZnO in a non-aqueous environment proved to be

a surprisingly difficult task, in which several challenges needed to be addressed in order to

achieve agreement with experimental measurements.

First of all, we had to develop and validate a novel parameterization of a Coulomb/LJ

force field to describe the interactions between ZnO and biomolecules. By doing so, we filled

an important gap in the current literature, enabling the study of more complex interfaces of

ZnO-based functional biomaterials. Moreover, the parameter set developed for this work can

also be straightforwardly coupled to intra-molecular ZnO potentials, if necessary, to describe

more complex interface phenomena.

The designed force field is applicable to both aqueous and non-aqueous environments, a

prerequisite particularly essential in the ZnO case, because of the dissolution of this material

in water.34 In methanol, on the other hand, non-polar single-crystalline ZnO surfaces such as

the here-investigated (101̄0) facet are stable, which enabled precise experimental estimations

of adsorption free energies of single amino acids by means of the O-IDA method.33 These

accurate measurements represented a valuable proving ground to assess our computational

approach.

The resulting remarkably good agreement obtained between the experiments and simu-

lations (within the common target for chemical accuracy) was made possible by a careful
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understanding of previously unclear features of the ZnO/methanol/amino-acid systems, in

particular:

(i) The amino acids are expected to be in a zwitterionic state in the bulk methanol

solvent and preserve this state upon adsorption on the surface. This is supported directly

by the DFT prediction of the free-energy profile associated with a proton transfer from the

COOH to the NH2 moiety in glycine (Fig. 4) and indirectly by the severely underestimated

∆Gads values obtained for canonical amino acids (cf. Figure S12 in Supporting Information).

Additionally, deprotonation of the charged N-terminus by the surface was found energetically

unfavored.

(ii) The ZnO (101̄0) surface is expected to retain a substantial degree of hydroxylation

(in the range of 25 % according to our models) when in contact with bulk methanol. The

origin of the OH groups could either stem from previous contact of the material with the

aqueous environment (e.g. during synthesis or handling in an atmosphere), or from the

reaction with water traces in the methanol solution (in which H2O readily dissolves). This

finding is supported by the alignment of ∆Gads obtained for 25% OH coverage as opposed to

either the bare surface or higher OH coverage. The predicted values of the heat of immersion

are less conclusive in supporting this finding, but we note here that the experimental value is

associated with a rather large error bar, within which fall both the heat of immersion values

computed for an OH coverage of 25% and a bare surface. Moreover, the experimental value

is strongly dependent on the kind of pre-treatment (in particular heating at a few hundred

degrees), which may indeed free the surface from any residual adsorbed H2O or OH groups.

Both classical and DFT simulations suggested that spontaneous methanol dissociation should

not take place when the surface is pre-exposed to an aqueous environment and ambient

conditions.

From a methodological point of view, this challenging system revealed the absolute im-

portance of explicitly biasing the surface/solvent interactions in the framework of a mixed

REST-metaD approach, in which also the Zn and O surface atoms are considered part of the
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‘solute’ along with the adsorbing amino acid. Only in this way the adsorbing molecule can

steer frequently enough through the very narrow adsorption channels dictated by the strong

methanol structuring in surface proximity, within a reasonable simulation time (of the order

of one microsecond).

The simulations allowed us to approach the atomistic origin of the experimental adsorp-

tion free energies. The adsorption of the amino acids takes place via direct surface/molecule

interactions and is never bridged by the methanol solvent. The latter provides a solva-

tion shell around the adsorbed molecule that stabilizes the adsorbed state. Remarkably, we

found that the adsorption of histidine on ZnO follows the same pattern found in zinc finger

proteins,60 while we were not able to observe the same configuration for the cysteine case.

We believe that the knowledge gained and the optimised computational machinery can

allow for the set-up of a rational design platform for ZnO-based bio-nanocomposites. More

generally, we foresee that the lessons learned on this challenging case can be extended to

other complex interfaces, where a delicate balance of physical and chemical processes exists

and needs to be addressed in order to model the system. Finally, we show that the availability

of accurate experimental measurements can support the development and improvement of

the modeling approach and we demonstrated that our recently introduced O-IDA method

can fulfill this role, being also easily extendable to more complex biomolecules.
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