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Abstract

The current system for providing care to older adults is not sustainable

due to its excessive cost. It places an unbearable financial burden on

the government and families and pressure on the workforce due to the

demand for human carers. Studies have also shown that older adults

prefer to be looked after in their homes rather than in a care facility.

An automated system of monitoring can provide much-needed support

at a lower cost and give peace of mind to relatives.

The focus of the research reported in this thesis is to investigate the

concept of abnormality detection in activities of daily living. More

precisely, this work is aimed at proposing a dynamic approach for

anomaly detection capable of adapting to changes in human

behaviour. Abnormalities in daily activities can be an early

indication of health decline. Therefore, early detection can inform

the families of the need for intervention. Anomalies are often

detected by modelling the existing activity data representing the

usual behavioural routine of an individual to serve as a baseline

model. Subsequent activities deviating from the baseline are then

classified as outliers or anomalies. However, existing approaches

suffer from a high rate of false prediction due to the static nature

and the inability of the approaches to adapt to the changing human

behaviour.

The contributions of the research are reported in four main

categories. First, a novel ensemble approach termed “Consensus

Novelty Detection Ensemble” is proposed. The outlying activities

are predicted by computing their normality score using the internal

and external consensus vote and the estimated weights of the models



in the ensemble. Activities with a score exceeding a threshold

estimated using a statistical method based on data distribution are

predicted as outliers and vice versa.

Secondly, a similarity measure approach for identifying the likely

sources of the ADL anomalies is proposed. While the models can

detect anomalous activities, they are unable to identify the source

(cause) of the anomaly. Identifying the anomaly source allows for

the development of an adaptive system. The approach is based on a

pairwise distance measurement of the features extracted from the

activity data. Two approaches for performing the similarity

measures are presented, namely, One vs One Similarity Measure

(OOSM) and One vs All Similarity Measure (OASM). Features of

the data with a higher dissimilarity rate are predicted as the source.

To make the proposed model adaptive to the changes in human

behaviour, a novel adaptive approach is proposed based on the

concept of forgetting factors. This allows the model to forget

(discard) outdated activity data and adapt to the current

behavioural patterns by incorporating newly verified data. The data

verification can be performed by incorporating human feedback into

the system. Two forgetting factor approaches are proposed namely;

Forgetting Factor based on Data Ageing (FFDD) and Forgetting

Factor based on Data Dissimilarity (FFDA). The data ageing

forgetting factor discard old behavioural routine based on the age of

the activity data, while in the data dissimilarity approach, this is

achieved by measuring the similarity of the activity data.

Lastly, the means of utilising an assistive robot as a communication

intermediary is explored for incorporating human feedback into the

learning process using hand gestures as a communication modality.

Experimental data used for the gesture recognition model is

collected using a wearable sensor and a 2D camera. The feasibility

of utilising the robotic platform as an exercise coach to encourage

physical activity and promote a healthy lifestyle is explored. To this



end, an exercise training solution is developed for the robotic

platform to coach, motivate and assess the older adults in the

recommended physical activities.
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Chapter 1

Introduction

Pervasive computing has become a fabric of our daily life due to the recent

advancement in Internet of Things (IoT) and miniaturisation of sensing

technologies. This enabled the easy collection and transmission of data for

utilisation in various application areas such as health care, home automation,

behaviour modelling, industrial monitoring process, etc. [1, 5, 80, 174].

Pervasive computing has reached a level where it will be around us without

even noticing its presence [170]. These advancements form the basis for the

realisation of smart homes that can cater for the convenience and security of the

inhabitants, giving rise to research work in ambient intelligence, especially in

Ambient Assisted Living (AAL), which is largely driven by the need to improve

the quality of life and wellbeing of the increasing ageing population

[35, 138, 155]. Smart living environments, also known as smart homes, are now

equipped with devices, and the data generated by these devices are being

utilised for task relating to Human Activity Recognition (HAR) and

abnormality detection [148, 155].

This research reported in this thesis investigates the concept of abnormality

detection in an AAL context, specifically, a user-centric approach due to

behavioural variation among individuals. Abnormality or anomaly in this

context is defined as any significant deviation from the usual or normal

behaviour routine of an individual [17, 23].

To better understand the relative nature of abnormality detection in this

context, a scenario is given as follows: Suppose Beth and Thompson are older

1



1. Introduction

adults of age 77 and 64 respectively, living alone in their separate homes. Beth

has a routine of sleeping for 8− 9 hours and waking up at around 8am. Followed

by activities such as breakfast, bathing, watching TV and shopping where she

usually returns home at noon when she often takes her lunch thereafter. She

visits the restroom on average 4 − 5 times a day with an average duration of

3−10 minutes. She goes to bed at around midnight without any significant sleep

disturbance. Thompson, on the other hand, has a relatively different routine as

he sleeps for a short duration of 6 hours daily and visits the restroom frequently

both during the day and night. He also goes to bed early but visits the restroom

2− 3 times during bedtime. Given the above scenario, if Beth sleeps for 6 hours

a day or visits the restroom frequently, especially during bedtime, her behaviour

can be considered abnormal since it deviates from her usual norm, while the same

routine could be considered normal for Thompson.

This chapter provides an introduction to this thesis, while in Section 1.1, the

background and motivation of the research work are provided. Section 1.2 gives

an overview of the research methodology. The identified research questions are

listed in Section 1.3 while in Section 1.4, the aim and objectives of the research

are outlined. The contributions of this work are highlighted in Section 1.5. Lastly,

the structure of this thesis with a summary of the chapters are given in Section

1.6.

1.1 Background and Motivation

The world ageing population (i.e. people between the age of 65 and above) is

increasing, and it is estimated to be over 1.91 billion constituting around 20%

of the global population by 2050 [32, 138]. However, this is accompanied by

challenges such as the cognitive decline of the older adults, increase in the cost of

care, and impact on the society workforce due to demand for caregivers. In the

UK alone, according to the most recent data published in 2021 by the Office for

National Statistics (ONS), 12.4 million people (i.e. 18.5% of the population) are

between the age of 65 and above. This number is projected to rise to 19.8 million,

amounting to over 26.3% of the total population by 2069 [58]. A study by the

UK National Institute for Health Research (NIHR) in 2018 and data from the
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UK Chief Medical Officer’s annual report of 2020 shows that over 36.1 million of

the older adults have at least one health challenge (morbidity). This amounts to

over 54% of the ageing population. This percentage of older adults with health

challenges is projected to rise to approximately 44.8 million (i.e. 67%) by 2035

with each individual having at least 2− 3 morbidities [57, 94, 124].

The demand for carers, as well as the cost of care, is increasing and local

authorities and governments are unable to meet the financial demands [102, 120].

According to the UK National Health Service (NHS), annual spending by local

authorities in the UK on social care rose by 556 million in 2016 − 2017 thereby,

resulting in a total of 17.5 billion pounds [46]. Research study has also shown

that it is always a preferred option for the older adults to stay in their homes for

as long as possible instead of being looked after in care home facilities [138].

Considering the fragility and susceptibility of the older adults to

health-related challenges, as well the need to save the cost of care and improve

their quality of life, regular monitoring of their Activities of Daily Living (ADL)

becomes necessary. These are essential activities individuals must be able to

perform without any intervention in order to live independently, such as

mobility, maintenance of personal hygiene and continence etc. [32]. Regular

monitoring can guarantee an improved quality of life for the older adults and

peace of mind for the relatives. However, the current model for providing social

care is becoming unbearable due to its financial burden and the demand for

caregivers, which is having a significant impact on the larger economy.

Automation can cost-effectively provide much-needed relief. This can be

achieved by using computational intelligence techniques with data collected

from the living environment to model human behaviour for different purposes

such as activity recognition, fall detection, self-neglect identification and

abnormality detection.

This research work is motivated by the limitations of the current systems for

abnormality detection such as the high rate of false prediction and the inability

of the systems to adapt to human behaviour over time [70]. Additionally, the

need to promote independent living and improve the quality of life of the

increasing ageing population in a cost-effective manner through the early

identification of ADL anomalies has played an important role in the selection of
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this research. These abnormalities are significant deviations from the usual

routine of the individuals which could be an early indication of health decline,

and therefore, may be detrimental to wellbeing [18, 23]. For example, studies

have shown that early indicators of Mild Cognitive Impairment (MCI) such as

Dementia are identifiable through changes in individuals’ behavioural routine

including having a frequently interrupted sleep, having high activity level during

the night and less activity during the day, forgetfulness and confusion in

carrying out daily routines etc. [18, 23, 44, 182].

1.2 Overview of the Research

Numerous research studies have been reported in the past utilising various

computational models to detect anomalies in ADL data [7, 16, 43]. Machine

learning models such as One-Class Support Vector Machine (OC-SVM) [83],

Recurrent Neural Network (RNN) [17], Echo State Network (ESN) [102],

Convolutional Neural Network (CNN) [18] are trained on the collected ADL

data. Once the ADLs are identified, they can be classified into normal and

abnormal activities. The limitation of these approaches is their inability to

adapt to human behaviour, which is subject to changes due to seasonal or

physiological factors. Moreover, the variability of activities among individuals is

not taken into consideration as human behaviour differs from one individual to

another, leading to the lack of a standardised dataset representing normal and

abnormal behaviours. These identified limitations affect the performance of the

existing approaches leading to a high rate of false alarms, thereby making such

systems of monitoring unacceptable [70, 73].

To address the above mentioned underlying shortcomings, this research

proposed an adaptive approach by including human in the loop as shown in the

schematic diagram in Figure 1.1. This approach differs from existing methods

because it is data-driven and environment invariant. The anomaly detection

model is trained on an individual basis, making the system user-centric since

activities differ among individuals. The proposed approach contains different

layers of components, which are described as follows:
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Figure 1.1: Research overview showing the different components of the
methodology and the order of execution.

• The smart living environment layer deals with data collection from the

living environments using ambient sensors such as motion, contact and

pressure sensors. The collected data (often in binary format) representing

the activity of the residents’ is consolidated on a data collection hub for

storage before further processing at the computational models’ layer.

• The computational models’ layer performs the core functionality of

processing and interpretation of the collected data. Different components

of this layer include a human activity recogniser that interprets the binary

data into human-readable activities, with each activity having metadata

such as name, location, start time and end time. The behaviour modelling

component uses computational models to create a baseline model of the

individuals’ behaviour using extracted features of the activity data. To

detect anomalies in subsequent activities, the data representing the said

activity is compared to the baseline model and a significant deviation
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from the baseline are predicted as outliers. The outcome of the anomaly

detector for any given activity is either normal or abnormal. Therefore, a

component is introduced to identify the sources or reasons for the

abnormality by exploring the outlying data entries. The predicted

anomalies and their sources can be communicated for human re-validation.

• The communication intermediary layer interfaces the computation model

layer with the human agent to communicate the detected anomalies.

Different intermediaries can be incorporated, such as smart screen devices,

push buttons and robotic platforms using different communication

modalities ranging from voice, gesture and touch. Feedback from the

human layer is returned to the computational model layer to fine-tune and

reinforces the computational models.

The proposed approach has the potential of addressing the limitation of the

existing methodologies as it is capable of adapting to the changes in human

behavioural routine over time, thereby reducing the rate of false predictions.

Additionally, due to the adaptive nature of the approach, the anomaly detection

system can be effective irrespective of the environment and limited availability of

training data.

1.3 Research Questions

Given the presented research overview, the major questions serving as the basis

for this research work are identified as follows:

• Can human activities be modelled efficiently with an acceptable degree of

accuracy while taking into consideration the variability in the behavioural

routine among individuals?

• Can abnormality in human activities be identified given the data

representing the usual behaviour routine of the individual in a user-centric

manner? Activities predicted as anomalous for one individual could be

considered normal of another individual based on their behavioural

routine requiring the personalisation of the computational model.
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• Since human behaviour is dynamic and subject to changes due to different

factors, can the anomaly detection system be data-driven and adapt to the

changes in the routine of individuals over time?

• Can humans be incorporated into the system decision-making process to

reinforce the model prediction by collecting feedback through a

communication intermediary? The communication mechanism also must

be efficient and non-intrusive.

To address these outlined research questions, the subsequent section presents

the aim and objectives of this thesis research.

1.4 Aim and Objectives

This research aims to investigate a user-centric approach to anomaly detection

in human activities. This involves the recognition of human activities,

behaviour modelling, and detection of changes in the modelled behaviour that

could constitute an abnormality. However, instead of predicting all behavioural

changes as anomalies, a human verification of detected anomalies is carried out

to enable the model to adapt to changing behaviours. The activity taken as a

use case for the anomaly detection relates to the bedtime (sleeping) routine of

the monitored individuals to model relevant features of the activity such as the

duration, pattern and irregularities in the activity. Research studies have shown

that abnormalities in bedtime activity routine have a direct correlation to early

signs of cognitive decline in older adults [18, 23, 44, 182]. The verification of

detected anomalies can be performed using a communication intermediary such

as an assistive robot platform

To achieve the above stated aim, the following objectives are identified:

1. To investigate the different approaches for interpreting human activities

from data generated by low-cost ambient sensors.

2. To conduct an extensive investigation on existing methodologies for

anomaly detection specifically in an AAL context to detect behavioural

changes in human activities that could constitute an abnormality.
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3. To propose a reliable and efficient computational model for detecting

anomalies in human activities from an ambient data stream.

4. To propose a computational approach for in-depth analysis and

understanding of anomalous activities and for identifying the anomaly

sources.

5. To investigate a user-centric approach to anomaly detection with support

for incorporating human feedback into the system for model optimisation.

6. To propose an adaptive learning model for anomaly detection utilising

human feedback to adapt to changes in human behaviour.

7. To investigate and propose an efficient approach for incorporating a robotic

platform as a communication intermediary, as well as other relevant use

cases of the robotic intermediary.

1.5 Major Contributions

The major contributions of this thesis research are summarised as follows:

• A novel ensemble approach for anomaly detection models based on a

consensus score for aggregating heterogeneous models. The output of the

ensemble approach is a normality score such that activities with a lower

score are predicted as outliers and vice versa. Additionally, the weights of

the models are estimated based on their performance using a weight

estimation algorithm, thereby giving an insight into the usability of the

models on the given dataset.

• A novel similarity measure based approach for identifying the sources of

anomalies in human activities. This approach explores the anomalous

data to identify the extracted features that are the likely reasons for the

abnormality.

• A novel adaptive approach for anomaly detection based on forgetting factors

is proposed that is able to adapt to new behavioural routines and discard

outdated routines.
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In addition to the outlined major contributions, an approach for

incorporating a communication intermediary in the anomaly detection system is

explored. This is in line with the identified research question in Section 1.3 for

investigating the possibility of realising an adaptive monitoring system capable

of incorporating human feedback in the learning process. Although a robotic

platform is selected as the communication intermediary with hand gestures as a

communication modality, the most suitable platform can best be ascertained

after a thorough evaluation of user preferences. Additionally, a means of

utilising the robotic platform to promote physical activities that could improve

the overall health of older adults is explored.

1.6 Thesis Outline

The outlined contributions of the thesis are presented in eight distinct but related

chapters. The diagram in Figure 1.2 presents the organisation and dependencies

of the chapters to give better insight. A summary of the chapters is given below.

Chapter 2: Literature Review - In this chapter, a comprehensive literature

review is provided on anomaly detection and activity recognition in AAL context,

an overview of the sensing devices used for data collection, as well as a review

of gesture recognition models for utilisation on the robotic intermediary. The

review covers aspects of the computational models and their performance metrics.

A summary of the reviewed works, an overview of existing research gaps and a

description of how the research gaps are addressed in this thesis are provided.

Chapter 3: Computational Models and Dataset - This chapter presents

a general overview of existing computational models for anomaly detection and

activity recognition for ADL data as well as the supervised models for gesture

recognition. The second segment of the chapter presents the dataset employed for

the validation of the novel methodologies proposed in this thesis. This includes

details of the sensing and data collection modalities, preprocessing techniques

and the evaluation metrics used to assess the performance of the models.

Chapter 4: Ensemble Model for Anomaly Detection - This chapter

presents a novel ensemble model termed as Consensus Novelty Detection

Ensemble (CNDE) for anomaly detection. This ensemble model allows for the
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Figure 1.2: Thesis structure showing the organisation of the chapters.

aggregation of heterogeneous models based on a consensus approach and

generates a normality score for the given activities. Activities with a normality

score exceeding a defined threshold are predicted as outliers.

Chapter 5: Similarity Measure for Identifying Anomaly Sources -

This chapter presents an approach for exploring data entries that are predicted as

outliers to identify the sources of the anomaly, thereby addressing the limitation

of the existing models. The proposed approach is based on distance measurement

of the pairwise features of the data. Two approaches proposed for the similarity

measure are termed as One vs One Similarity Measure (OOSM) and One vs All

Similarity Measure (OASM).

Chapter 6: Adaptive Anomaly Detection Model based on Forgetting

Factors - This chapter presents an approach for realising an adaptive anomaly

detection system. This is achieved by incorporating human feedback to reinforce

the model prediction. A forgetting factor concept is proposed, which allows the

system to discard outdated data entries based on human feedback and adapt to

new activities. Forgetting Factor bases on Data Ageing (FFDA) and Forgetting
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Factor based on Data Dissimilarity (FFDD) are presented.

Chapter 7: Gesture Recognition Model for Robotic Intermediary -

This chapter presents the proposed gesture recognition model for communication

with the robotic intermediary. Two modalities are presented utilising a wearable

tri-axial sensor and a 2D camera. Conventional classifiers and a deep learning

model are used for gesture recognition. Additionally, the ability of the robotic

intermediary is to serve as an exercise trainer is explored by the implementation

of an application for administering physical activities.

Chapter 8: Conclusion - This chapter presents a summary of this thesis

and its findings. A discussion is presented in line with the identified research

questions. Recommendations for future research direction are also outlined.
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Chapter 2

Literature Review

2.1 Introduction

Improving the wellbeing and quality of life of the increasing ageing population

is necessary due to the ageing-related challenges, the need to provide the needed

support and reduce the accompanying financial burden. Assistive technologies

have the potentials to mitigate this challenge. Hence, research in the field of

ambient intelligence has been getting so much attention in recent years [1, 32, 36,

97, 155]. This chapter presents a comprehensive review of related work and state-

of-the-art approaches in Human Activity Recognition (HAR) and abnormality

detection in an AAL context. A particular emphasis will be put on abnormality

detection in ADL, including a thorough review of the challenges and research

gaps in the field that paves the way for the justification of the research carried

out in this thesis. Additionally, a review of approaches for gesture recognition

and utilisation of assistive robot intermediary is carried out to identify its role in

the proposed anomaly detection approach.

The remainder of this chapter is structure as follows: Section 2.2 presents a

review of research works in HAR highlighting the different sensing modalities and

some of the applied computational models. Section 2.3 gives a detailed evaluation

of anomaly detection approaches specifically in an AAL context, while Section

2.4 establishes the research gaps and opportunities in this area and how they are

addressed in this thesis. A conclusion of the chapter is provided in Section 2.5.
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2.2 Human Activity Recognition

The application of computational models on data collected using various sensing

modalities to interpret the activities performed by humans is referred to as

HAR or Human Activity Recognition [72, 85, 95, 138, 163]. Obtaining accurate

information on the nature of activities performed by individuals has

immeasurable benefits, and its application can be found in different areas, such

as medicine, entertainment, and security [1, 95]. This is achieved through the

extraction of relevant descriptive features from the data, followed by its

interpretation using computational models [35, 163]. Since activity recognition

is an integral part of behaviour modelling and abnormality detection, a proper

understanding of the different sensing modalities is required. Therefore, a

review of the existing sensing modalities and computational models applicable

to HAR is carried out in the subsequent subsections. Additionally, research

works utilising robotic platforms for activity recognition, specifically for hand

gesture recognition in line with the methodology proposed in this thesis are

reviewed.

2.2.1 Sensing Modalities

The choice of sensing devices for activity recognition in an AAL context has a

significant effect on the entire monitoring process and is determined by several

factors, such as the nature of the monitored activities, acceptability of the

modality and other physical constraints. These sensing modalities are broadly

classified into two categories relative to their placement, namely; ambient

sensors and wearable sensors [1].

As the name implies, ambient sensing devices are ubiquitous sensors

installed in the living environment to monitor the users’ activity without

requiring any intervention [36]. A Wireless Sensor Network (WSN) is often

required to interconnect the devices to a central hub for data aggregation and

processing [36, 155]. This sensing modality approach is further subdivided into

visual-based sensors and non-visual sensors [138]. In the vision-based sensing

approach, devices capable of collecting visual data, such as cameras, are used

for data collection. The recognition of activities is achieved through a series of

13



2. Literature Review

Figure 2.1: Some sensing devices for human activity recognition.

processing which includes background subtraction using models such as

Gaussian Mixture Model (GMM) [66, 123], extraction of features from the

silhouette image vector [6, 126], and the training of the classification models

with the extracted features to identify the performed activity. Approaches

based on deep learning tend to eliminate the problems of manual background

subtraction and feature extraction by learning the appropriate data encoding

and relevant features at the training phase [129]. The major downside of the

visual-based sensors is that they are affected by poor lighting conditions,

occlusion, and are computationally expensive [1]. Although depth cameras tend

to mitigate some of the listed shortcomings (e.g. the problem of poor lighting

conditions), visual-based sensors are generally not acceptable due to ethical and

privacy and concerns [1, 35]. This sensing modality, however, has been employed

by researchers for the identification of different human activities [2, 3, 129].

The non-visual sensing devices consist of a broad range of ambient sensors

that often generates a binary stream of data. Most commonly, these devices are

embedded within the home environment at a fixed position while in some cases,

attached (tagged) to objects within the living environment. Examples of these
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sensors are: Passive Infrared (PIR) sensors, door switch sensors, pressure mats,

Radio Frequency Identification (RFID) tags etc [1]. Other non-visual ambient

sensors such as temperature and light intensity sensor generate numeric values

representing the degree of the physical quantities they measure from the

environment while devices like microphones generate acoustic waves stream [1].

These devices often form a cluster and are interconnected using a WSN. The

PIR sensor allows for the identification of the location of the subjects, and in

conjunction with other sensors, has been utilised for the identification of

different ADLs in both single and multi-occupancy settings [49, 75, 116].

Research study has shown that non-visual ambient sensors are generally more

acceptable due to the non-invasive nature of the modality [35]. Additionally,

they have low power consumption, are generally cost-effective and data

processing is computationally less expensive [37, 161]. Figure 2.1 shows some of

the sensing devices used for activity recognition.

The Wearable sensors on the hand are required to be carried or worn by the

monitored individuals. Devices such as RFID tags play the dual role of being an

ambient and wearable sensor [1, 32]. Most commonly, wearable devices are

equipped with an accelerometer and a gyroscope [1, 13, 95]. This allows for the

provision of fine-grained data (usually a high-frequency time series) for the

recognition of motion-related activities such as gestures and body movement

[95, 169]. Modern wearable sensors are able to measure physiological properties

such as heart rate and environmental properties such as temperature and

humidity [95, 169]. Some major area of application for wearable devices in AAL

context include food and drink intake identification [13, 14], fall detection [74],

gesture recognition [11, 69], sleep analysis [44], and other daily activities of

interest [19, 32]. The major downside of this sensing modality is that

individuals are required to wear or carry the devices at all time. In general,

wearable sensors are more favoured for the recognition of motion-based

activities and activity that requires the measurement of physiological quantities,

while ambient sensors are more often utilised for recognition of activities

involving interaction with the physical environment or objects. There exist a

hybrid approach that incorporates both modalities in the literature [10, 114].
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2.2.2 Computational Models

Numerous computational models have been applied to various datasets for the

interpretation of the performed activities [24, 82, 84, 117]. Given that this is

merely a classification problem, supervised learning models are often utilised,

while data pre-processing techniques such as data representation, segmentation

and feature extraction are applied irrespective of the computational intelligence

technique prior to the model training [86, 106]. Signal representation involves

the removal of noise or unwanted components through filtering of the collected

data while data segmentation has to do with the splitting of the data into

variable window lengths (where necessary) since the data is often in the form of

a continuous stream. Feature extraction performs the selection of useful features

from segments of the data. These features are discriminating enough to allow

the models to distinguish the different activities. Depending on the nature of

the data, features in different domains are extracted, such as in the time and

frequency domains. Dimensionality reduction is sometimes performed to enable

the selection of optional features from the extracted ones in order to improve

the classification accuracy [20].

In [24], ADLs are recognised using pattern clustering to cluster the data

collected using ambient sensors. Labels are assigned to the clusters representing

each activity and then an Artificial Neural Network (ANN) is used as the

classifier. The authors in [117] proposed an enhanced Fuzzy Finite State

Machine (FFSM) model by combining classical FFSM, Long Short Term

Memory (LSTM) and Convolutional Neural Network (CNN) to learn the

relationship in the temporal human activity data for activity recognition. The

binary data collected using ambient sensors first undergo a fuzzification process

before the model training. For the LSTM-FFSM combination, an accuracy of

95.7% and 97.6% is achieved on the two evaluation datasets, while for the

CNN-FFSM combination, an accuracy of 94.2% and 99.3% is obtained for the

two datasets respectively. Meanwhile, in [161], both static and dynamic

Bayesian Network (BN) are used to identify 13 activities from binary sensor

data. The dynamic approach outperformed the static approach in both runtime

and prediction accuracy. A portable smart home infrastructure is developed in
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[33] known as Smart Home in a Box equipped with various sensing devices. The

authors applied Support Vector Machine (SVM), Hidden Markov Model

(HMM), Naive Bayes (NB) and Conditional Random Forest (CRF) for real-time

activity recognition. The work is extended in [35] while an experimental

approach based on temporal relation is proposed in [82, 84].

Different ADLs, such as having a meal, maintaining personal hygiene and

ambulatory actions are detected using a smartwatch with an embedded

accelerometer [32]. This is a follow-up work from the previous publication by

the same authors in [31]. The authors used a series of handcrafted features to

train 3 classifiers; Multilayer Perceptron (MLP), Radial Basis Function (RBF)

Network and SVM. The result shows that the SVM achieved the highest

accuracy of 90.23%. Similar research work is carried out in [13] using

handcrafted features from a tri-axial accelerometer to identify eating and

drinking gestures utilising a combination of K-Nearest Neighbor (KNN),

Random Forest (RF), ANN and SVM. The authors aim to monitor self-neglect

behaviour through monitoring of food and drink intake, achieving a per-class

accuracy of over 99%. Deep learning models are used by the authors in [14] to

eliminate the need for manual feature extraction achieving nearly the same

result.

As highlighted in [13, 20], the wearable sensor placement has a significant effect

on the model performance and it is highly dependent on the activities of interest.

This assertion is also corroborated in [1, 19, 32, 95, 169]. Wearable devices are

used to recognise activities with Conditional Hidden Markov Model (CHMM)

in [168]. The obtained result shows an accuracy of over 95% is achieved. The

work carried out in [21] utilised a smartphone with an accelerometer to recognise

different ambulatory activities and was able to achieve an accuracy of 91% using

an ensemble of classifiers. The RF classifier is used by the authors in [29] with

data collected from a chest-mounted accelerometer device. The authors are able

to extract over 20 features, thereby obtaining a classification accuracy of 94%.

From the reviewed literature, it is evident that computational models are

widely applied for data modelling in the AAL context and the model selection is

highly dependent on the type of activity and data collection modality. Temporal

models such as RNN and HMM are largely utilised for time series data and are
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more suitable for recognising sequential activities (non-static activities) that

occur over a time window such as movement, hand motion etc. This is due to

the models’ ability to analyse sequential data and make inferences based on

proceeding and succeeding entries of the time series data. On the other hand,

non-recurrent models such as KNN, SVM and NB are better applied to static

data since the models distinguish data entries based on feature variations. The

static models also have less training time compared to the sequential models

since only one data entry is analysed at a time while in the recurrent

approaches, multiple entries are analysed over a time window [130].

2.2.3 Gesture Recognition Intermediary

In line with the research overview presented in Figure 1.1, a robotic platform is

considered as an intermediary with hand gestures as a communication modality.

Over the years, research has been conducted with the aim of equipping robots

with gesture recognition capabilities [118, 119, 176]. While some approaches

require the use of specialised hardware such as sensor-equipped gloves or wrist-

worn devices equipped with an accelerometer and a gyroscope [119], others only

utilised image and video data stream [105]. Luo et al. [105] developed a robot

with the capability of recognising hand gestures corresponding to sign languages

using a combination of a 2D camera and a Kinect depth sensor. One of the

aims, among other things, is that, by understanding sign language, the robot can

help patients with hearing impairment in a hospital environment with enquiries,

navigation, and can serve as an intermediary for communicating with people that

do not understand sign languages. To provide better Human-Robot Interaction

(HRI), the author in [118] implemented a gesture recognition system for a mobile

robot with the ability to detect 6 hand gestures using images captured with the

robot’s 2D camera. The authors in [181] developed a hand gesture approach for

complex background based on Fuzzy Gaussian Mixture Models (FGMMs). This

is a two-step process that includes the estimation of the hand pose to locate key

points, and the application of the FGMM to eliminate patterns that are termed

as non-gesture while classifying the correct gestures based on the key points.

Similarly, in [128], a dynamic pointing gesture recognition approach is proposed
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for HRI. The idea is to promote a naturalistic interaction by allowing humans to

control the robot movement by pointing in the direction of interest. The mobile

robot tracks the hand movement using a stereo camera as the users enter its

line of sight. Unlike static gestures, where the recognition is performed on a

single image frame, dynamic gestures require the processing of multiple image

frames over time to be able to track the movements, thereby requiring the use of

temporal models. Using RGB-Depth images collected with a Kinect sensor, the

work in [90] proposed an approach for extracting features used for hand gesture

recognition in real-time while the authors in [128] applied Hidden Markov Model

(HMM) for hand movement tracking.

While there exist different models for the recognition of gestures from

images, deep learning models such as CNN are often favoured due to their

ability to learn features encoding directly from data without requiring explicit

feature engineering [176]. This has been applied for static hand gesture

recognition in [118, 176]. For dynamic gesture recognition, one of the proposed

approaches in the literature involves using the combination of CNN and RNN

for the prediction. The CNN learns the encoding of the various images while

the RNN learns the sequential pattern of the ordered frames [56]. Another

approach has to do with the utilisation of a 3D CNN. A 3D CNN model allows

features to be extracted in both spatial and temporal dimensions by performing

3D convolution. This enables motion information encoded in various frames to

be captured [79]. Traditional classification approaches have also been utilised.

However, unlike with deep learning models, complex pre-processing of the data

is required, such as image cropping and resizing, background removal, feature

extraction and normalisation etc. [118].

The use of depth sensors for gesture recognition is more advantageous in terms

of prediction accuracy than 2D cameras despite the higher cost of depth-sensing

devices. This is due to the presence of a depth channel in addition to RGB

channels in conventional visual sensors, thereby eliminating the problem of poor

lighting conditions associated with 2D cameras. In terms of the computational

models, CNN based models have proven to be better in this regard since the

tedious tasks of feature extraction and selection are handled by the models. For

the recognition of dynamic gestures, conventional CNN-based models are not very
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effective since they only apply to static images. A more feasible approach is to

combine CNN with temporal models such as HMM and RNN since the temporal

models can analyse images sequences over a specified window length.

2.3 Anomaly Detection in Human Activities

Anomaly detection has been a subject of interest over the years due to its

application in numerous domains such as medical diagnosis [152], industrial

processes [45, 93, 151], surveillance [98, 165], finance and fraud detection [4],

sensor networks and Information security [162, 171]. The term “anomaly

detection” is used interchangeably with “outlier detection” to refer to the means

of identifying unusual or novel occurrences in a given dataset [4, 135]. This has

the potential for utilisation in a smart home environment for monitoring older

adults routines. In an AAL context, anomaly also referred to as an abnormality,

is defined as any significant change or deviation in the usual behavioural routine

of an individual which could be an early indication of health-related challenges

[17, 18]. Several anomaly detection models exist based on different techniques.

These can be classified into an unsupervised outlier-based approach, supervised

approach, cognitive health assessment approach and a hybrid approach. The

subsequent sections of this chapter review these approaches in the context of

related research work and their applications in the AAL domain.

2.3.1 Unsupervised Outlier-based Approach

In this approach, unsupervised models are used to identify data entries that differ

from the available training set and predicts those occurrences as outliers [135].

Since the anomalies are rare instances, modelling is usually carried out on datasets

that are mostly outlier-free. One approach to achieving this involves estimating

the probability density function of the training data such that data in the region

of high density are considered normal while those in the low-density region as

considered as outliers [135]. The major drawback of this approach is that the

data is assumed to be of certain distribution which is not practical. To overcome

this, non-parametric approaches that estimate the distribution from the training
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data are proposed [166, 175]. Another approach has to do with estimating the

distance between a data point and its nearest neighbours. Data points with

close neighbours are classified as inliers and those with far neighbours as outliers

[9, 39, 135]. It is worth noting that this technique is computationally expensive

in high dimensional spaces.

Clustering algorithms such as Density-Based Spatial Clustering of

Applications with Noise (DBSCAN) have been applied in this context. The

authors in [73] developed an anomaly detecting system termed “Holmes” using

DBSCAN clustering. The idea is to model the daily activities based on selected

features by clustering them based on the days of the week. Smaller clusters are

then merged based on a defined threshold, and entries that do not belong to a

cluster indicate a variability, therefore, are considered as outliers. Based on the

author’s evaluation, the false positive rate is reduced by over 40% while the

false-negative rate is reduced by 27%. In [51], an approach for monitoring

change in individuals’ daily routine using longitudinal data analysis is proposed.

The authors grouped activities by day and labelled newly detected activities

incrementally. K-means clustering is then used to separate normal routines from

unusual or abnormal routines. Similarly, in [52], the number of sensor events,

time and duration of activities are extracted and clustered with DBSCAN.

Instances with unusual duration or irregular events are classified as anomalous

since they fall outside the generated clusters [52]. The authors extended the

work using a similar approach in [53]. Activity instances are defined as

anomalous if it consists of irregular sensor sub-events or has an unusual

execution time. An Autoencoder is then trained to identify those anomalous

instances. The obtained result for the accuracy varied among activities but a

minimum of 90% accuracy is achieved [53].

Conventional anomaly detection models have been utilised for ADL anomaly

detection [135]. The authors in [83] have applied One-Class Support Vector

Machine (OC-SVM) for detecting anomalies in daily activities. This concept

allows the model to be trained on outlier free data to build a baseline with

subsequent data deviating from the baseline identified as outliers. OC-SVM has

also been applied in other research areas such as in the detection of seizures in

patients using Electroencephalogram (EEG) data [60], prediction of patients
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that are at risk after undergoing surgery [152], detection of cancerous mass in

images [47], and in the diagnosis of faulty vehicles [156].

Utilising infrared motion sensors (PIR) installed in a home environment, the

authors in [147] are able to model the human behavioural routine. The features

used in training the Support Vector Data Description (SVDD) model are

calculated as the activity level, mobility level and non-response interval, and are

able to achieve an accuracy of 95.8% on a real dataset. It is worth noting that

the abnormality is detected over a 24 hours window. Self Organising Map

(SOM) is applied to binary data collected using ambient sensors to detect

anomalies [121]. Since abnormalities can be in different forms for different

scenarios, the authors only focussed on three distinct cases, namely; Long

period of inactivity, lacking activity and unusual changes to the activities. The

model is able to predict the segment of the binary data containing the defined

anomalous cases. It should be noted however that outliers are artificially

induced on the dataset during the evaluation of the methodology. The work is

extended in [122] since the previous method considered one activity at a time.

The authors achieved an accuracy between the range of 83.8% to 99.1%.

The use of unsupervised models for anomaly detection is effective since the

models are trained based on the available training data with the assumption

that the data represents the normal behavioural routine of the subject. This

presents an advantage over supervised models since synthetic data representing

normal or outlying activities are not required. Moreover, the synthetic data can

be misleading due to behavioural variation among individuals. However, in a

scenario where the dataset used for the unsupervised modelling is contaminated

with outliers, the computational models can produce misleading results, thereby

making the approach ineffective.

2.3.2 Supervised Classification Approach

In the classification approach, anomaly detection is treated as a binary

classification problem. Binary classification task requires training data for the

two classes to be available [86]. However, Due to the absence of training data

representing normal and abnormal activities, the approach taken is to use the

22



2. Literature Review

collected data as the training samples for the normal class while synthetic data

is then generated for the abnormal class [17, 18]. In an AAL context, the

synthetic data could be generated to reflect anomalies relating to MCI. For

instance, since frequently interrupted sleep and confusion in the performance of

daily activities are attributed to early symptoms of Dementia, the data is

generated to mimic these symptoms. The authors in [18] used this approach to

artificially insert anomalous events into the collected data such as random

events in between sleeping activity to reflect a disturbed sleep, and altering the

order of activity sequence to simulate confusion in carrying out daily activities.

A classifier is then trained on the data to identify anomalous activities. The

authors used a combination of CNN and LSTM to predict the anomalies. The

ADL data is first converted into a 2D image map and then fed into a CNN

model to learn the data encoding while an LSTM model learns the activity

sequence. Evaluation of the methodology shows that the overall accuracy of

over 90% is obtained.

In [71], an approach for early detection of anomalous behaviour in smart homes

based on Causal Association Rule (CAR) is proposed. The identified causes are

then used with Markov Logic Network (MLN) for identifying the risk of anomaly

occurrence at a later time, and for recommending suitable actions to avoid future

occurrences. In [180], the authors perform a comparative analysis of LSTM,

CNN, CNN-LSTM and Autoencoder for accurate detection of ADL anomalies.

The validation is performed on public datasets while employing an oversampling

technique to alleviate the non-uniformity in the class data distribution.

This supervised approach has not received much attention in an AAL

compared to the outlier-based approach. The major drawback of supervised

approaches for anomaly detection is that, for the classifiers to detect any

anomaly, synthetic data simulating that anomaly must be generated. However,

generating every variation of an anomaly is nearly impossible due to the

variability of the anomalies, especially in ADL, since behavioural routine varies

among individuals.
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2.3.3 Cognitive Health Assessment Approach

An emerging approach for anomaly detection in ADLs involves the assessment of

older adults’ functional health based on a clinical score. This concept relies on the

clinical evaluation of the older adults in areas, such as cognitive health, mobility

etc. for a given period of time (usually every six months) by a domain expert, and

a score is assigned to the older adults based on their performance in the assessed

areas [7, 16, 43]. Using the ambient sensor data collected over the assessment

period, a regression model can be trained to map a relationship between the data

and the functional evaluation score. Therefore, the logic behind this approach

is that by supplying the ambient data for a subsequent time window, the model

should be able to assign a functional health score for the monitored older adults.

Dawadi et al. [43] proposed Clinical Assessment using Activity Behaviour

(CAAB) based on this concept and applied it to 18 smart home data collected

over a period of 2 years. Statistical correlation is established between the CAAB

predicted score and the clinically assigned score. Alberdi et al. [16] used this

same clinical assessment approach on 18 smart home data utilising clinical score

based on Instrumental Activities of Daily Living-Compensation (IADL-C), which

consists of a larger subset of activities than CAAB. Activities covered in IADL-C

are money and self-management, home daily living, travel and event memory, and

social skills. The authors did not just predict the clinical score but also predicts if

there is any reliable change in the older adults activity over the evaluation period.

A regression model is used to determine the health score while a classifier is used

to predict the change. The work is extended in [7] after oversampling the dataset

with SmoteBOOST and wRACOG to cover for the class imbalance in the dataset.

In both cases, the score assigned by the regression model shows a promising result.

The classification result for predicting absolute change performed poorly, but a

statistical evaluation shows a correlation between the activities and the assigned

clinical score. The poor performance of the classifier may be connected to the

unique nature of each human behaviour.

Based on the above hypothesis, The authors in [132] analysed smart home

data to predict cognitive impairment in older adults. The authors utilised
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datasets from Washington State University1 which contains data of people with

and without MCI to train both supervised and unsupervised models achieving a

promising result. This is the same approach taken by Dawadi et al. [40, 41]

using data collected from 179 volunteers and was able to obtain an AUC value

of 0.64. The authors used Principle component analysis (PCA) to reduce the

dimension of the feature set and then an SVM to create an automated scoring

of the activity based on previously assigned values. A longitudinal study can

give a better insight into the functional health assessment over a time period for

trend analysis. The studies in [42] and [144] attempted to look at longitudinal

evaluation and its effect on the assessment score but the works are at a

preliminary stage.

In general, this approach based on cognitive health assessment presents a

different dimension to anomaly detection but a more user-centric approach is

required and could be more effective since health decline varies among individuals.

Another major drawback of this approach is the timing of the health assessments.

The assumption is that the assessment reflects the health condition of the adults

over a time period. However, the assessment may be performed at a time when

the older adults are in a state of health that differs from their day to day health

status. Given that the modelling is performed based on the health assessment

score, the prediction of subsequent activities by the computational models may

be inaccurate and misleading.

2.3.4 Hybrid Approaches

Any other approach not included in the three methods outlined earlier are

classified as hybrid approaches and presented in this section. In this are

approaches based on sequential or deep learning models as well as aggregation

methods that combine different methodologies. A sequential modelling approach

employing a HMM is used to learn the activity sequences over a time period

and classify sequences that do not conform to the usual order as anomalies

while adding a layer consisting of a Fuzzy Rule-Based System (FRBS) to infer if

the identified sequences are actual outliers [59]. This is similar to the approach

1http://casas.wsu.edu/
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proposed by Jakkula et al. [81]. However, in this case, the emphasis is more on

the temporal relation between activities rather than the sequential order. The

modelling of normal household activities to detect outliers using HMM is also

performed in [137] with data collected using ambient sensors. The HMM is

trained with the data considered to be normal while the data considered as

anomalies are used for validation achieving an overall accuracy of 97%. In [158],

HMM is used to analyse sleeping patterns with the Viterbi algorithm, although

a detailed explanation on how the activity sequences are used is lacking as well

as a comparative analysis with other models.

To distinguish fall from other similar ADL anomalies, using a wearable

device, an approach based on HMM is proposed in [92] which is termed as

‘X-Factor’ Hidden Markov Model(XHMM). Similarly, a combination of LSTM

and HMM is used for modelling sequential activities in a home environment to

detect anomalies. The two evaluation datasets each consist of 10 activities, and

the evaluation shows that in both scenarios, LSTM achieved a better result

compared to HMM [136]. The authors highlighted that LSTM requires at least

five (5) inputs representing distinct activities to achieve optimal performance.

Approaches that rely on the sequential or temporal order of activities presents a

good opportunity but more often, the same activity can be performed in a

different sequence. An adaptive learning model could mitigate this shortcoming

by learning all the possible sequences for the given activities. Howedi et al. [76]

utilised ADL data collected with ambient sensors to detect abnormal activity

instances using different entropy measures. Activities with entropy value

exceeding a certain range are predicted as outliers. The authors first calculated

the entropy values of the different activities and used a statistical method to

estimate the optimal threshold. The entropy values of the test data are then

compared to the estimated threshold to identify the anomalies. An accuracy of

100% is obtained in some cases after evaluation of the approach [76]. A

drawback of this approach is that decision is made based on calculated

threshold and no learning is performed. If the training data is contaminated

with outliers, the performance cannot be guaranteed. Abnormality detection

algorithms based on a Hidden State Conditional Random Field (HCRF) are

proposed in [159]. The approach taken is to model the activity occurrence
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sequences such that if an activity is missing from the sequence, or newly added

activities are observed, the distance of the feature vector is computed for the

sub-activities to identify if the occurrence constitutes an abnormality. The

evaluation of the method shows an achieved accuracy between the range of 70%

- 95% [159].

The authors in [15] proposed a system for promoting the safety of autistic

children in an indoor environment. This system is based on a 3D-CNN and

LSTM applied to a video stream to predict activities with physical

irregularities. The CNN model extracts spatio-temporal features from the data

stream while the LSTM model calculates the temporal relationship to identify

the irregularities. This approach is applicable for older adults monitoring since

it allows deviating activity to be identified. To promote the safety of older

adults, a context-aware approach is proposed in [38]. The authors used ambient

sensors to identify occupancy of the home environment and performed a

tree-based matching with the usual occupancy history of the residents for the

given time. If the behaviour deviates from the usual resident’s routine, an alarm

is triggered to indicate possible intrusion (e.g. by burglars). Meanwhile, a

Kinect depth sensor is used in [133] for identifying deviating activities that

could constitute an abnormality in a smart home environment. To achieve this,

a data-driven technique is used to define fuzzy sets over attributes of the

occupant’s behaviour and a fuzzy inference engine with a membership function

is used to identify the abnormal patterns.

In [125], a system is developed to assist the disabled and older adults by

learning their behaviours routine using Bayesian statistics. The authors

introduced three probabilistic features termed ‘sensor activation likelihood’,

‘sensor sequence likelihood’, and ‘sensor event duration likelihood’. These

probabilistic features are used to detect activities that are likely to be

anomalous or not. The evaluation of the approach using the three components

achieved a specificity of 0.98 and 0.99 on real and synthetic data respectively. A

similar system for behaviour modelling is developed by Eisa and Moreira [48]

using HMM and CRF. The system learns the daily location to location

transition of the older adult termed as ‘daily mobility’ using primarily motion

sensors. A separate model for each location occupancy is built consisting of the
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usual arrival time and duration spent at the location daily. A related study on

detecting anomaly using long-term data is performed in [179] by monitoring

behavioural changes over a time period. The author did not use hourly or daily

behaviour modelling but rather analysed the overall behavioural changes over a

long period. A temporal similarity score is then defined for the activities such

that once an anomaly is identified, the timeline is analysed to identify the

outlying activities. The methodology is implemented based on an FRB

approach, and achieved an accuracy of 96%. This work is built on top of the

previous work by the same authors in [178] that attempts to analyse long-term

data for anomaly detection using DBSCAN.

Research studies to identify abnormalities that could be early indicators of

MCI have been conducted [18, 62, 87, 102, 142, 143]. In the work carried out in

[142], sensors are attached to the appliances in the environment and the

interaction are recorded and modelled along with other ambient sensors’ data

using statistical techniques. The proposed algorithm for detecting the anomalies

is named Fine-grained Abnormal BEhavior Recognition (FABER) and is based

on modelling activity sequences. The work is extended by proposing a

SmartFABER in [143]. The difference between the two approaches is that

SmartFABER incorporates a machine learning model and therefore can handle

sequences with unaligned activities. Meanwhile, a rule-based approach is

adopted in [87] using rules that are defined by a domain expert. Although

precision and recall values of 0.97 and 0.85 are obtained, the approach is very

subjective and may not generalise in a wider context. Lotfi et al. [102] use Echo

State Network (ESN) for the detection of anomalies in ADL from the raw

binary sensor data.

Grewal et al. [67] took a relatively different approach to detect anomalies in

a smart home using an electricity usage pattern. Although this is not directly

targeted at monitoring older adults, it can be utilised for the said purpose. The

authors analysed the usage of electricity by dividing the days into time window

segments and creating a cluster using Local Outlier Factor (LOF). If the power

usage deviates from the usual usage of the given time slot, an abnormality is

predicted. It is worth highlighting that these computational models for anomaly

detection have also been applied in non-AAL domains. In [148], anomalies in
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human activity are detected from a video stream using a CNN with an adaptive

compression technique. Similarly, a CNN based approach for anomaly detection

in images is proposed in [63]. An approach based on RNN named Single-Tunnelled

Gated Recurrent Unit (SiTGRU) for detecting anomalies in video streams is

proposed [54] while an attempt at detecting anomalies in users’ activities by

finding deviations from their routine pattern has been carried out using a Random

Forest classifier [104].

Ensemble of anomaly detection models often leads to enhanced performance

compared to a single model since each model is good at certain characteristic

features. Dib et al. [45] applied an ensemble of machine learning models to

monitor structural health by detecting damages using guided waves generated

by the building sensors. The authors utilised this approach to foresee a possible

structural failure over a certain period and compared it with the recently recorded

data. In an AAL context, the authors in [131] presented an ensemble approach

based on similarity measures for novelty detection models, and a promising result

is obtained after the model evaluation.

One of the major problems in the anomaly detection domain has to do with the

availability of labelled normal (outlier-free) data. In some scenarios, the available

data are partially labelled while a significant portion of the unlabelled data may

contain outliers. To obtain a reliable model, the impurities in the unlabelled data

must be eradicated or reduced to a bare minimum. The authors in [89] proposed

Positive and Unlabeled Metric learning for Anomaly Detection (PUMAD) that

can learn from unlabelled data as long as there exists a small number of partially

labelled samples. Evaluation of the methodology against other models, such

as Deep Autoencoder shows that the approach achieved a better result. This

approach has the potential of being applied in other domains, however, a large

feature set could affect the efficiency of the approach since distance-based filtering

of the data is required. Another seeming challenge is that most systems for

anomaly detection in ADL often operate in an offline manner. To address this

limitation, an online learning approach could be explored. Meng et al. [115]

proposed an Online Daily Habit Modelling and Anomaly Detection (ODHMAD)

model capable of performing real-time activity recognition and anomaly detection

from ambient sensor data.
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The combination of different computational models based on their unique

strengths makes the hybrid approach applicable for ADL anomaly detection.

For example, The Online Daily Habit Modelling and Anomaly Detection

(ODHMAD) framework proposed by Meng et al. [115] can be utilised in

conjunction with both supervised and unsupervised models to achieve a

real-time system for detecting anomalies. The limitation of the framework as

well as the other existing approaches is the inability to support human

intervention in the learning process for newly acquired data entries. The

continuous adaption of the computational models to new data entries can opens

room for errors since the models could adapt to outlying data. The Positive and

Unlabeled Metric learning for Anomaly Detection (PUMAD) approach

proposed in [89] suffers from the same limitation relating to outlying data

entries in the dataset. This can be improved by eradicating outlying data entries

from the datasets which is nearly impossible since outliers in human activities

vary among individuals. The approach taken in this thesis to overcome these

limitations is to make the anomaly detection approach user-centric and adaptive

to new data entries. However, the adaptation approach incorporates human

feedback as a filtering mechanism to eliminate outliers in the new data entries.

2.4 Discussion and Research Opportunity

Findings from this review of relevant literature indicate a research gap in

current approaches for anomaly detection in the AAL context. The cognitive

health assessment approach for detecting anomalies presents a meaningful way

for monitoring the health of older adults and detecting early indicators of MCI.

However, since the approach relies on an evaluation and scoring by domain

experts over a time period, the assessment could be subjective. Moreover, the

review period could have a significant effect on the methodology, for example,

the initial health assessment may be performed when the older adults are in a

good or bad state of health, and therefore, the assessment may not be an

accurate representation of the individuals’ cognitive capabilities.

The major downside of the classification based approach is the lack of

sufficient training data representing the normal and abnormal behaviours since
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the classifiers require the training data for both classes. The lack of a

standardise dataset is due to the variability in the behavioural routine among

individuals. Although synthetic data are generated to simulate different

anomalies, the approach cannot be generalised since abnormalities could be in

different forms and user-dependent. Additionally, it is nearly impossible to

generate data for every form of ADL anomalies. The unsupervised outlier-based

approach has the potential of addressing the identified limitations since the

model requires only one set of data representing the normal activity routine. It

is worth noting that contamination of the training set, however, can have a

significant effect on the model performance. Moreover, research studies carried

out seem to focus more on building a generic model, leading to a high false

alarm rate as a result of lack of adaptability of the models and behavioural

variation [70]. Additionally, the inability of the approaches to provide a detailed

description of the sources or reasons for the outlier prediction presents a

bottleneck in the development of an adaptive system.

Considering the above-listed shortcomings, this thesis investigates a

user-centric approach to anomaly detection. This is based on the outlier-based

approach to model the usual behavioural routine on an individual basis. To

counter the effect of behavioural changes due to seasonal or other factors, the

approach proposed in this thesis is adaptive and data-driven, therefore,

behavioural changes are easily incorporated. Additionally, this user-centric

approach is environment invariant, therefore, learning is performed

incrementally even when there is insufficient training data. To adapt to novel

data and distinguish actual anomalies from normal behavioural change, a

communication intermediary for transmitting user feedback is incorporated

using a user-in-a-loop approach, hence the terminology “user-centric approach”.

While wearable sensors are generally adopted for motion-based activities,

ambient sensors are generally used for in-home activity modelling. This work

utilised data collected using non-visual ambient sensors since it is generally

more acceptable compared to visual-based sensors [33, 138]
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2.5 Conclusion

This chapter presents a comprehensive review of related research works on

abnormality detection in ADL as well as activity recognition. The review also

highlights the sensing modalities and computational methodologies for

recognising daily activities from sensory data which serves as the basis for

behaviour modelling. The research gap in the existing literature and

shortcoming of the current approaches are explored to proffer an efficient

solution. Finally, the approaches taken in this thesis to address the limitations

of existing models are presented which are based on a user-centric approach to

anomaly detection. Given the justifications provided for the selected approach,

it has the potential of addressing the identified shortcomings and the realisation

of a reliable in-home monitoring system for older adults. The next chapter

presents a detailed description of some of the computational models for anomaly

detection and a description of the datasets employed for the validation of the

approach proposed in this thesis.
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Computational Models and

Dataset

3.1 Introduction

Machine learning models create a mapping of input data to the desired output

using mathematical functions [99, 153]. For a classification problem, the input

data are mapped to the class labels that are known beforehand [109, 111, 153].

Unsupervised models for outlier detection undergo a similar training routine to

identify a cluster boundary separating the normal data from the anomalous data

(outliers) [131, 135, 153]. This requires a sufficient amount of training data to

achieve an acceptable result. In a scenario with limited training data or where

the data is overly dynamic and changes over time, these conventional models can

be inefficient.

The task of learning the behavioural routine of an individual and detecting

abnormalities in it is rather arduous. Moreover, the ADL data representing

human behaviour vary from one individual to another. Novelty Detection

algorithms can be used to model the ADL data representing the individual daily

activity routine to serve as a baseline. Subsequent activities can be compared to

the baseline model to detect deviation, which can be an indication of

abnormality. The efficiency of the computational models is also dependent on

the quality of the validation datasets. An understanding of the models and how
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it applies to the detection of ADL anomalies is required for the justification of

their exploration throughout this thesis.

This chapter is structured as follows: Section 3.2 presents some of the

utilised anomaly detection models while Section 3.3 presents the classification

models for gesture recognition aspect of this research. Section 3.4 presents an

overview of the data collection approach including a brief overview of the

sensors, data collection scenarios, and a description of the datasets. The

pre-processing techniques applied to the data are presented in Section 3.5 while

the model evaluation metrics are discussed in Section 3.6. Lastly, a summary of

the chapter is presented in Section 3.7.

3.2 Anomaly Detection Models

Anomaly Detection is a process of identifying the unusual pattern of new or

unknown data. This is interchangeable with Novelty Detection, which involves

detecting if a test data differs significantly from the data available during training

[135]. Unlike in binary or multi-class classification approach where data for the

different classes are available during training, in novelty detection, only one set

of data is available. This is also referred to as One-Class Classification [135].

This methodology has proven useful in a scenario where there is sufficiently large

training data representing the normal class and little or no training data for the

anomalous (abnormal) class. This concept is relevant to ADL anomaly detection

since abnormalities in ADL are rare, and data representing the anomalous cases

are not readily available. Novelty detection enables a model to be fitted into

the normal training data and subsequent data to be compared to the model to

detect abnormalities that do not conform to the built model. Some machine

learning models based on this concept are One-Class Support Vector Machine

(OC-SVM), Local Outlier Factor (LOF) and Isolation Forest (iForest). These

models are employed in the experimental chapters of this thesis.

The models above are selected due to their suitability for the ADL anomaly

detection scenario after considering factors such as the size of the dataset, class

label of the data entries, explainability of the models’ output, and the feasibility

for continuous data adaptation. Since the available training data is composed of
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only data representing normal activity routines, supervised learning approaches

cannot be utilised, hence the most feasible approach is the use of novelty

detection models [135]. Other machine models for outlier detection such as Self

Organising Maps (SOM), Echo State Network (ESN) and Autoencoders require

a large amount of training data, thereby making them unsuitable for ADL

anomaly detection due to the limited training data size [102, 121, 141].

Additionally, the proposed approach in this thesis aims to promote the

explainability of the model’s prediction by identifying the sources of the

abnormality. This cannot be achieved using models based on deep learning since

features of the dataset that could be the anomaly sources are extracted by the

models.

3.2.1 One-Class Support Vector Machine

The OC-SVM is an unsupervised novelty detection algorithm proposed by

Scholkopf et al. [146]. To identify outliers, assuming the data has an underlying

probability distribution P , the problem can be framed into a minimisation of a

quadratic function.

Let A = {a1, ..., an} be an n set of d-dimensional data (A ∈ Rd), and Φ :

Rd → F be a non-linear mapping from a data space Rd to a feature space F , The

support vector separating the data is computed by solving the quadratic problem:

min
w∈F,ξ∈R,ρ∈R

1

2
||w||2 +

1

vn

n∑
i=1

ξi − ρ (3.1)

subject to:

(w · Φ(ai)) ≥ ρ− ξi, ξi ≥ 0, i = 1, ..., n

where n is the training sample size, v ∈ (0, 1) is a trade-off parameter for the

expected fraction of outliers, ξ is a slack variable, w and ρ are the hyper-plane

parameters in the feature space F .

To solve Equation 3.1, the decision function f(a) which determines if ai is an
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outlier is obtained as:

f(a) =
n∑
i=1

αik(ai, a)− ρ (3.2)

where αi is a Lagrange multiplier for the vectors ai and k(ai, a) = Φ is the kernel

function for the non-linear mapping.

k(ai, a) = Φ(ai) · Φ(a) (3.3)

The Radial Basis Function (RBF) kernel with spread parameter γ is used:

K(ai, a) = exp
(
− γ||ai − a||2

)
(3.4)

f(a) =

{+1 a is NOT an outlier

−1 a is an outlier

(3.5)

The prediction of the model is determined from Equation 3.3 and Equation 3.5.

A more details description of OC-SVM can be found in [146].

3.2.2 Isolation Forest

The Isolation Forest (iForest) is based on the premise that outliers are few and

different, making them susceptible to isolation [101]. This makes the detection of

anomalies based on the concept of isolation rather than using distance or density

measures.

Let A = {a1, ..., an} be an n set of d-dimensional data (A ∈ Rd). An isolation

tree (iTree) is built from subsample instances ψ of A′ ⊂ A by recursively dividing

A′ with a randomly selected attribute q and a split value p, until either: (i) the

node has only one instance or (ii) all data at the node have the same values.

The iTree is a binary tree with each node having exactly zero or two child nodes.

Assuming all instances are distinct, each instance is isolated to an external node

when an iTree is fully grown, the number of external nodes is ψ, the number of

internal nodes is (ψ − 1), and the total number of nodes of an iTree is (2ψ − 1).

To detect outliers, a ranking of the data that reflects the degree of anomaly is
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performed through the sorting of the data points according to their path lengths

or anomaly scores. The anomalies are points that are ranked at the top of the

list. The different terminologies for the iForest are defined as follows:

• Isolation Tree (Definition): Let T be a node of an iTree. T is either an

external node with no child, or an internal node with one test and exactly

two child nodes (Tl, Tr). A test at node T consists of an attribute q and a

split value p such that the test q < p determines whether the data point

belongs to either Tl or Tr.

• Path Length (Definition): The Path Length h(a) of a point a is a measure of

the number of edges a traverses an iTree from the root node to an external

node such that a short path length indicates a high degree of susceptibility

to isolation and a long path length indicating low susceptibility.

• Anomaly Score (Definition): The Anomaly Score s(a, ψ) for a data point a

of data set with n instances is given as:

s(a, ψ) = 2−
E(h(a))
c(ψ) (3.6)

E(h(a)) is the average path length (h(a)), c(ψ) is the average path length

of unsuccessful binary search, and ψ is the subsample size from

A = {ai}i=1,...,n.

c(ψ) = 2H(ψ − 1)− 2(ψ − 1)/ψ (3.7)

where H(i) is a harmonic number estimated as ln(i)+0.5772156649 (Euler’s

constant is 0.5772156649).

The interpretation of the outcome of the anomaly score is summarised below with

a more detailed discussion in [101].

• The instances are anomalies if the value of s is close to 1 (E(h(a))→ 0, s→
1).
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• The instances are not anomalies if the value of s is much smaller than 0.5

(E(h(a))→ (ψ − 1), s→ 0) and

• The entire instances have no distinct anomalies if the values of s is

approximately 0.5 (E(h(a))→ c(ψ), s→ 0.5).

3.2.3 Local Outlier Factor

The Local Outlier Factor (LOF) is an unsupervised approach for outlier detection

that is based on the density estimation of a data point relative to its nearest

neighbours. Since the density around an outlier differs significantly from the

density around its neighbours, data points with relatively lower density to its

neighbours estimated in the form of a score are considered as outliers [26].

Let A = {a1, ..., an} be an n-sample dataset. Let d(a, b) denote the distance

between two objects a and b. Assuming a = ai is an observation in A, the

k-distance of a denoted by Dk(a) is the distance between a and its k-nearest

neighbours while the k-distance neighbourhood of a denoted by Nk(a) contains

every element whose distance from a is not greater than k-distance Dk(a) of a

given as:

Nk(a) = {x ∈ A|d(a, x) ≤ Dk(a)} (3.8)

where x is an entry in A, which is a neighbour of a. The k-reachability distance

RDk(a) of the object a with respect to its nearest neighbours a′ is given as:

RDk(a, a
′) = max{Dk(a), d(a, a′)} (3.9)

The local reachability density LRDk(a) of a is given as:

LRDk(a) =
|Nk(a)|∑

a′∈Nk(a)
RDk(a, a′)

(3.10)

The average of the ratio of the local reachability density of a and its k-nearest
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neighbours is presented as:

LOF k(a) =

∑
a′∈Nk(a)

LRDk(a
′)

LRDk(a)

|Nk(a)|
(3.11)

The lower the local reachability density LRDk(a) of a the higher the local

reachability density LRDk(a
′) of its nearest neighbours a′, the higher the LOF

LOF k(a), making the a an anomaly. A more detailed discussion of LOF can be

found in [26].

3.2.4 Covariance Matrix Estimation

In this approach, outliers are detected using the Maximum Likelihood Estimators

(MLE) for the mean and the covariance matrix of the normal (non-outlying) data.

Observations with abnormally large distances (e.g. Mahalanobis distances) are

predicted as outliers [145].

Let A = {a1, ..., an} be an n-sample dataset of d-dimension and each

observation ai = {ai1, ..., aid}. Assuming the data follows a multivariate normal

distribution, The mean (µ̂) and covariance matrix (Σ̂) estimated using MLE are

given as:

µ̂ =
1

n

n∑
i=1

ai (3.12)

Σ̂ =
n∑
i=1

(ai − µ̂)(ai − µ̂)T/(n− 1) (3.13)

The Mahalanobis distance of the observations are computed as:

MD(a, µ̂, Σ̂) =

√
(a− µ̂)T Σ̂−1(a− µ̂) (3.14)

The estimations above assume that the observations are not contaminated as few

outliers could lead to poor performance. Alternative robust approaches termed

as Robust Covariance Estimation (RCE) for estimating the location (mean) and

scatter (covariance) such as using Minimum Covariance Determinant (MCD) are

proposed [145].
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3.2.5 Ensemble of Detectors Based on Similarity Measure

Ensemble approaches allow for the aggregation of individual models for better

performance. Ensemble models for outlier detectors based on similarity

measures are proposed in [131]. The authors proposed two approaches, namely,

Ensemble of Detectors with Correlated Votes (EDCV) and Ensemble of

Detectors with Variability Votes (EDVV). The proposed approaches merely

estimate the appropriate weight for each model in the ensemble using the

individual model’s results for a given dataset. The weight estimation in EDCV

is based on a correlation coefficient while the weight estimation in EDVV is

based on a measure of Mean Absolute Deviation (MAD) of the individual

model’s output. Using the estimated weights, a score for the data entries are

calculated to determine if the data points are outliers.

Let A = {a1, ..., an} be an n set of d-dimensional data (A ∈ Rd). Let G =

{g1, ..., gm} be a set of m outlier detection models. ai is an observation in A and

gi is a model in G. The weight W (gi) for gi is estimated using Equation 3.15 and

Equation 3.16 for the EDCV and EDVV respectively.

W (gi) =
(
∑m

i=1Ci)− 1

m− 1
, for EDCV (3.15)

where C is a matrix of the correlation coefficients of A for the corresponding

model gi and m is the number of models in the ensemble.

W (gi) =
(
∑m

i=1Di)

m− 1
, for EDVV (3.16)

and D is a matrix of the MAD of A for the corresponding model gi and m is the

number of models in the ensemble

The final score for a data entry ai is calculated as:

S(ai) =
(
∑m

j=1 F (i, j) ∗ V (i, j) ∗W (j))

m
(3.17)

S(ai) is the final outlier score, m the number of models, F (i, j) is the outlier score,

V (i, j) is the label (output), and W (j) is the weight of the jth model respectively.
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Figure 3.1: A binary KNN classification model with variable k sizes (i.e. k = 1,
3, 11).

3.3 Classification Models

The classification models are utilised for gesture recognition in this research. The

task of identifying the gesture performed by the human agent involves the creation

of a mapping of input variables X to a set of predefined outputs Y based on some

defined mathematical functions. This supervised approach differs from anomaly

detection earlier described since data for all the gestures (classes) are available

during training. Once the models are trained with segments of the data, they

are then used to predict subsequent gestures. This section presents two of the

models used for gesture recognition, namely, KNN and a CNN implementation

known as YOLO.

3.3.1 K-Nearest Neighbor

The KNN is a memory-based supervised model that predicts the class of a given

data point x based on the labels of its nearest neighbours as shown in Figure

3.1 and therefore, does not require the model to be fit. The proximity of the

k number of neighbouring data points is based on a distance function (usually

Euclidean distance) [86].

Given a data point x to be classified, the k nearest data points xa, a = 1, ..., k
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Figure 3.2: YOLO Architecture (Redmon et al. [139]).

are searched based on their distance to x. The class of x is determined based on

the majority vote among the k neighbouring points.

3.3.2 YOLO

The You Only Look Once (YOLO) is an implementation approach of CNN for

detection of objects in images proposed by Redmon et al. [139]. Over the years,

different versions of YOLO has been developed and recently, the third version

known as YOLOv3 is released with several performance improvements compared

to its predecessors. In YOLO, a single CNN trained on full images is used to

make predictions of the multiple objects specified simultaneously. The input

image is divided into an M x M grid of equal sizes. Each of the grid cells

predicts B bounding boxes around the detected objects of interest along with

their respective confidence scores. The bounding boxes each consists of 5 values

corresponding to the x and y coordinates representing the centre of the bounding

box, the width and height of the bounding box relative to the image dimension,

and the confidence score, respectively [139].

The YOLO architecture depicted in Figure 3.2 consists of 24 convolutional

layers for extracting features from the image and 2 fully connected layer for

making a prediction and generating the bounding boxes.
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3.4 Dataset Description

To effectively utilise the presented computational models for anomaly detection,

data representing the human behavioural routine is required. The data of

interest for this research are collected from a smart living environment using

non-visual low-cost ambient sensors installed in different locations of the living

environment. As mention in the previous chapter, these sensors generate binary

data and are generally more acceptable for monitoring purposes because they

pose less privacy concern compared to visual-based ambient sensors [35].

Despite the high processing requirement and privacy-related concerns associated

with the visual sensing devices, they provide the richest form of data for ADL

monitoring and are particularly utilised for life-threatening scenarios such as fall

detection [107, 127, 167]. This is because the data generated by visual-based

sensors contain relevant information for posture identification that allows for

easy identification of fall-related anomalies compared to non-visual sensors

[177]. To address the privacy concerns, researchers have utilised depth-sensors

[61, 108], image anonymisation approach [107], and a hybrid approach for

combining both visual and non-visual sensors for fall detection [77, 127]. The

hybrid approach presents an avenue for controlled monitoring such that visual

sensors are only activated when an unidentified abnormal event is detected

using the non-visual sensors. From the schematic diagram presented in Figure

1.1, it can be seen that the proposed methodology incorporates human feedback

through a robotic intermediary. The feedback modality is via a hand gesture

communication. Data for training the gesture recognition models is collected

using a 2D camera and a wearable tri-axial sensor. A brief overview of the

sensing devices utilised in this research are presented as follows:

• Passive Infrared (PIR) Sensor: It is also known as motion sensor, which

detects the movement of a living embodiment in its field of view when an

infrared light radiates from the object. It is used to identify the presence

of individuals in a given location.

• Pressure Sensor : The pressure sensor is usually placed on the sofa or bed

to detect the presence of a body mass. This is used to infer the activity
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performed by the resident such as sitting or sleeping.

• Entry Door Contact Sensor : This binary sensor comes as a pair and is

placed on objects that support opening or closing such as doors and

windows. It is triggered when the proximity of the pairs exceeds a certain

distance threshold. This is used to identify if an object (such as a door,

fridge or microwave) is opened or closed.

• Visual 2D Camera: The 2D camera is employed for the collection of image

data for the hand gesture recognition task. A 2D camera is selected over

depth sensors since it is the most common sensing device present on smart

devices. This allows for the substitution of the device with other suitable

modalities for any given use case.

• Wearable Sensor :The wearable device is used for gesture data collection.

This is a wrist-worn tri-axial sensor equipped with an accelerometer and a

gyroscope.

The collected activity data used for the validation of the computational models

are grouped into distinct datasets and a detailed description is provided as follows:

3.4.1 Dataset 1: SmartNTU Data

The SmartNTU data is an ADL dataset collected from Nottingham Trent

University (NTU) smart home facility as part of this research study. It contains

the daily activity data of a single resident for the duration of 72 days. The

ambient sensors presented earlier are utilised for the data collection. The

recorded activities performed by the resident includes going to bed, using the

restroom, eating, kitchen-related activities, entry and exit from the home etc.

As highlighted earlier, data generated by these sensors are binary in nature with

1 and 0 signifying active and inactive states respectively. The activities

performed by the residents are inferred from the binary data entries. For

example, the firing of the PIR sensor in the restroom signifies that the resident

is using the restroom while that of the pressure sensor on the bed is an

indication that the resident is sleeping.
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Figure 3.3: A sample ADL data.

3.4.2 Dataset 2: CASAS HH111 Data

The CASAS HH111 data is a publicly available ADL dataset provided by the

Center for Advanced Studies in Adaptive Systems (CASAS) [33]. The data is

collected from a volunteer older adult living alone for the duration of 50 days.

The sensing devices used for the data collected as well as the recorded activities

are similar to that of the SmartNTU data which include activities such as eating,

toileting, sleeping, bathing etc.

A sample plot of the binary data generated by the ambient sensors as well as

the inferred data is shown in Figure 3.3. The attributes of the data include a

timestamp representing the start and end time of an activity, a unique device

identifier for identifying the sensor location, an event value etc. Different

computational models are proposed in the literature for the data interpretation

[34]. The interpreted activities have attributes such as start time, end time,

activity type and the location of the performed activity. Table 3.1 shows a

Table 3.1: A sample of interpreted ADL data.

Start Time End Time Activity Location
21:10:04 03:11:07 Sleeping Bedroom
03:11:51 03:14:11 Toileting Toilet
03:14:52 07:13:07 Sleeping Bedroom
07:15:47 07:22:04 Preparing Meal Kitchen
07:25:01 09:14:17 Watching TV Living Room
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sample of the interpreted activities from the collected sensor data.

3.4.3 Dataset 3: Over-sampled and Synthetic Data

To effectively evaluate the performance of the computational models and to

reduce the effect of class imbalance in the evaluation metrics, the original

dataset (SmartNTU and CASAS HH111) are over-sampled using the technique

proposed in [30] known as Synthetic Minority Over-sampling Technique

(SMOTE). Additionally, two separate synthetic datasets are generated each

based on the distribution of the two datasets. Different anomalous activities

relating to the sleeping pattern are artificially induced such as less sleeping,

oversleeping, interrupted sleep etc. which are also based on the data

distribution. The total of 100 anomalous instances are realised in the respective

datasets after the oversampling and the artificial induction of outliers.

3.4.4 Dataset 4: Gesture Recognition Data

For the hand gesture recognition, data is collected from five (5) participants in a

controlled lab environment. The data is captured using a 2D camera when the

participants are performing the selected gestures corresponding to affirmation

and denial as shown in Figure 3.4. The affirmation gestures indicate to the

robotic intermediary that the model prediction is right, while the denial gestures

signify wrong predictions. A 2D camera is used for the data collection since it is

the most common camera found in smart device and robotic platforms, thereby

giving room for the utilisation of other non-robotic intermediaries. The use of

hand gestures as a communication modality is based on the assumption that the

monitored individuals are in a position to certify the prediction of the anomaly

detection system. While this may only apply to certain groups of individuals,

this communication modality adds to the overall system flexibility in addition to

other modalities such as speech and touch input. It also provides a means for

the different modalities to be enabled or disabled based on the recommendation

of domain experts for any given older adult. The data collection is performed in

three different scenarios as follows:
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Figure 3.4: Hand gestures corresponding to affirmation and denial.

• Scenario 1: The gestures in Figure 3.4 are performed by each volunteer for

approximately one (1) minute in a plain background setting under a good

lighting condition while the videos of the volunteers performing the gestures

are recorded. Frames of images are then extracted from the recorded video

at the rate of 5 Frames Per Second (FPS), generating approximately 6, 000

image frames.

• Scenario 2: In this scenario, the volunteers performed the defined gestures

in a different background setting under a poor lighting condition. This

scenario aims to test the robustness of the gesture recogniser since the

system may be deployed in a home environment with a relatively different

background setting. Each of the defined gestures is also performed for a

duration of one (1) minute and the frames are extracted at the rate 5 FPS

rate, resulting in over 6, 000 images.

• Scenario 3: This scenario is meant to simulate the usability of the

deployed system in a home environment. The volunteers performed the

gestures only when instructed. The aim is to simulate a situation where

an anomaly is detected and the intermediary administers a query to the

user for confirmation. The user’s response can be instantaneous or

delayed. The video stream is recorded for a duration of ten (10) seconds

from the time the query is issued. It is assumed that the gesture

performed by the user is present in the recorded stream. The participants

are instructed to perform each of the gestures ten (10) times, resulting in
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Figure 3.5: Motion related hand gestures.

a total of 200 video streams. The environmental setting for this scenario is

similar to that of “Scenario 1”.

An alternate approach for gesture recognition is considered using a wearable

wrist-mounted sensor that is equipped with an accelerometer. This can be useful

in recognising motion-based hand gestures. Six (6) motion-based hand gestures

are defined to represent motions in different directions (axis), namely, Left, Right,

Front, Back, Up and Circle as shown in Figure 3.5.

The data is collected from the same five participants while performing the

listed gestures in Figure 3.5. The participants performed the gestures

approximately twenty (20) times with a variation in the movement speed,

leading to a total of 634 gestures. A wrist-mounted accelerometer sensor called

“MetaMotionR (MMR)”1 is utilised for the data collection using a set frequency

sample of 50Hz.

1https://mbientlab.com/metamotionr/
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3.5 Data Preprocessing

The collected data could contain unwanted noise, missing or invalid entries which

could affect the model performance. The preprocessing step allows for the cleanup

of the collected data. Conversion of the data into an acceptable format, filtering,

feature extraction and normalisation is also performed.

3.5.1 Activity of Daily Living Dataset

The Activity of Daily Living (ADL) datasets described above contains different

daily activities of the monitored individuals. Since the anomaly detection

approach is activity-dependent, sleeping activity is considered as the activity of

interest. The dataset is filtered and the sleeping activity is selected for

modelling and detection of abnormalities. Activities with missing entries are

discarded while relevant features that can discriminate between the normal and

anomalous cases are extracted as follows:

• Start time: This is the starting hour and minute of the activity. The start

hour ranges from 0 to 23. It is then converted to a scale of -11 to +11 with

0 representing 12 midnight. This is because generally, people do go to bed

at night time. An activity that starts at 11:50 pm is closer to that of 1:00

am with respect to the start time than an activity performed at 9:00 pm.

However, without converting the start time to a scale of −11 to +11, the

margin between 11:50 pm to 1:00 am will be larger as shown in Figure 3.6.

• Duration: This is the duration in minutes of the activity obtained by

subtracting the start time from the end time.

• Number of interruptions: This is the number of times an individual leaves

the bed and returns to it. For example, an individual may leave the bed

in the middle of the night to use the restroom. If the interval (in minutes)

between the time the individual leaves the bed and returns to it is less than

an hour (60 minutes), it is considered an interruption, else it is assumed

that the activity has ended.
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Figure 3.6: A plot of activity start time scaling.

Figure 3.7: A plot of activity start time patterns by day for two users.

• Duration of interruption: This is the total duration (in minutes) of all the

interruptions within an activity.

• Day of activity: This represents the day in which the activity is performed,

ranging from 0 to 6 representing the 7 days of a week. This is important

because the individual may go to bed late on some days and early some

other days due to his/her routine e.g. watching a specific late-night TV

show every Monday and Sunday. Figure 3.7 depicts a simulated scenario of

the bedtime pattern for two users in which “User 2” has a uniform start

time pattern every day while the pattern for“User 1” differs across the days.

• Weekend or Weekday: This is to determine if the activity is performed on

weekdays or weekends. Some individuals might have a different routine for

weekdays and weekends while some might not. 0 and 1 represents weekdays

and weekends respectively.
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The extracted features are in different scales. Computational models sensitive

to scaling may perform poorly on the dataset, therefore, the selected features are

normalised.

3.5.2 Gesture Recognition Dataset

The datasets for the gesture recognition collected using a 2D camera and a

wearable device is preprocessed prior to the application of the computational

models. The recorded video streams described in the scenarios above are

processed and images are extracted at the rate of 5 FPS. Segments of the image

frames that do not contain the gestures of interest are removed. Regions of the

images containing the gestures are marked with a bounding box, and the

labelling of the dataset is performed thereafter. Table 3.2 shows a summary of

the collected data highlighting the number of participants, gestures, image

frames, and the size of the training and validation sets, respectively.

As for the data collected using the wearable sensor, the acceleration data is

filtered using a digital high-pass filter with 0.5Hz cut-off frequency to filter out

the gravity component of the data while a low-pass filter with a cut-off frequency

of 20Hz is employed for noise reduction. The filtering process is performed along

the three different axes (i.e. x, y and z) separately. A signal segmentation

technique proposed in [12, 13] termed Crossings-based Adaptive Segmentation

Technique (CAST) is utilised. According to the authors in [12], the CAST can

detect segments of interest from the signal using the crossing of two moving

Table 3.2: A summary of the collected gesture data using 2D camera.

Feature Description Scenario 1 Scenario 2 Scenario 3
Number of participants 5 5 5
Number of Gestures 4 4 4
Length of each gesture 60 sec 60 sec 100 sec
Length of all gestures per individual 240 sec 240 sec 400 sec
Length of all gestures for all individuals 1200 sec 1200 sec 2000 sec
Extracted images per gesture 300 images 300 images 0
Extracted images for all gestures (per individual) 1200 images 1200 images 0
Extracted images for all gestures (for all individuals) 6000 images 6000 images 0
Training data size 2000 images 0 0
Testing data size 4000 images 6000 images 200 vid
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averages (i.e. a fast moving average and a slow-moving average) of different

magnitude. A moving average is a signal smoothing technique for time series

data that generates a new series based on the computed average of the old series

using a specified sliding window length. The fast-moving average is a moving

average obtained when the window length is short, leading to a rapid motion in

the new time series data while a slow-moving average generated a series with a

slower motion due to its large window length. The moving averages are calculated

using Equation 3.18. After evaluating different values of the moving averages, an

optimal value for the fast-moving average is obtained as 40 samples (i.e. 0.8

seconds), and 300 samples (i.e. 6 seconds) for the slow-moving average. Data

segments with a duration of less than 0.7 seconds are ignored since this is too

short for any of the specified gestures of interest [11].

|MA|t =
1

n
(xt−n

2
+ . . .+ xt + . . .+ xt+n

2
) (3.18)

where |MA|t is the moving average, x is the input data, t is the current point

of the signal and n is the number of points over which the moving average is

calculated.

The features set extracted from the collected time series data segments include

Signal Magnitude Area (SMA), Tilt Angles, Standard Deviation, Mean, Root

Mean Square (RMS), Correlation, Skewness, Kurtosis, Min, Max, MinMax, and

Positive and Negative crossings of the zero-axis. All these outlined features are

calculated along the three axes except for the SMA. Overall, a total of 37 features

are realised after the preprocessing.

3.6 Evaluation Metrics

To evaluate the performance of the computational models, different metrics are

measured in comparison to the ground truth. The ground truth for the anomaly

detection is identified through the manual observation and annotation of the

outliers in the dataset. For the artificially induced anomalies, this is easily

obtained since the altered features of the data entries are known. The data

entries with features that are altered to simulate an abnormally large variance
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are labelled as outliers. The four possible prediction outcomes for any given

entry relative to the anomaly detection are given as follows:

• True Positive (TP): This indicates that the data annotated to be outliers

are correctly predicted as outliers.

• False Positive (FP): This indicates that the data entries labelled as non-

outlier are predicted as outliers.

• True Negative (TN): This indicates that the data entries annotated as non-

outliers are correctly predicted as non-outliers.

• False Negative (FN): This indicates that the data entries labelled as outlier

are predicted as non-outliers by the model.

The evaluation metrics measured are the prediction accuracy, precision and

recall using the expression in Equation 3.19 - 3.21. The accuracy calculates the

model ratio of the number of correctly predicted samples against the total number

of samples in the evaluation dataset. The recall and precision measurement give

a more accurate representation of the true positive rate of predicted data.

Precision =
TP

TP + FP
(3.19)

Recall =
TP

TP + FN
(3.20)

Accuracy =
TP + TN

TP + FP + TN + FN
(3.21)

It should be noted that these metrics are utilised throughout this thesis for

the evaluation of the proposed approaches for anomaly detection as well as for the

gesture recognition approaches. Given that the gesture recognition approaches

are classification problems by default, a Cross-Validation (CV) strategy is adopted

to evaluate the robustness of the approaches. A K-Fold CV strategy is utilised

when required for the model evaluation. In a K-Fold CV, the dataset is shuffled

and divided into ‘K’ number of folds or units. The model is then evaluated K

times, but for each iteration, K − 1 folds are used for model training and the

remaining ‘1’ fold is used for the validation.
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3.7 Conclusion

This chapter presents a description of the computational models employed for

the detection of anomalies such as OC-SVM, iForest, LOF and approach based

on RCE, as well as the supervised models for gesture recognition used for the

communication intermediary. A detailed description of the datasets used for the

validation of the approaches proposed in this thesis, including the choices of the

sensing devices, data collection procedure and the preprocessing techniques are

provided. The datasets include daily activity data collected using ambient sensors

as part of this research study, a publicly available dataset, as well as the gesture

recognition data gathered using a wearable device and a 2D camera. Lastly, the

evaluation metrics utilised for measuring the performance of the models proposed

in this thesis are described. The next chapter presents an ensemble model for

aggregating the anomaly detection models presented in this chapter.
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Chapter 4

Consensus Novelty Detection

Ensemble

4.1 Introduction

In this chapter, an approach for creating an ensemble of novelty detection

models is proposed. Anomaly detection approaches in ADL are too simplistic

and therefore generate a high rate of false alarm [73], making it unsuitable for

monitoring the wellbeing of older adults. To reduce the false alarm rate, the

behaviour of the monitored individuals needs to be modelled accurately. This

can be achieved by using an ensemble of novelty detection models since each

model is good on certain characteristic features. For example, OC-SVM is

sensitive to the presence of outliers in the training data, thereby resulting in

poor performance, while iForest can perform well even when the training data is

contaminated with outliers since it isolates the anomalies instead of profiling the

normal data [91, 100]. An ensemble of machine learning models combines

multiple models’ predictions to achieve better accuracy. For anomaly detection,

an ensemble of homogeneous models that produces the same output is not good

enough. However, an ensemble of heterogeneous models is better since it will

provide the much needed diversity and accuracy [131].

The proposed Consensus Novelty Detection Ensemble (CNDE) approach

generates a score for an activity termed as “Normality Score” qualifying the
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activity as either normal (inlier) or abnormal (outlier). Ensembles of machine

learning models are usually based on a voting approach and the resulting

output is a label representing the class of the data point. In the context of this

research, the output can be either “normal” or “abnormal”. This is not flexible

for ADL anomaly detection since the threshold value for normal and abnormal

activities cannot be explicitly adjusted. Human behavioural routine is complex

and subject to changes due to seasonal or other factors. The normality score

generated by this proposed approach allows the threshold to be dynamically

adjusted to incorporate changes in the individual’s routine. Additionally,

ensemble approaches for novelty detection models have not been given much

attention, and according to our knowledge, none of the few proposed approaches

takes the concept of normality score into consideration. The approach gives

more flexibility since the threshold of the score signifying inliers and outliers can

be altered dynamically.

The rest of this chapter is organised as follows: Section 4.2 presents the

methodology of the ensemble approach while Section 4.3 presents the

experimental results and discussion. Pertinent conclusions are drawn in Section

4.4.

4.2 Methodology

The proposed CNDE approach is based on the concept of internal and external

consensus. This is inspired by the concept proposed by Mahmud et al. [110] in

which a sensor node is certified based on its data and behavioural trust among

the other nodes in the infrastructure. The internal consensus is an internal

voting scheme within each model in the ensemble such that a number of child

models are created for each model and their votes are aggregated, and a score is

computed for the data points. The external consensus is a voting scheme among

the parent models in the ensemble similar to the majority vote approach.

Appropriate weights are estimated and assigned to the respective models in the

ensemble based on their performance. The normality score generated by the

CNDE enables the data to be classified as either normal or abnormal. A higher

normality score indicates that the data point is an inlier (normal) while a lower
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Figure 4.1: An schematic diagram of consensus voting scheme.

score signifies an outlier (anomaly). Figure 4.1 illustrates a schematic diagram

of the consensus voting scheme of the CNDE approach.

Given a set of n training samples X = {x1, x2, ..., xn} of d−dimensional data

(i.e., X ∈ Rd), let A = {a1, a2, ..., am} be a set of m models. A data point x can

be classified as either an outlier or inlier by computing its Normality Score Nx

using an ensemble of A as expressed in Equation 4.1 below.

Nx =
F c
x + Ec

x

2
(4.1)

F c
x is the Combined Internal Consensus Score (CICS) and Ec

x is the Combined

External Consensus Score (CECS) of the data point x respectively.

Ec
x =

1

m

∑
vx (4.2)

vx is the number of votes x received as an inlier from the models and m is the

number of models in the ensemble.
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The aggregate of the votes vx is termed as the Combined External Consensus

Vote (CECV). The class of a data point based on external consensus is determined

by the majority vote of the CECV.

The CICS is the weighted average of the Internal Consensus Score (ICS) as

expressed in Equation 4.3.

F c
x =

1

m

m∑
i=1

I ix ∗ wi (4.3)

where m is the number of models in the ensemble, I ix is ICS of the ith model for the

data point x, and wi is the weight of the ith model. The wi is estimated through

model weight initialisation and penalisation using the expression in Equation 4.5.

The ICS expressed in Equation 4.4 is inspired by the Bagging approach in

machine learning [86]. The training data is split randomly into k-folds. A k-

child models are created for each model in the ensemble. The k-child models are

trained each with one separate fold out of the k-fold training data as illustrated in

Figure 4.1. The votes a data point x receives from the k-child models are termed

as the Internal Consensus Vote (ICV). A data point is considered an inlier by a

model if it has 1 or more ICV.

Ix =
1

k

k∑
i=1

v (4.4)

v is the number of votes x received as an inlier from the child models, and k is

the number of child models (i.e. the number of folds).

The difference between the ICS and the CICS is that the ICS determines

the score of a data point for an individual model in the ensemble, while CICS

computes the score of the data point across all the models in the ensemble using

the respective models’ weights.

The weight of each model is a value ranging from 0 to 1. The models

performing better receives larger weight and vice versa. This is estimated

during training since it is impossible to manually assign appropriate weight

values. The weight of each model is initialised to 1 and penalised by the

percentage of wrong predictions made by the model. Wrong predictions are

determined by comparing the CECV and the ICV. Variability of prediction
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Figure 4.2: Normality threshold estimation.

between the CECV and ICV is considered a wrong prediction, therefore,

warrants the penalisation of that model.

Let W = {w1, w2, ..., wm} be the weights of the m models in the ensemble,

the final weight of each individual model after penalisation can be expressed as:

wf = wi −
e

n
wi (4.5)

where wf is the final weight after penalisation, wi is the initial weight before

penalisation (i.e. 1), e is the number of wrong predictions made by the ith model

and n is the size of the training samples.

Introducing a threshold value ε termed as “Normality Threshold” to serve as

cut-off point for the normality score, the function f(x) that determines the class

of x is expressed as:

f(x) =

{Nx≥ε then x is an Inlier

Nx<ε then x is an Outlier

(4.6)

The normality score is a value ranging from 0 to 1 (i.e. 0 ≤ Nx ≤ 1) with a

higher score signifying inlier and a lower score signifying outlier. Certain standard

deviation to the left of the normality score is considered as the threshold as shown

in Figure 4.2. An ideal threshold is −3σ (i.e. any score below −3σ is considered

as an outlier). This is determined using the standard statistical approach for

outlier detection on a normal data distribution which considers entries beyond a

certain standard deviation (usually −3σ or 3-sigma rule) as outliers [86, 96].
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Algorithm 1, Algorithm 2, Algorithm 3 and Algorithm 4 show the procedures

for computing the CECS, CICS, ICS and the weights of the models respectively as

described above. The time complexities of the respective algorithms are tabulated

in Table 4.1. The worst-case complexities (O) of the algorithms for the Weight

Estimation and Combined Internal Consensus are dependent not just on the size

of the input data (n) but also on the number of models (m) in the ensemble.

It is highly unlikely that the number of models employed will exceed the size of

the training data, and therefore, the complexity will most likely be of the form

O(n). However, if in any case, the number of models in the ensemble is equal

to the size of the training data, then the complexity will be O(n2). Improved

time complexity can be achieved by maintaining a fixed number of models in

the ensemble and having the size of the training data larger than the number of

models.

Algorithm 1 Combined External Consensus Algorithm (CECA)

Input: Dataset X = {x1, x2, ..., xn},
Models List A = {a1, a2, ..., am}

Output: Vote and Score (V e, Ec) = {(vx1 , ex1), (vx2 , ex2), ..., (vxn , exn)}
1: procedure CECA
2: for each x ∈ X do
3: t =

∑
v . Aggregate votes of x as inlier from A

4: ex = 1
m
t . Computing the CECS of x

5: if t is the majority then
6: vx = 1 . x is an inlier by CECV
7: else
8: vx = 0 . x is an outlier by CECV
9: end if

10: end if
11: (V e, Ec)← (vx, ex) . Append result to (V e, Ec)
12: end for
13: end for
14: return (V e, Ec) . Return the CECV and CECS of x
15: end procedure

Table 4.1: Time complexities of proposed algorithms.

Algorithm Complexity
Combined External Consensus Algorithm (CECA) O(n)
Combined Internal Consensus Algorithm (CICA) O(n ∗m)
Internal Consensus Algorithm (ICA) O(n)
Weight Estimation Algorithm(WEA) O(n ∗m)
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Algorithm 2 Combined Internal Consensus Algorithm (CICA)

Input: Dataset X = {x1, x2, ..., xn},
Models List A = {a1, a2, ..., am},
Models Weights W = {w1, w2, ..., wm}

Output: CICS F c = {f cx1 , f
c
x2
, ..., f cxn}

1: procedure CICA
2: for each x ∈ X do
3: for each a ∈ A do
4: Ix = Compute the ICS of x
5: ρ← Ix ∗ wa . ICS and model’s weight
6: end for
7: end for
8: f cx = 1

m

∑m
i=1 ρ . Compute CICS for x

9: F c ← f cx . Append result to F c

10: end for
11: end for
12: return F c . Return the CICS of x
13: end procedure

Algorithm 3 Internal Consensus Algorithm (ICA)

Input: Dataset X = {x1, x2, ..., xn},
Model M with k-child models M = {m1,m2, ...,mk}

Output: Vote and Score (V i, I) = {(vx1 , ix1), (vx2 , ix2), ..., (vxn , ixn)}
1: procedure ICA
2: for each x ∈ X do
3: t =

∑
v . Aggregate votes of x as inlier from childrens of M

4: ix = 1
k
t . Computing the ICS of x

5: if t ≥ 1 then
6: vx = 1 . x is an inlier
7: else
8: vx = 0 . x is an outlier
9: end if

10: end if
11: (V i, I)← (vx, ix) . Append result to (V i, I)
12: end for
13: end for
14: return (V i, I) . Return the ICV and ICS of x
15: end procedure

4.2.1 Combined Concepts

Combining the concepts described, the diagram in Figure 4.3 shows the training

and testing phases of the CNDE approach. The training phase involves the

random splitting of the training data into k-folds, creation of k-child models for
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Algorithm 4 Weight Estimation Algorithm (WEA)

Input: Dataset X = {x1, x2, ..., xn},
Models List A = {a1, a2, ..., am}

Output: Weights W = {w1, w2, ..., wm}
1: procedure WEA
2: Initialise weights W = {w1, w2, ..., wm} to 1
3: Initialise errors E = {e1, e2, em} to 0
4: for each x ∈ X do
5: ve = Get the CECV of x
6: for each a ∈ A do
7: vi = Get the ICV of x by model a
8: if ve 6= vi then
9: ea = ea + 1 . Increment error count of model a

10: end if
11: end if
12: end for
13: end for
14: end for
15: end for
16: for each a ∈ A do
17: wa = Get the weight of model a from W
18: ea = Get the errors of model a from E
19: w∗a = wa − ea

n
wa . Compute final weight by penalisation

20: W ← w∗a . Update weight of model a
21: end for
22: end for
23: return W . Return estimated weights of A
24: end procedure

each model in the ensemble, training and estimating an appropriate weight for

each model, computing the normality score for the training data and estimating

an optimal normality threshold. During the testing phase, the trained models

along with their estimated weights and the normality threshold are applied to

predict the class of the test data.

4.3 Experimentation

In this section, the proposed CNDE model is evaluated using the ADL datasets

described in Section 3.4. This includes the two real datasets (SmartNTU and

CASAS HH111 data) and the synthetic dataset for evaluation of different

performance metrics. The extracted ADL features in Sections 3.5 are

normalised prior to the model training.
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Figure 4.3: The training and testing phases of the proposed CNDE approach.

4.3.1 Model and Parameter Selection

The CNDE approach is generic and can be used with any number of novelty

detection models. However, for this empirical evaluation, models employed are

iForest, LOF, RCE, OC-SVM with a Radial Basis Function (RBF) kernel. The

contamination rate (i.e. the rate of outliers in the training data) is set to 0.1

across all the models since the aim is to model the training data with minimal

error. The number of folds for the internal consensus can be varied depending

on the size of the training set. Three (3) folds are used for the utilised datasets

63



4. Consensus Novelty Detection Ensemble

and the size of the training data is set to 31 days. The weights of the respective

models in the ensemble are initialised to 1 and the normality threshold is taken

as −3σ as described in the methodology section.

To determine the minimum amount of data required for training the model and

to verify if the size of the training data has any significant effect on the model’s

performance, a heuristic approach is used for the model training using different

Table 4.2: Accuracy of the ensemble model based on training size.

Data Size (days)
SmartNTU Data CASAS HH111

Data
Iter. 1 Iter. 2 Iter. 3 Iter. 1 Iter. 2 Iter. 3

10 0.450 0.550 0.480 0.430 0.620 0.560
11 0.480 0.650 0.446 0.552 0.346 0.560
12 0.300 0.465 0.360 0.386 0.620 0.620
13 0.682 0.450 0.565 0.560 0.560 0.386
14 0.368 0.480 0.480 0.882 0.800 0.790
15 0.560 0.682 0.480 0.860 0.852 0.902
16 0.560 0.560 0.446 0.852 0.800 0.922
17 0.682 0.682 0.480 0.944 0.960 0.852
18 0.775 0.776 0.775 0.972 0.972 0.972
19 0.785 0.786 0.785 0.970 0.972 0.970
20 0.786 0.786 0.786 0.968 0.968 0.970
21 0.810 0.810 0.800 0.972 0.970 0.972
22 0.854 0.854 0.856 0.972 0.972 0.972
23 0.854 0.855 0.854 0.962 0.962 0.962
24 0.890 0.892 0.892 0.960 0.960 0.962
25 0.890 0.890 0.892 0.966 0.960 0.960
26 0.892 0.892 0.892 0.962 0.962 0.962
27 0.930 0.931 0.930 0.960 0.960 0.966
28 0.956 0.956 0.955 0.957 0.957 0.958
29 0.955 0.956 0.956 0.966 0.960 0.960
30 0.960 0.960 0.960 0.956 0.956 0.957
31 0.986 0.986 0.987 0.958 0.958 0.958
32 0.986 0.987 0.986 0.957 0.957 0.957
33 0.985 0.985 0.986 0.958 0.958 0.958
34 0.985 0.984 0.984 0.958 0.958 0.958
35 0.986 0.986 0.986 0.956 0.956 0.956
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training sample sizes. The data used for this verification is the oversampled data

described in Section 3.4. Table 4.2 shows the accuracy of the proposed ensemble

approach for the two datasets tabulated across 3 iterations based on the size of

the training data. It can be seen from the result that the accuracy across the

3 iterations remains consistent from day 18 (i.e. when 18 days training data is

used). This shows that a minimum of 18 days of training data is required to

achieve consistency since the accuracy across the 3 iterations normalises from

day 18. It can also be seen that the accuracy of the ensemble model remains

static from day 31 across the datasets. This is an indication that the performance

peak of the model is reached using 31 days of training data. The two reference

points (i.e. 18 and 31 days) are used for further evaluation of the proposed CNDE

approach.

4.3.2 SmartNTU Dataset

The experimental evaluation carried out on the SmartNTU dataset utilises the

first 31 days data for model training while the remaining 41 days data is used

for testing. To ensure that the proposed ensemble approach generalises, multiple

iterations of the experiment is executed since for each iteration, the data is split

and shuffled randomly.

The result in Figure 4.4 shows a plot of the normality score for the

SmartNTU dataset using 31 days training data across 3 iterations. Even though

the normality score varies across the iterations for the different days, the days

identified as anomalous are the same across all the iterations, thereby making

the score difference insignificant. The dataset is examined for variations between

the days identified as anomalous and those identified as normal and the findings

shows that the entries are correctly predicted as outliers.

Additionally, a test is conducted with 18 days of training data to verify if the

size of the training data has any significant effect on the model’s performance. The

obtained result is shown in Figure 4.5. It can be seen that the model performed

poorly when trained with data for 18 days as compared to 31 days of training

data.
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Figure 4.4: Normality score plot for SmartNTU dataset; a) Iteration 1, b)
Iteration 2, c) Iteration 3
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Figure 4.5: Normality score plot for SmartNTU dataset with different training
data sizes; a) 18 days training data, b) 31 days training data.

4.3.3 CASAS HH111 Dataset

Similar to the previous experiment, an evaluation of the ensemble approach is

carried out using the CASAS HH111 data with 31 days data used for training

and the remaining data for testing. Multiple iterations are also performed to

verify the model generalisation. The normality score plot for the CASAS HH111

dataset for the 3 iterations is shown in Figure 4.6. The identified anomalous days

are examined and verified from the dataset.

The model is able to identify data points that do not conform to the known

resident’s behavioural routine. Additional experiment to ascertain the model’s

robustness is conducted with 18 days training data and the result is shown in

Figure 4.7. It is evident from the result that both the 18 and 31 days training data
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Figure 4.6: Normality score plot for CASAS HH111 dataset; a) Iteration 1, b)
Iteration 2, c) Iteration 3
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Figure 4.7: Normality score plot for CASAS HH111 dataset with different training
data size; a) 18 days training data, b) 31 days training data.

produces a comparably similar result, unlike in the case of the SmartNTU data

in Figure 4.5. This further proves the initial assertion that human behavioural

routine varies among individuals and therefore, the model training should be

done on an individual basis. Nonetheless, it can be established that the minimum

number of days required for the modelling is 31 days.

4.3.4 Comparison with Other Models

To evaluate the proposed ensemble approach, a comparison is made with

singular models, ensemble approach based on majority votes, as well as

approaches proposed in [131], namely; Ensemble of Detectors with Correlated

Votes (EDCV) and Ensemble of Detectors with Variability Votes (EDVV). In
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the ensemble approach based on a majority vote, the respective models in the

ensemble vote a data entry as either inlier or outlier with the class having the

majority of votes taken as the final prediction. Since the ensemble approach

consists of 4 computational models, the majority vote approach is evaluated in

two scenarios using different values of the majority vote threshold. For the first

scenario, a threshold value of 2 is selected while for the second scenario, a

threshold value of 3 is selected. The EDCV and EDVV are similar to the

majority vote approach except that for the EDCV, weights of the ensemble

model is estimated from the correlation coefficient of the models’ predicted

score, while for the EDVV, the weights are estimated from the Mean Absolute

Deviation (MAD) of the prediction score as described in Section 3.2.

To measure the performance metrics, the oversampled data as well as

synthetic anomalous data described in Section 3.4 are utilised. The synthetic

data is generated to simulate different anomalous instances such as going to bed

late, insufficient sleep, interrupted sleep etc. A total of 100 days anomalous

activity data is realised. The four computational models (i.e. OC-SVM, iForest,

LOF and RCE) are also used for the various ensemble models.

The results obtained from the comparison of the ensemble models is presented

in Table 4.3. From the presented results, the proposed CNDE approach achieved

Table 4.3: Result of comparison with other ensemble methods based on accuracy.

Training Data
(Days = 31)

Training Data
(Days = 18)

Ensemble
Approach

Collected
Data

CASAS
HH111

Collected
Data

CASAS
HH111

EDCV 0.92958 0.83099 0.88732 0.85915
EDVV 0.90141 0.81690 0.91549 0.83099
Majority
Vote (v=2)

0.54930 0.77465 0.54930 0.78873

Majority
Vote (v=3)

0.76056 0.92958 0.60563 0.94366

Our
Approach
(CNDE)

0.98592 0.95775 0.77465 0.97183
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a better performance than the other ensemble approaches. The only exception

is in the case of the SmartNTU dataset when 18 days data is used to train

the model. This is not surprising since it is established earlier that 31 days of

training data is the minimum requirement for the behaviour modelling. Similar

to what is obtained in the Normality score plot in Figure 4.7, the results for

the CASAS HH111 dataset when trained with data for 18 days and 31 days are

comparably similar, while for the SmartNTU data, the results are significantly

different. This is another confirmation of the variability in the behavioural routine

of one individual to another. Overall, the ensemble approach based on majority

votes with a 3 votes threshold outperformed that of a 2 votes threshold.

Having established that 31 days data is the minimum requirement for the

behaviour modelling, general comparison is carried out with the singular models

are well as the ensemble approaches using 31 days data for training. The result

showing the model accuracy for the SmartNTU data is shown in Figure 4.8 while

that of the CASAS HH111 data is shown in Figure 4.9. It can be seen that the

CNDE outperformed all the other approaches on both datasets, thereby asserting

the effectiveness of the proposed ensemble model.

4.3.5 Discussion

Based of the results presented in Figure 4.8, Figure 4.9 and Table 4.3, it can be

seen that the proposed ensemble model outperformed the other existing

approaches achieving an overall accuracy of 98% and 96% for the SmartNTU

and CASAS HH111 datasets respectively, while at the same time having nearly

a linear runtime complexity in all cases. Additionally, the weight estimation

algorithm allows for the easy identification of better performing models for any

given dataset. This is important since poor performing models for a given

dataset can be identified and discarded from the ensemble. To confirm this

assertion, an experimental evaluation is carried out by discarding the least

performing models from the ensemble and the result is presented in Appendix

A. Using the weight estimation approach in Algorithm 4, the best and least

performing models are identified. For the SmartNTU dataset, the least

performing model is identified as the Robust Covariance Estimation (RCE)

71



4. Consensus Novelty Detection Ensemble

Figure 4.8: Result of the anomaly detection models for SmartNTU dataset.

while for the CASAS HH111 dataset, the least performing model is the Isolation

Forest (iForest). The ensemble model is then evaluated by excluding the poor

performing models and compared to the initial evaluation results (i.e. the

results obtained when no model is discarded). From the presented result in

Appendix A, it can be seen that discarding the poor performing models does

not affect the overall accuracy of the ensemble approach. This is expected since

the models contribute less to the overall prediction of the CNDE approach.

However, a benefit derived from discarding the models is the improvement in

the evaluation runtime of the model. This is because the time allocated for

training the poor performing models is not required, thereby speeding up the

evaluation process. The possibility of dynamically adjusting the normality

threshold without explicitly retraining the models gives more flexibility to

incorporate changes in the human behavioural routine.

72



4. Consensus Novelty Detection Ensemble

Figure 4.9: Result of the anomaly detection models for CASAS HH111 dataset.

Novelty detection models are created on the promise that there is only one set

of available training data. This means that the training data contains none or a

negligible amount of outliers [135]. A significant amount of outliers (noise) in the

training data can drastically affect the performance of the models, and therefore,

the proposed ensemble approach. In a scenario where a significant amount of

outliers exists in the training set, the most feasible approach is to reduce the

class imbalance problem by undersampling the majority class or oversampling

the minority class. Supervised learning algorithms can then be utilised to classify

the data as applied in [18]. While the proposed ensemble approach is applied

in a batch manner where all the needed training data are available, it has the

potential of being utilised in an incremental learning scenario where the models

are required to adapt to new data when they become available, as discussed in

Chapter 6.
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4.4 Conclusion

This chapter presents an ensemble approach for novelty detection models based

on the concept of internal and external consensus for the detection of ADL

anomalies. This approach allows the weights of the models in the ensemble to

be estimated during training based on the models’ performance, thereby making

the identification of suitable models to be incorporated in the ensemble possible.

The resulting output of the ensemble approach is a score termed as “Normality

Score” qualifying the data as either inliers or outliers. This offers more

flexibility since the threshold of the normality score can be dynamically

adjusted to incorporate changes in human activities, thereby allowing new or

unknown data entries to be learned incrementally. The experimental evaluation

of the CNDE on ADL datasets outputs an excellent result. While the CNDE is

able to detect ADL anomalies, the features of the dataset that are likely to be

the source or reason for the outlier prediction are not identifiable. The next

chapter presents a novel similarity measure approach for identifying the sources

of anomalies in ADL data based on the prediction result of the ensemble model

presented in this chapter.
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Chapter 5

Similarity Measure for Anomaly

Source Identification

5.1 Introduction

In the preceding chapter, an ensemble approach for anomaly detection models

was proposed. The limitation of the proposed approach as well as existing

anomaly detection models is their inability to identify the anomaly sources. The

term “Source(s) of Anomaly” is used to refer to the feature of the data entry

responsible for the classification of the entry as an outlier. For example, for an

activity-based anomaly detection system for sleeping routine, different features

of the sleeping activity such as the time, duration, day or week, interruptions,

activity transitions, proceeding or succeeding activities can be the reason for the

abnormality. As an illustration, Figure 5.1 shows a sample plot representing a

sleeping activity pattern with two features, sleeping start time and duration,

selected from several features for easy visualisation. The clusters “X1”, “X2”

and “X3” represent the normal activity routines while A, B, and C indicate the

outliers. Existing computational models can identify the anomalies but not the

sources of the anomalies. The sources can be observed from Figure 5.1 as

follows: I) the anomaly source for “A” is the duration feature indicating

insufficient sleep or oversleeping, II) the anomaly source for “B” is the start

time feature indicating going to bed early or late while III) the anomaly source
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Figure 5.1: A sample plot representing sleeping activity with three outliers A, B
and C.

for “C” is both the start time and duration features.

The main contribution of this chapter is the proposal of a similarity measure

approach for identifying the sources of anomalies in human activities. The

proposed exploratory approach is based on a pairwise distance measure of the

features extracted from the activity data. Two approaches for measuring the

pairwise distance are presented and termed as One vs One Similarity Measure

(OOSM) and One vs All Similarity Measure (OASM). Statistical measures are

then applied to estimate the threshold of the extracted features with features

exceeding the threshold predicted as the anomaly sources. The CNDE model

introduced in Chapter 4 is applied for the detection of outliers in the data while

the proposed similarity measure approach is applied to the predicted outliers in

order to identify their sources.

The rest of this chapter is organised as follows: Section 5.2 presents the

proposed similarity measure approach. Section 5.3 contains experimental

evaluation of the approach while a conclusion of the work is provided in Section

5.4.
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Figure 5.2: A workflow of the anomaly detection and source identification process.

5.2 Methodology

The proposed workflow for identifying the sources of abnormalities in human

activities presented in 5 steps is shown in Figure 5.2. To detect the anomaly

sources, the underlining ADL data must contain outliers identifiable using

computational models. Detecting abnormalities is a complex task due to the

variability of activities from one individual to another, thereby leading to the

absence of standardised datasets representing normal and abnormal activities.

Additionally, the existence of anomalies in different activities makes the

anomaly detection task rather arduous. To address this, a data-driven

activity-based approach is adopted whereby the computational models for

anomaly detection are trained on data representing the activities of interest.

The initial set of data collected from the home environment representing the

usual behavioural routine of the monitored individual is used to train the
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Figure 5.3: A schematic diagram of the proposed similarly measure approach.

novelty detection models to serve as a baseline. The baseline model is then

utilised on subsequent activity data to detect deviating routines that constitute

an abnormality. In this context, the result of the model for each activity is

considered as either normal or anomaly. The observations predicted as

anomalies are then explored further to identify the actual reason for the

abnormality. In the remaining part of this section, the exploratory similarity

measure approach for identifying the anomaly sources (stage 5 of the workflow)

is presented.

Computational models identify outliers by measuring the similarity between

data points such that entries with a significant variance in the measured

similarities are predicted as anomalies. The process of identifying the sources of

the anomaly as shown in the schematic diagram in Figure 5.3 involves:
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- Estimating the similarity matrix of the training data.

- Estimating the threshold of the similarity matrix.

- Computing the similarity matrix of the anomalous observation and,

- Calculating the similarity score of the anomalous observation to identify

the source.

- Perform a feature by feature comparison of the similarity measure entry for

the anomalous and training observation.

- Predict a feature as the outlier source if it exceeds the defined threshold.

Different similarity measures exist in the literature for numerical and

categorical data with distance functions such as Euclidean, Minkowski,

Manhattan distances commonly used as a measure of similarity for numerical

data [171]. In general, machine learning models for both supervised and

unsupervised learning utilise distance measures. For example, KNN uses

distance functions such as Euclidean and Manhattan to measure the distances

between a data point and its neighbours, with instances having relatively close

neighbours classified as observations of the same class [78, 171]. Clustering

algorithms such as K-Means uses distance measure to estimate the proximity of

the data entries to their assigned cluster centroids [171].

Two approaches for the distance measurement are proposed and termed as;

“One vs One Similarity Measure (OOSM)” and “One vs All Similarity Measure

(OASM)”. The approaches involve the pairwise distance measurement of the

corresponding features of the dataset. We utilised three distance functions

namely; Euclidean, Chebyshev and Canberra distance satisfying the

fundamental distance measure requirements as follows [171]:

- Non-negativity rule: D(x, y) ≥ 0

- Symmetry rule: D(x, y) = D(y, x)

- Identity of indiscernible rule: D(x, y) = 0 iff x = y
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In the OOSM, the distance is measured between corresponding features of the

data entries one at a time. For example, the distance of the ith feature of the first

entry a1 is measured against the ith feature of the second entry a2, then with that

of the third entry a3 and vice-versa across all the features as given in Equation

5.7. In the OASM, the distance of the corresponding features is measured all

together in one single expression. For example, the distance of the ith feature of

the first entry a1 is measured against the ith feature of all the remaining entries

as presented in Equation 5.11.

To express the baseline formula for the selected distance functions, let D be a

distance function between two n-dimensional data entries x and y. The Euclidean,

Chebyshev and Canberra distance are defined as follows:

Euclidean distance: D(x, y) =

√√√√ n∑
i=1

(
xi − yi

)2
(5.1)

Chebyshev distance: D(x, y) =
n

max
i
|xi − yi| (5.2)

Canberra distance: D(x, y) =
n∑
i=1

|xi − yi|
|xi|+ |yi|

(5.3)

5.2.1 One vs One Similarity Measure (OOSM)

Let A = {a1, a2, ..., an} be a d-dimensional set of n normal activity data used for

training the anomaly detection model. Let S(A,A) be the similarity matrix for A

calculated as the distance of the pairwise features of the observations. Expressing

the data A in a matrix form:

A =


a11 − − ad1

− − − −
− − − −
a1n − − adn

 (5.4)
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Given the similarity matrix S(A,A) for A:

S(A,A) =


S(a1, A)

−
−

S(an, A)

 (5.5)

The similarity S(ai, A) for the ith observation of A is presented in Equation 5.6

with the 	 notation indicating a pairwise distance measure.

S(ai, A) =
[
a1i − − adi

]
	


a11 − − ad1

− − − −
− − − −
a1n − − adn

 (5.6)

using OOSM approach, S(ai, A) is calculated as:

S(ai, A) =


∂(a1i , a

1
1) − − ∂(adi , a

d
1)

− − − −
− − − −

∂(a1i , a
1
n) − − ∂(adi , a

d
n)

 ,S(ai, A) ∈ Rnxd (5.7)

where ∂(aki , a
k
j ) is a 1-dimensional pairwise distance whose expression is obtained

by transforming the three distance functions in Equation 5.1 - 5.3. The ∂(aki , a
k
j )

can be expressed as:

Euclidean: ∂(aki , a
k
j ) =

√
(aki − akj )2 = |aki − akj | (5.8)

Chebyshev: ∂(aki , a
k
j ) = max |aki − akj | = |aki − akj | (5.9)

Canberra: ∂(aki , a
k
j ) =

|aki − akj |
|aki |+ |akj |

(5.10)

81



5. Similarity Measure for Anomaly Source Identification

5.2.2 One vs All Similarity Measure (OASM)

The similarity matrix S(ai, A) in Equation 5.6 is calculated as:

S(ai, A) =
[
∂(a1i , a

1
j=1,..,n) − − ∂(adi , a

d
j=1,..,n)

]
,S(ai, A) ∈ R1xd (5.11)

The 1-dimensional pairwise distance ∂(aki , a
k
j=1,..,n) obtained by transforming

Equation 5.1 - 5.3 is expressed as:

Euclidean: ∂(aki , a
k
j=1,..,n) =

√√√√ n∑
j=1

(aki − akj )2 (5.12)

Chebyshev: ∂(aki , a
k
j=1,..,n) =

n
max
j=1
|aki − akj | (5.13)

Canberra: ∂(aki , a
k
j=1,..,n) =

n∑
j=1

|aki − akj |
|aki |+ |akj |

(5.14)

The threshold
−→
S (A) of the features (columns) of S(A,A) in Equation 5.5 is a

row vector estimated from the positively (right) skewed distribution of the entries

using median and interquartile range rule for outlier detection [157].

−→
S (A) =

[
δ1 − − δd

]
,
−→
S (A) ∈ R1xd (5.15)

δk = αk + eβk (5.16)

where α, β are the median and interquartile range of the kth feature while e is a

constant (usually set to 1.5).

Given a set of d-dimensional outliers B = {b1, b2, ..., am}, the anomaly source

for each observation bi is determined by estimating its similarity with the non-

outlying data using Equation 5.17. The 	 notation in the expression indicates a
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pairwise distance measure.

S(bi, A) =
[
b1i − − bdi

]
	


a11 − − ad1

− − − −
− − − −
a1n − − adn

 (5.17)

S(bi, A) is calculated using either OOSM in Equation 5.7 or using OASM in

Equation 5.11. The similarity score S̃(bi, A) for bi is a row vector obtained by

calculating the feature mean of S(bi, A) from Equation 5.17.

S̃(bi, A) =
[
ρ1 − − ρd

]
, S̃(bi, A) ∈ R1xd (5.18)

ρk =

{mean(S(bki ,A)) for the OOSM

S(bki ,A) for the OASM

(5.19)

where ρk is the score for the kth feature of the observation bi.

The function f(ρk) that determines if the k feature is the anomaly source is

expressed as:

f(ρk) =

{0≤ρk≤δk The kth feature is NOT the anomaly source

otherwise The kth feature is the anomaly source

(5.20)

The anomaly source is identified in Equation 5.20. If the similarity score of

the feature ρk has an abnormally large variance to the feature threshold δk, the

kth feature of the observation is the anomaly source.

The procedure to implement the proposed similarity measure is provided in

Algorithm 5. In the next section, an empirical evaluation of the approaches is

carried to identify the source(s) of the ADL anomalies in the datasets.

5.3 Experimentation

The ADL datasets describe in Section 3.4 are used for the evaluation of the

proposed similarity measure approach. This approach for identifying the sources
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Algorithm 5 Similarity Measure

Input: Training set A = {ai}, i = 1, ..., n
Outlier observation bj

Output: Features list (sources) f = {}
1: procedure Anomaly Source
2: S(A,A)← Compute similarity of A

3:
−→
S (A) = {δk}, k = 1, ..., d← Estimate threshold of S(A,A)

4: S(bj, A)← Compute similarity of outlier bj
5: S̃(bj, A) = {ρk}, k = 1, ..., d← Compute score of S(bj, A)
6: for k = 1 : d do
7: if ρk ≥ 0 and ρk ≤ δk then
8: f ← index(k) . kth feature is a source
9: else
10: f ← f . kth feature is NOT a source
11: end if
12: end if
13: end for
14: end for
15: return f
16: end procedure

of anomaly applies to data already classified as outliers by the anomaly detection

models. Therefore, the anomaly detection results in the previous chapter are

utilised. The results indicate that the models are able to identify abnormalities

in the sleeping activity, which may be due to the variability in the extracted

features.

The observations from the datasets (SmartNTU and CASAS HH111) that

are predicted as outliers are further explored using the proposed similarity

measure to identify the anomaly sources. After the oversampling of the datasets

with Synthetic Minority Oversampling Technique (SMOTE) prior to the model

training, the respective datasets contains approximately 100 anomalous

observations with a relatively equal number of anomaly sources in four of the

most discriminating features that are identified using Principal Component

Analysis (PCA). The four features are the start time, duration, interruption,

and interruption length.

The outlying observations are explored, and the features of the data that are
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the likely anomaly sources are identified. Since multiple features can be

identified as the source, A condition is set such that the identification of at least

one anomaly source per activity is sufficient. In a scenario where multiples

anomaly sources (features) are identified, a true positive prediction is assigned if

one of the predicted sources matches the ground truth.

To evaluate the performance of the similarity measure approaches, the

accuracy, precision and recall are measured using Equations 3.19 - 3.21. The

ground truth of the anomaly sources is identified through the manual

observation and annotation of the outliers on a feature by feature basis and

from the annotated data used for anomaly detection. The features that are

altered to simulate an abnormally large variance for a given data entry are

labelled as the sources of the anomaly for that entry. The precision and recall

are computed on a feature by feature basis while the accuracy is computed

across all the features for the given dataset. In this context of anomaly source

identification, the following four parameters for measuring the accuracy,

precision and recall are defined as follows:

- True Positive (TP): when a feature of the data entry labelled as the anomaly

source is correctly predicted as the source by the model.

- False Positive (FP): when a feature of the data entry that is not labelled

as the anomaly source is wrongly predicted as the source by the model.

- True Negative (TN): when a feature of the data entry labelled as not the

anomaly source is correctly predicted as not the source by the model.

- False Negative (FN): when a feature of the data entry labelled as the

anomaly source is wrongly predicted as not the source by the model.

For a more robust analysis, additional synthetic data is generated with

different anomalous entries for the duration of 100 days. The features of the

generated data are based on the distribution of the midpoints for the first and

second quartile of the SmartNTU dataset. The simulated outliers sources are

set as the third quartile of the data distribution of the features. This data,

along with the two real datasets, are then used to validate the similarity
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measure approaches. The result obtained for the similarity measure approaches

based on Euclidean distance is presented in Figure 5.4 showing the precision

and recall for the different features. Similarly, Figure 5.5 and Figure 5.6 shows

the results for the Chebyshev and Canberra distances respectively. It can be

seen that similarity measure approaches are able to identify the anomaly

sources across the validation datasets. A summary of the performance metrics is

tabulated in Table 5.1 and Table 5.2.

5.3.1 Discussion

From Table 5.1, it can be seen that the obtained result is slightly better for the

SmartNTU dataset compared to that of the CASAS HH111 dataset. However, the

result for the Synthetic data surpasses that of the real datasets. This is expected

since the synthetic data is carefully crafted to fit the model’s requirement and

therefore, should not be used as a measure of accuracy given that the models

can be biased towards the data. The average accuracy in Table 5.2 is grouped

based on the distance function and based on the similarity measure approach

across the two real datasets (SmartNTU and CASAS HH111). The result of the

synthetic data is excluded in the computation due to its biased nature. It is

evident that the Euclidean distance function has the best performance while the

Canberra distance has the least. Additionally, the OASM approach outperforms

the OOSM approach across the datasets. This gives the OASM approach an

additional advantage in addition to having a linear runtime complexity O(n)

over the OOSM approach that has a quadratic runtime complexity O(n2).

The identified anomaly sources (e.g. start time, duration etc.) may not

present a significant meaning in an AAL context. To better understand the

anomalies, a mapping is created from the extracted feature space to the real-life

space. This means that the extracted features are translated and attributed to

real-life causes of the anomalies. For example, if the anomaly source is the start

time, then the real-life source could be an indication of going to bed early or later

than usual. Similarly, if the anomaly source is the duration, then this can be

attributed to having an insufficient sleep or oversleeping. The mapping may vary

depending on the extracted features and their ground truth representation. A
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Figure 5.4: Result for the similarity measures based on Euclidean distance on; a)
SmartNTU dataset, b) CASAS HH111 dataset, c) Synthetic dataset.
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Figure 5.5: Result for the similarity measures based on Chebyshev distance on;
a) SmartNTU dataset, b) CASAS HH111 dataset, c) Synthetic dataset.
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Figure 5.6: Result for the similarity measures based on Canberra distance on; a)
SmartNTU dataset, b) CASAS HH111 dataset, c) Synthetic dataset.
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sample of the translated anomaly sources is summarised in Table 5.3 indicating

the identified source and its real-life mapping observed from the data. To the

best of our knowledge, no other exploratory approach exists in the literature

for identifying anomaly sources in this context, thereby making a comparative

analysis of the proposed similarity measure nearly impossible.

Additionally, the datasets used for this validation is made up of small data

samples with fewer features. In a scenario where the dataset is significantly

large or contains a large feature set, the proposed approach for estimating the

similarity matrices may be time-consuming. This is because the similarity is

measured for each outlying observation against the entire training samples across

all the features. A heuristic approach for selecting fewer samples of the training

data to be used for the similarity estimation can improve the efficiency of the

methodology.

Table 5.1: Overall accuracy of the similarity measure approaches.

Dataset Distance Function OOSM OASM

SmartNTU
Euclidean 0.85 0.86
Chebyshev 0.85 0.86
Canberra 0.75 0.86

CASAS HH111
Euclidean 0.70 0.85
Chebyshev 0.70 0.83
Canberra 0.25 0.58

Synthetic
Euclidean 0.95 0.98
Chebyshev 0.95 0.98
Canberra 0.87 0.98

Table 5.2: Average accuracy of the similarity measures grouped by distance
function and by similarity measure (SmartNTU and CASAS HH111 datasets).

Description Measure Average Acc.

Based on distance function
Euclidean 0.82
Chebyshev 0.81
Canberra 0.61

Based on similarity measure
OOSM 0.68
OASM 0.81
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5.4 Conclusion

This chapter proposes a novel exploratory approach for identifying the sources

of abnormalities in human activities based on a similarity measure approach.

This is relevant as existing methodologies are unable to identify the sources of

the abnormalities, thereby hindering the development of adaptive monitoring

systems with reduced false prediction rate. The proposed approach involves the

pairwise distance measurement of the extracted features of the activity dataset in

the form of a similarity matrix. A statistical approach is then applied to estimate

the optimal threshold of the features and for the identification of the anomaly

sources. Experimental evaluation of this approach achieved an overall average

accuracy of 0.82, showing the credibility of the proposed approach for utilisation

in an in-home monitoring system. In the next chapter, a continuation of this

work is carried out by making the anomaly detection approach adaptive to the

changes in human behaviour over time.
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Chapter 6

Adaptive Anomaly Detection

Approach

6.1 Introduction

This chapter presents an adaptive model-based approach to anomaly detection

system in ADL. The approach adapts to new data corresponding to changes

in the human behavioural routines over time. A data-driven filtering approach

termed as “Forgetting Factor” is presented. It allows the system to identify

outdated activity data to be discarded while incorporating newly identified data

representing the changes in human behaviour for adaptation. This is a practical

approach since the goal is for the system to adapt to the current behavioural

routine of an individual while discarding irrelevant characteristics feature of the

old routines. Two forgetting factor approaches are proposed, namely, Forgetting

Factor based on Data Ageing (FFDA) and Forgetting Factor Based on Data

Dissimilarity (FFDD) while using the CNDE approach proposed in Chapter 3 for

the data modelling.

The existing systems for abnormality detection are not often adaptive to

changes in human behavioural routine, thereby generating high false alarm rate

[70, 73]. Changes in daily routines are often predicted as abnormalities due to

this lack of adaptation. A self-supervised approach called Abnormal Event

Detection Network (AED-Net) for detecting anomalies in crowded scenes is
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proposed in [165] while another approach based on Conditional Random Field

(CRF) and Mixtures of Dynamic Textures (MDT) is proposed in [98]. However,

these two approaches utilised video stream data which differs from our use case

where binary ADL data collected using ambient sensors are utilised. Moreover,

a sufficient amount of training data is required for the modelling to achieve an

acceptable result. In a limited data scenario, or where the data is overly

dynamic and changes over time, a model capable of learning continuously and

adapting to new data is desirable. This can be deployed in a dynamic

environment and can play a significant role in ADL anomaly detection.

The rest of this chapter is organised as follows: Section 6.2 presents the

formulation of the proposed adaptive approach. In Section 6.3, the methodology

is validated and the obtained results along with a discussion are provided. A

conclusion of the work is provided in Section 6.4.

6.2 Methodology

The adaptive model pipeline allows the system to adapt to novel data

representing changes in human activity routine. Novel activity instances may be

a reflection of actual abnormality or a behavioural change requiring

confirmation from an external agent (such as humans). Figure 6.1 shows an

overview of the proposed adaptive approach with support for a human

confirmation of the detected abnormalities. To realise this, the following

assumptions and constraints in line with the research objectives are defined.

- Assumption 1 : Anomalous activities of interest occur consecutively over

a time period. Isolated outlier instances may be due to erroneous data,

misprediction or rarely a true anomaly.

- Assumption 2 : A consecutive occurrence of anomalous activity could be

an indication of behavioural change or abnormality due to health-related

challenges. An external communication intermediary can be incorporated

to verify the status of the detected outliers as shown in Figure 6.1.

- Assumption 3 : Anomalous instances verified as behavioural changes
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Figure 6.1: An overview of the adaptive anomaly detection system.

should be incorporated into the system for adaptation. A forgetting factor

is introduced to discard outdated behavioural pattern while incorporating

the currently verified routines.

6.2.1 Forgetting Factor

TThe forgetting factor is introduced to enable the filtering of the activity data

used for updating the model. The characteristic features of the newly verified

data are incorporated into the system by updating the anomaly detection model

while the outdated features are discarded. This is achieved by filtering both the

existing and new activity dataset to remove entries that do not conform to the

current behavioural routine of the individual based on the two forgetting factor

approaches, i.e. FFDA and FFDD.

6.2.1.1 Forgetting Factor based on Data Ageing (FFDA)

In this approach, the existing training data entries are discarded based on the

age of the data. This is based on the hypothesis that the oldest activity data

represents an obsolete behavioural routine, while the recent data represents the

current routine of an individual. Since the activity data contains a timestamp,

the entries are sorted using the timestamp and the oldest entries are replaced
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Algorithm 6 Forgetting Factor based on Data Ageing

1: DOld is the existing data
2: DNew is the newly verified data . (n = dataset size)
3: DFinal is the filtered data
4: procedure ForgetOldestData(DOld, DNew)
5: Sort (DOld) . sort by data age
6: RemoveOldest(DOld, n) . discard n-top entries
7: DFinal ← Append(DOld, DNew)
8: return DFinal

9: end procedure

Algorithm 7 Forgetting Factor based on Data Dissimilarity

1: DOld is the existing data
2: DNew is the newly verified data . (n = dataset size)
3: DFinal is the filtered data
4: procedure ForgetDissimilarData(DOld, DNew)
5: SimMatrix ← EstimateSimilarity(DOld, DNew)
6: Rank(SimMatrix) . using Linear Regression
7: RemoveDissimilarData(DOld, n)
8: DFinal ← Append(DOld, DNew)
9: return DFinal

10: end procedure

with the newly verified data. A practical limitation of this approach is that the

oldest activity data may have more similarity to the current routine than some of

the recent entries. Algorithm 6 contains the FFDA implementation procedures.

6.2.1.2 Forgetting Factor based on Data Dissimilarity (FFDD)

In this approach, the discarded activity data are identified based on a similarity

measure. Data entries in the existing training data are measured for similarity

against the newly verified data. A ranking of the data entries is performed based

on linear regression to identify the most dissimilar entries. Unlike in the FFDA

approach where the oldest data are assumed to be less representative of the

current behavioural routine, the FFDD is more generic since it relies on the

data similarity measure. The FFDD implementation procedures are given in

Algorithm 7.
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6.2.2 Data Similarity Measure

The proposed FFDD performs a similarity measure between the existing and the

newly verified activity data entries. The similarity is measured using a Euclidean

distance function. Computational models for classification and outlier detection

utilises distance as a measure of similarity [171]. For example, K-Mean clustering

uses distance measure to estimate the proximity between data entries and the

centroids while KNN uses distance measure such as Euclidean distance to identify

the neighbours of data entries for classification [78, 171]. The choice of Euclidean

distance measure over other distance functions is supported by the experimental

evaluation carried out in Chapter 5 in which Euclidean distance achieved a better

result compared to Chebyshev and Canberra distance.

Let A = {a1, a2, ..., an} be a d-dimensional set of n activity data used for

the initial training of the anomaly detection model and B = {b1, b2, ..., bm} be a

d-dimensional set of m verified data for adaptation. The similarity S(A,B) of A

and B is a matrix estimated from the Euclidean distance between the pairwise

features of the data. Expressing the data A and B in a matrix form:

A =


a11 − − ad1

− − − −
− − − −
a1n − − adn

 , B =


b11 − − bd1

− − − −
− − − −
b1m − − bdm

 (6.1)

Given the similarity measure matrix S(A,B) for A and B:

S(A,B) =


−→
S (a1, B)

−
−

−→
S (an, B)

 ,S(A,B) ∈ Rnxd (6.2)

The similarity S(ai, B) for the ith entry of A is calculated as the per feature

distance after normalisation of the entry using Equation 6.3, with the 	 notation
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indicating a pairwise distance measure:

S(ai, B) =
[
a1i − − adi

]
	


b11 − − bd1

− − − −
− − − −
b1m − − bdm

 (6.3)

S(ai, B) =


∂(a1i , b

1
1) − − ∂(adi , b

d
1)

− − − −
− − − −

∂(a1i , b
1
m) − − ∂(adi , b

d
m)

 ,S(ai, B) ∈ Rmxd (6.4)

where ∂(aki , b
k
j ) is a 1-dimensional pairwise Euclidean distance expressed as:

∂(aki , b
k
j ) =

√
(aki − bkj )2 = |aki − bkj | (6.5)

The matrix S(ai, B) is converted into a row vector
−→
S (ai, B) by calculating its

per-feature (column) mean.

−→
S (ai, B) = mean

(
S(ai, B)

)
,
−→
S (ai, B) ∈ R1xd (6.6)

−→
S (ai, B) =

[
mean

(
∂1i,1, ∂

1
i,m

)
− − mean

(
∂di,1, ∂

d
i,m

)]
(6.7)

Since S(A,B) consist of row vectors, the vectors are converted into a scalar

(ranked) for easy sorting as mentioned in Algorithm 7. The ranking G(A,B) of

S(A,B) is determined using a linear regression model. Linear regression is

expressed as the linear combination of the attributes(features) with their

corresponding weights as expressed below:

G = w0 + w1S1 + w2S2 + ...+ wdSd =
d∑

k=1

wkSk (6.8)

where [w1, ..., wd] are the feature weights, w0 is the error term set to 0, Sk is a

scalar representing the value of the kth column for the given row, and d is the

number of features in the dataset.
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Algorithm 8 Procedure for computing Similarity Measure.

1: A = {ai}, i = 1, ..., n is the initial training data
2: B = {bj}, j = 1, ...,m is newly verified data
3: S(A,B) is an [n, d] similarity matrix for A & B
4: procedure EstimateSimilarity(A, B)
5: for ai ∈ A do
6: S(ai, B) is an [m, d] similarity matrix
7: for bj ∈ B do

8:
−→
Vr is a [1, d] row vector

9: for [k := 1 : d] do . for-each feature
10: ∂ := distance(aki , b

k
j ) . euclidean dist.

11:
−→
Vr ← ∂ . insert column to

−→
Vr

12: end for
13: S(ai, B)←

−→
Vr . insert row to matrix

14: end for
15:

−→
S (ai, B) is a [1, d] row vector

16: for [k := 1 : d] do . for-each feature

17: αk := mean
[
S
(
aki , B

k
{b=1,...,m}

)]
18:

−→
S (ai, B)← αk . insert as column

19: end for
20: S(A,B)←

−→
S (ai, B) . insert row to matrix

21: end for
22: return S(A,B)
23: end procedure

The PCA is applied during the training of the anomaly detection model to

determine the most discriminating features of the dataset. The weights of the

features (ranging from [0, 1]) is taken as the percentage fraction of the ranking

of the features based on PCA using the expression (1− Feature Rank (r)
Number of Features (d)

). The

weight of the most discriminating feature is taken as (1 − 1
d
), while that of the

second most discriminating feature is given as (1− 2
d
) and vice versa. Algorithm 8

outlines the procedure for computing the similarity measure for the given sample

datasets A and B.
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Figure 6.2: A schematic diagram of the data-driven adaptive system pipeline.

6.2.3 Adaptive System Pipeline

The approaches described earlier are combined to form the adaptive system

pipeline as shown in the schematic diagram in Figure 6.2. This proposed

adaptive approach is activity-dependent and data-driven. Its goal is to adapt to

the newly verified data while forgetting the characteristic features of the

outdated data identified using the proposed forgetting factor approaches (i.e.

FFDA and FFDD). The forgetting factor feature makes the system environment

invariant and allows for easy adaptation to a different environment and

datasets.

Considering that the proposed approach may be similar to a brute-force

method of appending (merging) the newly verified data to the existing one, a

significant difference is that this approach allows the system to forget the old

behavioural routine data completely without retaining its characteristic features

while a brute-force approach still retains features of the old behavioural data.

From the illustration in Figure 6.2, the training of the anomaly detection
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models (such as OC-SVM) is performed with the initial set of collected data. A

copy of the data and the trained model are saved on a storage component of the

system for future use. Subsequent data collected after the system deployment is

validated by the model to detect outliers (anomalies). The result of the model

prediction can either be normal or anomaly for any given activity. In an ideal

scenario, a single abnormality prediction may not constitute a major concern

as this may be due to erroneous sensor reading or model misprediction, while

consecutive repeated anomalies will undergo human verification as highlighted in

the defined constraints. In a situation where the prediction is confirmed to be

wrong and the activities are identified as normal behavioural changes, the stored

data is retrieved from the storage component. The proposed forgetting factor

approaches are then applied to both the existing and newly verified activity data.

A model update is performed and the storage component is updated with the

consolidated data entries to enable future occurrences of similar activity pattern

to be identified as normal behavioural routine.

While this approach puts more emphasis on adapting to changes in

behavioural routine that are wrongly identified as outliers, the adaptive system

can benefit from periodic model updates at regular intervals (e.g., weekly,

monthly, quarterly, etc. based on deployment requirements and data size) with

data of normal behavioural routines (i.e. data that are not identified as outliers)

to ensure that the model reflects the current behaviour of the monitored

individuals.

This chapter only aims to show how the model is able to adapt to new data

representing the changes in the behavioural routine of an individual. The

reporting and confirmation aspect of the detected abnormalities, which can be

achieved through various modalities, is discussed in Chapter 7. The

methodology proposed in this thesis as presented in Chapter 1 incorporate

human in the loop and highlights the role of a human agent in the learning

process of the system while utilising an assistive robot as an intermediary.

Additionally, the detected anomalies are meant to be confirmed by the human

agent before the data entries are transmitted to the computational model for

adaptation. Therefore, the role of the human agent is to confirm whether

detected activities are abnormal or not with the help of a communication
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intermediary. To facilitate the Human-Robot Interaction (HRI), different

communication modalities are considered, such as touch, speech and gesture. A

detailed discussion of the proposed gesture recognition model is presented in the

next chapter.

6.3 Experimentation

The two datasets utilised for this evaluation are the SmartNTU dataset and

CASAS HH111 dataset described in Section 3.4. The evaluation is conducted

after the data preprocessing which include the removal of data instances with

missing entries and erroneous readings, filtering and selection of activity,

features extraction and normalisation. The proposed adaptive system is

activity-dependent (i.e. for optimal performance, activities of interest must be

selected and modelled independently) in which the sleeping activity is selected.

The baseline anomaly detection model in the adaptive system is the CNDE

ensemble approach proposed in Chapter 4 with the recommended 31 days data

used for training and a model contamination rate of 0.1 across all the four

models in the ensemble. This baseline ensemble model is not adaptive by

default, therefore, novel or new data entries are always predicted as outliers.

The system capability of forgetting outdated data while adapting to the

newly verified ADL data is evaluated. To achieve this, a cross-dataset

evaluation strategy is performed such that the anomaly detection model is

trained on one dataset and evaluated for adaptation on the other dataset. For

example, the model is trained on the SmartNTU dataset and adapted to the

CASAS HH111 dataset and vice versa. This validation strategy is adopted to

ensure that the system is environment invariant, i.e. the system can be

migrated to a different environment with easy adaptation.

In the cross dataset validation technique, to evaluate the adaptive approach

on the SmartNTU dataset, the first 31 days data is used for training while the

remaining data (referred to as a segment of the training dataset) is used for

validating the error rate of the model. The CASAS HH111 data is then used

to validate the model adaptation rate, and the data is split into an adaptation

set and a validation set with a duration of 30 and 35 days data, respectively.
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The adaptation set is injected into the system incrementally using different batch

sizes (such as 5, 10 and 15 days data). After each incremental injection of the

adaptation data, the two validation sets (i.e. a segment of the training data for

evaluating the model error rate and a segment of the cross-dataset for evaluating

the adaptation rate) are used. The system is expected to adapt to the new

dataset after a certain number of incremental injection of the adaptation data,

therefore, the adaptation rate is expected to increase over time while the error

rate is expected to decrease. The oversample versions of the datasets are used in

order to achieve uniformity in the sample sizes.

The performance metrics of the proposed approaches with forgetting factor

are computed and compared with other anomaly detection models, namely, OC-

SVM, iForest, and the aforementioned CNDE ensemble approach (using the same

model parameters). Additionally, a Deep Q-Network (DQN) is also implemented

with two actions (normal and outlier) with the rewards of +1 and −1. For

the DQN, the datasets are sufficiently over-sampled prior to training and the

weights are saved when the training is complete. During the adaptation phase,

the adaptation data batch is used to retrain the saved model weights of the DQN

instead of training the model from scratch. For the baseline anomaly detection

models, since the models are not adaptive by default, a brute-force injection of

the adaptation data is performed, i.e. the adaptation data is appended to the

original training data incrementally.

6.3.1 Discussion

The results obtained for the evaluation of the proposed adaptive approaches are

shown in Figure 6.3 and Figure 6.4. The performance metrics measured are the

adaptation rate and the error rate. The adaptation rate is the rate at which

the system adapts to the newly verified data. This is achieved by calculating

the prediction accuracy of the validation set. The adaptation rate is expected

to increase over time as more data representing the new behavioural routine are

injected into the model. The error rate (forgetting inverse) is the rate at which

the system forgets the initial (old) training data. This is obtained by calculating

the error rate of the model prediction on the segment of old training data. As
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highlighted in the previous section, the initial training data is split into a training

set and a validation set prior to the model training. This remaining segment

(validation set from the initial training data), is used to compute the error rate.

It should be noted that this data segment is not used for the model training. The

model is expected to predict this data segment as outliers, and an inlier prediction

is considered an error. The error rate is expected to decline over time since the

newly injected data (adaptation data) is from a different dataset and differ from

the training data segment, thereby causing the model to forget the characteristic

features of the initial training data gradually. Obtaining a lower error rate is the

final goal since this is an indication that the model predicts the segment of the

training as outliers after adaptation.

From the result in Figure 6.3, it can be seen that proposed approaches

(FFDA and FFDD) outperformed the Reinforcement Learning (RL) model and

the classical novelty detection models. The adaptation rate of the CNDE and

DQN-RL is comparably close to that of the proposed approaches. The FFDD

reaches the peak of its performance faster than the FFDA. This is because the

FFDD removes dissimilar data at each iteration while FFDA only discards data

based on the data age. A performance drop can be seen for the FFDD approach

from Figure 6.3(a) when the batch size is set to 5. This is as a result of the

continuous training of the model despite reaching its convergence, thereby

causing the model to overfit. This is also evident from the result in Figure 6.3

since the drop in accuracy for the proposed approaches (FFDD and FFDA)

appears only after the models reached the peak of the performance. The error

rate plots in Figure 6.4 shows that only the proposed approaches in this chapter

can forget (discard) the outdated data while the other models (i.e. CNDE,

OC-SVM and iForest) performed poorly. This is expected since the models are

not adaptive and the new adaptation data is appended using a brute-force

approach. The RL model adapts to the adaptation data without retraining on

the entire dataset by using the pre-trained weights but still retains the

properties of the old data. Although the error rate can be improved by

fine-tuning the model parameters, the properties of the old data may still be

retained. This deviates from the objective of forgetting the data in its entirety.

Additionally, the FFDD approach converges faster than the FFDA since
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Table 6.1: A summary of the highest achieved adaptation rates.

Approach Training: SmartNTU Training: CASAS HH111

iForest 0.886 0.890
OC-SVM 0.686 0.829
CNDE 0.943 0.982
DQN-RL 0.940 0.982
FFDA 0.992 0.982
FFDD 0.971 0.983

Table 6.2: A summary of the lowest achieved error rates.

Approach Training: SmartNTU Training: CASAS HH111

iForest 0.857 0.686
OC-SVM 0.886 0.657
CNDE 0.989 0.914
DQN-RL 0.780 0.841
FFDA 0.571 0.086
FFDD 0.600 0.086

dissimilar entries are removed on each iteration. The FFDA will eventually

converge when the old data entries are completely discarded based on their age

but with a longer convergence runtime for large datasets. The best results

obtained for the adaptation and error rates are summarised in Table 6.1 and

Table 6.2 respectively.

The batch size for the incremental adaptation has a significant effect on the

convergence rate as it can be seen from Figure 6.3 and Figure 6.4. A small

batch size (e.g. 5 days) will result in a regular system update with a slow

convergence rate (more prediction errors) and vice versa. From the obtained

results, it is evident that the performance deteriorates after a peak is reached.

This may be due to model over-fitting as a result of the continuous model

update on similar data entries. Therefore, the model update can be terminated

when the characteristic features of the adaptation data are similar to the

existing ones. The termination of the model update can be realised in a real-life

scenario through the human confirmation mechanism.
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6.4 Conclusion

This chapter presents a data-driven adaptive system pipeline for detecting

abnormalities in human activities. The adaptive approach is based on data

ageing and data dissimilarity forgetting factor approaches referred to as FFDA

and FFDD. These approaches enable the anomaly detection model in the

system to adapt to changes in human behavioural routine while discarding the

characteristic features of old routines. Experimental evaluation of these

approaches results in an overall average adaptation accuracy of 98% on both

validation datasets, thereby outperforming the conventional anomaly detection

models. The FFDD discard dissimilar data by measuring the similarity of the

existing data with the new activity data, while the FFDA discard data based on

its age. This results in a faster convergence time for the FFDD since dissimilar

data are discarded at each iteration. The batch size of the adaptation data also

have an effect on the forgetting factor approaches as small batch size results in a

regular model update but leads to a high rate of false prediction, while a large

batch size results in less error rate with a slower model update.
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Chapter 7

The Role of an Assistive Robot

Intermediary

7.1 Introduction

Assistive robots have the potential of being utilised in a home environment for

various purposes such as domestic services, companionship and monitoring. A

companion robot capable of helping older adults suffering from MCI to keep track

of their reminders (such as medication time), establishing communication with

carers and family, as well as administering exercises to improve their cognitive

abilities is developed in [68]. Assistive robots have also been utilised to promote

engagement and to serve as a means of teaching, for example, in [28], a robotic

platform is used to serve as a teaching tool to help people in managing their health

condition, while in [173], a similar platform is used to facilitate engagement.

Related research works are also carried out to promote older adults’ wellbeing

using a robotic platform [25, 88, 103].

The previous chapter presents an adaptive approach for anomaly detection

based on forgetting factors. The adaptation data is expected to undergo a

filtering process where human approval is required through a communication

intermediary. This chapter explores the means of utilising an assistive robot

platform as the communication intermediary for the abnormality detection

system as depicted in Figure 1.1. This is in line with the research question on
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exploring the feasibility of realising an adaptive system for ADL anomaly

detection with support for human input. Based on the workflow of the adaptive

system, the activities identified as anomalous by the computational models are

communicated to humans through the intermediary while the human feedback

in the form of a gesture can be transmitted back to the computational model for

incremental adaptation. Both vocal and non-vocal communication approaches

are considered as feedback mechanisms for the intermediary. The choice of an

assistive robot over screen-based interfaces is due to the robot’s support for

multi-modal interaction such as through voice, touch and gestures, as well as

the presence of physical embodiment which facilitates interaction according to

some studies [27, 164].

The structure of this chapter is as follows: Section 7.2 presents the gesture

recognition model using a 2D camera while Section 7.3 present an alternate

approach for the gesture recognition using a wearable sensor for communicating

with the intermediary. Section 7.4 explored a means of utilising the robotic

intermediary as a physical activity trainer to promote the health and wellbeing

of older adults. A conclusion of the chapter is provided in Section 7.5.

7.2 Gesture Recognition with 2D Camera

This section presents the methodology for the hand gesture recognition from 2D

images to be utilised on the robotic intermediary. The interpreted hand gestures

corresponding to affirmations or denials will serve as an input to the anomaly

detection model to confirm or deny the model’s predictions. The hand gestures

corresponding to a denial signify that the prediction of the computational model

is incorrect, thereby prompting the model to learn the characteristic features of

the activity data and vice-versa. The four gestures corresponding to affirmations

and denials are shown in Figure 3.4.

7.2.1 Methodology

The detection of any of the gestures defined in Figure 3.4 during the HRI

interaction represents the human response to the query administered by the
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Figure 7.1: Hand gesture recognition procedure.

robotic intermediary. Since the gestures are static in nature, the most feasible

approach is to identify them from image frames. However, it is an arduous task

to ascertain the exact interval between the gesture feedback from the user and

the time the query is administered by the intermediary. To address this, the

approach in the schematic diagram in Figure 7.1 is proposed.

This involves obtaining a video stream of the performed gesture using a visual

sensing device (i.e. 2D camera) for a given period (e.g. 5-15 secs long) from the

moment the query is administered by the robotic intermediary. The recorded

stream is then converted into frames of images at a given frame rate (e.g. 5

FPS). A computational model trained to detect the gestures of interest can then

be applied to the extracted image frames. Uniquely identified gestures from

the frames are aggregated. Frames containing no gesture are discarded and are

assumed to be the recorded stream before and after the gestures were performed.

The aggregated gestures detected from the image frames are used to predict the

human’s response, with the gesture having the highest number of occurrences

taken as the final prediction.

A CNN based model for object detection known as YOLOv3 is utilised for

detection of the hand gestures in Figure 3.4. The choice of YOLOv3 over other

object detection methods such as Single Shot Detector (SDD), Region-based CNN

(R-CNN), Fast R-CNN and Faster R-CNN is due to YOLOv3 superior processing

speed [8, 112, 150]. A fast processing speed in the gesture recognition component

is necessary since it enables the realisation of a near real-time anomaly detection
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system. Despite having less prediction accuracy compared to the aforementioned

models, the performance difference between YOLOv3 and the other models is

negligible. A more detailed description of YOLO is provided in Section 3.3 and

in [139].

7.2.2 Experimentation

The dataset used for the validation of the proposed gesture recognition

approach is described in Section 3.4. The data is collected using a 2D camera

from five participants in a controlled lab environment performing the defined

gestures in three different scenarios. The splitting of the data into training and

testing sets is carried out at an individual level to achieve a generalised uniform

set, i.e. the training and testing data are split for each participant separately

before merging the data. A split ratio of “1:2” is adopted for the training and

testing sets respectively, resulting in 33.33% of the data used for training.

Overall, approximately 2, 000 images are used for training with over 500

samples per gesture while the remaining 4, 000 images are used for the

validation. While acknowledging that the training set is usually selected to be

larger than the validation set, for this experiment, the small split ratio for the

training data is selected to minimise the labelling time and because the gestures

across the data are expected to be similar. The labelled data is then used to

train the YOLOv3 model to ascertain if the trained model can identify the

gestures in the validation data for the remaining two scenarios. A summary of

the collected data is tabulated in Table 3.2.

The YOLOv3 model confidence threshold reflecting the likelihood of an

image containing one of the gestures is set to 0.5 across all the 3 scenarios i.e. a

gesture is only predicted if the confidence value of the prediction is above 0.5.

The threshold for the Non-Maximum Suppression responsible for the removal of

duplicate prediction for the same class is also set to 0.5. In a situation where 2

or more unique gestures are predicted for the same image, the gesture with the

highest confidence value is selected. The model is implemented on a computer

equipped with an Intel Core i7 processor and NVIDIA GTX 1070 graphics card

running Ubuntu 18.04. The YOLO implementation in Darknet is used. Darknet
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Figure 7.2: Sample output of the gesture recognition model (a) Denial (D2); (b)
Affirmation (A2).

which is a C based Neural Network (NN) framework is compiled with CUDA

and OpenCV enabled. Over 20, 000 iterations are performed during the training

and the model weight with the best result is selected for each experimental

scenario.

Figure 7.2 shows a sample output of the gesture recognition model when

applied to an image frame with the bounding box representing the identified

gesture along with its confidence score. The confusion matrices of the prediction

result for the three scenarios are used to calculate the precision, recall and F1-

Score of the model in the respective scenarios as tabulated in Table 7.1. This

result only shows the performance metrics of the model for the individual gestures

across the three scenarios. It is worth mentioning that the training data is taken

from the data collected in Scenario 1. To test for model generalisation, a K-Fold

CV is performed with K = 5 on the Scenario 1 dataset. The overall average

accuracy of the gesture recognition model across all the different gestures for the

3 scenarios is shown in Figure 7.3.

7.2.3 Discussion

The evaluation of the gesture recognition approach shows that the approach is

successful in identifying the gestures as shown from the obtained results in

Figure 7.3 and Table 7.1. It can be seen that the approach achieved a better

performance in Scenario 1 compared to Scenario 2. This is expected since the

model training is performed with data samples taken from Scenario 1. The aim
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Table 7.1: Result of the gesture recognition model for the individual gestures
across the three different scenarios.

Experimental Scenario Precision Recall F1 Score

Scenario 1

Denial (D1) 0.99 0.91 0.95
Denial (D2) 1.00 0.92 0.96
Affirmation (A1) 0.96 0.84 0.89
Affirmation (A2) 1.00 0.99 0.99

Scenario 2

Denial (D1) 0.94 0.52 0.67
Denial (D2) 0.75 0.70 0.73
Affirmation (A1) 0.89 0.64 0.74
Affirmation (A2) 0.89 0.89 0.89

Scenario 3

Denial (D1) 1.00 1.00 1.00
Denial (D2) 1.00 1.00 1.00
Affirmation (A1) 1.00 1.00 1.00
Affirmation (A2) 1.00 1.00 1.00

of the validation on the Scenario 2 dataset is to test the model’s robustness in a

different environmental setting. Observations from the confusion matrix for

Scenario 2 shows that the number of unidentified gestures is high, indicating

that the model is unable to predict a portion of the dataset. The portion of the

Scenario 2 dataset could be incorporated in the training set for improved

accuracy and reduced bias.

The model accuracy for Scenario 3 outperformed that of the other scenarios.

This may be because the Scenario 3 experiment is carried out in the same

environmental setting as that of Scenario 1, and as such, the high accuracy

could be attributed to the similarity of the scenarios. Furthermore, the gesture

recognition approach as presented in Figure 7.1 aggregates the model

predictions on the image frames and selects the gesture with the highest number

of occurrence as the final prediction. The likelihood of this approach making a

wrong prediction is low since the number of correctly identified gestures is

expected to be higher in the video stream. The accuracy of the 5-Fold CV on

the Scenario 1 data is slightly lower than the baseline accuracy of the same

scenario. The evaluation of the model shows the potential of utilising gesture as

a non-vocal feedback mechanism on the communication intermediary.
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Figure 7.3: Average accuracy of the gesture recognition model.

7.3 Gesture Recognition with Wearable Sensor

An alternative approach for gesture recognition involves the utilisation of a

wearable wrist-mounted tri-axial sensor that is equipped with an accelerometer.

This can be useful in recognising motion-based hand gestures. The six

motion-based hand gestures representing motions in different directions are

shown in Figure 3.5, therefore, this section presents the methodology for their

identification.

7.3.1 Methodology

As described in Section 3.4, data for the motion-based gesture recognition is

collected using a device equipped with an accelerometer from five participants

using a set frequency sample of 50Hz. The data undergoes a filtering process with

a high-pass filter with 0.5Hz cut-off frequency and a low-pass filter with a cut-

off frequency of 20Hz for removing the gravity component and noise respectively

along the three different axes.

To evaluate the gesture recognition approach, five classifiers are utilised,
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Figure 7.4: A comparative chart of results obtained for gesture recognition using
a wrist-mounted accelerometer; (a) Accuracy, (b) Precision, (c) Recall.

Table 7.2: Result of hand gesture recognition with wrist-mounted accelerometer
using Random Forest (RF) classifier.

Hand Gesture Precision Recall Accuracy
Right 0.88 0.83 0.94
Left 0.87 0.94 0.96
Front 0.87 0.97 0.97
Back 0.92 0.88 0.95
Up 0.94 0.95 0.98
Circle 0.90 0.84 0.94

namely, Random Forest (RF), Support Vector Machine (SVM), Naive Bayes

(NB), K-Nearest Neighbours (KNN) and a Multi-layer Perceptron Neural

Network (MLP-NN). A 5-fold CV approach is employed. After the models

training and validation, the comparison of the obtained results is shown in

Figure 7.4 for the five different classifiers. It can be seen that the RF classifier

achieved the best result, thereby outperforming the four remaining models.

Table 7.2 shows the breakdown of the performance metrics such as the accuracy,

precision and recall for each of the defined motion-based gestures obtained using

the RF classifier. Overall, the RF classifier has the best result with percentage

average accuracy, precision and recall of 95.9%, 89.6% and 91.3% respectively.

Meanwhile, KNN has the lowest performance with an overall average of 82.9%,

67.2% and 65.9% for the accuracy, precision and recall, respectively.
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7.3.2 Discussion

The recognition of hand gestures using a wearable device presents an opportunity

for incorporating this sensing modality in the anomaly detection system as a

means of communication. Although these are motion-based gestures that differ

from the defined hand gestures recognised with a 2D camera in Figure 3.4, the

results of the evaluation show that wearable devices have the potential of being

utilised as a communication modality and the possibility of combining the two

modalities. The fusion of the two modalities may present an avenue for the

recognition of more complex and dynamic gestures.

7.4 Assistive Robot as an Exercise Trainer

In this section, the possibility of using the assistive robot intermediary as an

exercise coach is explored. As mention earlier, other communication

intermediaries such as a screen-based interface and push buttons could be

utilised but the support for multi-modal interaction by robotic platforms

present numerous opportunities. In addition to promoting physical activity and

serving as a communication intermediary, the robotic platform can assist older

adults in related cognitive tasks such as keeping track of meals or medication

intake, serving as a task reminder and promoting social engagement.

7.4.1 Background

The benefits of physical activities cannot be over-emphasised, especially for older

adults. Health-related issues such as diabetes, dementia, heart disease, high

blood pressure and obesity are improved with physical activities. Moreover, as

people become older, their body tissue takes longer to repair and exercise is

a key counteracting factor [149]. According to a World Health Organisation

(WHO) report, premature deaths attributed to lack of physical activity have

risen to 3.2 million annually worldwide [154]. Given the increase in the global

ageing population and the need to improve the quality of life of older adults,

regular physical activities should be incorporated as part of their daily routines.

Some additional benefits of physical activities include improving the body immune
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system, good blood circulation, and removal of skin toxins. Research shows that

a significant number of older adults fail to meet their required level of exercise.

For instance, in the US, over 60% of people above the age of 50 fail to meet the

expected level of physical activities while in the UK, only 18% of people between

the age of 65 - 74 meet the required level [154]. For older adults above the age of

75, only 7–8% are able to meet their required exercise level [154].

Engaging a personal exercise instructor may add to the demand on the

societal workforce and may not be cost-effective. A possible solution is to utilise

the robotic platform to engage the older adults in the needed physical activities

while at the same time assessing their performance. Researchers have developed

robotic platforms to promote physical activities. Bickmore and Picard [22]

developed a virtual exercise advisor robot while in [134], a similar exercise robot

is developed for post-stroke patients’ therapy to administer arm exercises to

help with the grasping and transportation of objects. A humanoid robot called

“Taizo” is developed in [113]. Researchers in Singapore developed an exercise

robot called Xuan to carry out training sessions for older adults [172]. Similarly,

Fasola and Mataric [55] developed a robot that engages the older adults in a

seated arm exercise and motivates the participants by giving praises and

feedback after evaluating their performance. Findings by the authors showed

that people preferred to be trained by a physical object (such as a robotic

platform) than a virtual training software. Therefore, this section aims to

establish the role of the robotic intermediary in administering different physical

activities in addition to serving as a communication intermediary for the

anomaly detection system.

7.4.2 Methodology

To develop an assistive robot that coaches, monitor and evaluate the older

adults in performing physical activities and providing suitable feedback to

encourage further participation, several factors are taken into consideration such

as the choice of exercises, assessment criteria, and the feedback mechanisms.

The following subsections provide an in-depth review of the outlined factors.
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Figure 7.5: A sample of exercises recommended by the NHS for older adults: (a)
sitting exercises; (b) flexibility exercises; (c) strength exercises; and (d) balance
exercises.

7.4.2.1 Choice of Exercises

An exercise can be defined as any physical activity that is repetitive and

structured to maintain the fitness or condition of the body which is proven to

improve health and resistance to diseases. This is broadly classified into aerobic,

anaerobic and flexibility exercises [50]. According to the UK Medical Officers’

guideline, the benefits of physical activities to older adults include improved

sleep, reduced stress, improved quality of life, maintaining a healthy weight, and

an overall increase in health [65, 140]. According to the same guideline, regular

exercises reduces the chances of:

- Type II Diabetes by 40%

- Cardiovascular disease by 35%
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Figure 7.6: Architecture of the robot exercise system.

- Joint and back pain by 25%

- Fall, Dementia, and Depression by over 30% and

- Colon and breast cancer by 20%

According to LaVona Traywick, an assistant professor of gerontology at the

University of Arkansas [160], the recommended level of exercise for older adults is

150 minutes weekly at a moderate level. This is in line with the NHS guideline and

can be supplemented with a 75 minutes vigorous weekly exercise [64, 65, 140].

Figure 7.5 shows the recommended exercises according to the NHS published

guidelines divided into sitting, strength, flexibility and balance exercises. These

exercises are selected for implementation on the assistive robot intermediary.

7.4.2.2 System Design and Pose Matching

The schematic diagram of the system architecture is shown in Figure 7.6

consisting of five modules. The Vision module is responsible for tracking the
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Figure 7.7: Illustration of depth image transformation: (a) colour stream; (b)
depth stream; (c) skeleton (joint are shown in green dots); and (d) tracked
skeleton and joints (similar joints are presented with the same colour).

user’s activity to ascertain the performed activity. Microsoft Kinect sensor1 (v2)

is used for the skeleton tracking. The Display module presents visual feedback

in the form of a facial expression, as well as displays the exercise poses to be

performed. The display screen of the robotic platform is utilised for this task.

The Communication (Sound) module provides speech recognition and audio

feedback. The built-in speaker and microphone of the platform serve the

purpose of receiving voice commands from the participants and providing vocal

feedback. The Processing module is the core unit of the system where the data

obtained from the vision module is processed. Activity recognition is performed,

and the desired data for comparison is retrieved from the database. The output

from the comparison process is then routed to the display and communication

modules. The processing module also processes commands from the user

received through the communication module. Lastly, the Database module

serves as a repository for the predefined exercise data, participant information,

as well as assessment information.

The skeleton data collected using the Kinect sensor is used in determining the

joint coordinates and relative angles. Since the sensor provides 3D coordinates

of all the tracked joints, the angles between the joints can be calculated using

1https://developer.microsoft.com/en-us/windows/kinect/
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Figure 7.8: Exercise pose matching: (a) tracked skeleton; (b) comparing joint
positions; and (c) comparing joint angles.

an Angular Kinematics model. Figure 7.7 shows the transformation of the depth

data from the Kinect sensor. To ascertain if the participants’ performed the right

physical activity, pose matching is performed between the collected skeleton data

and the predefined exercise poses stored in the database module. Once the joint

angles and coordinates are determined from the skeletal data, the resulting values

are compared to that of the stored pose information with a degree of tolerance.

Figure 7.8 illustrates the pose matching approach by first tracking the skeletal

and joint positions. A rule-based approach is adopted for the evaluation of the

performed activities. The joints are then mapped to the required exercise pose, for

instance, the wrist of the left hand must be at the same height level as that of the

right hand. The joint angles are compared to the predefined angles of the given

exercise, for example, the right and left shoulder angles must be approximately

120 degrees while both ankle angles must be approximately 180 degrees.

The participants are assessed and assigned a score based on the level of

correctness of the performed exercises using the pose matching approach

described above. The rule-based approach requires a set of conditions (rules) to

be defined for each of the predefined exercises along with the tolerance (error)

threshold. The feedback given to the participants is in the form of a facial

expression (using emojis) and a list of predefined vocal responses signifying if

the physical activities are performed correctly or not.
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Figure 7.9: A sample of the implemented exercise application: (a) startup page;
(b) exercise scenario; and (c) feedback page.

7.4.3 Experimentation

In order to evaluate the proposed system, implementation of the architecture

presented in Figure 7.6 is carried using a robotic platform called Double1.

Developed by Double Robotics, Double is a video conferencing robot equipped

with two wheels and an iPad capable of self-navigation. The implemented

solution relating to the display of the administered physical activities and

providing feedback runs on the robotic platform while the pose processing and

matching algorithm run on a PC connected to the Kinect sensor for skeleton

tracking. Figure 7.9 presents the implemented application that runs on the

robotic platform showing the exercise scenarios and the sample feedback in the

form of a facial expression.

The system has been evaluated with a group of volunteers. Figure 7.10

shows a scenario where the volunteers interact with the implemented system by

performing the instructed exercises. The assessment and feedback are provided

in real-time so that the participants can have an immediate indication of

whether they were doing the exercises correctly. Ethical approval had been

1https://www.doublerobotics.com/
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Figure 7.10: A demo of the participants during evaluation (a) participant 1; (b)
participant 2.

obtained for the validation and all the subjects gave their informed consent for

inclusion before they participated in the study. The protocol was approved by

the Non-Invasive Human Ethics Committee at the School of Science and

Technology, Nottingham Trent University. The evaluation of the process is

conducted in two parts; Initially, some students and staff in the university

campus were contacted to take part in the testing of the system. Although this

group of volunteers were not in the right age group, the main purpose of the

experiment is to test and evaluate the hardware and software developed. The

initial evaluation scenario and the participants’ feedback are presented in

Appendix B. After completion of the preliminary evaluation, in the second

phase of the evaluation, seventeen (17) participants in three age groups of 50s,

60s and 70s volunteered to take part in interacting with the developed system to

conduct the recommended physical activities. The participants used the system

for a 10-minute session, and thereafter, evaluate the effectiveness of the system

using a questionnaire. Both female and male participants from a relatively wide

age group were involved in this study. Figure 7.11 shows the distribution of the

participants based on their age group, gender and level of physical activity.

7.4.4 Discussion

After an initial evaluation of the system with a group of students and staff from

the university as well as the concrete evaluation by the external older adults
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Figure 7.11: A Distribution of participants based on: (a)age; (b) gender; and (c)
daily exercise level.

participants, it is established that the system is effective in administering and

evaluating the physical activities. The participants also found that the system

engaged them and that the feedback was appropriate and timely. Additionally,

the participants indicated that they would recommend the system to others. It

was observed that most of the female participants were more engaged with the

system than the male participants, however, both groups found that the

interaction process has encouraged them to be engaged with the exercises. A

leaflet is provided to the participants with the same physical activities.

Comparing the developed system with the instruction provided on a leaflet, all

the participants reached a consensus that performing the physical activity with

the help of the robotic platform is more fun, and it is more likely that they will

take part in the daily exercises.

The only criticism received from some of the participants is with regards to

the set-up configuration of the Double Robot platform and the tripod stand for

mounting the Kinect sensor. Their suggestion is to integrate the robotic platform

and the depth sensor to make it less cumbersome. A number of participants who

had the experience of following exercise instruction from the TV found the system

to be a better means of interaction. Additionally, two of the participants from the

trial suggested equipping the robotic platform with the capability of recording

the exercise sessions. They believed that this would be useful for therapy and

evaluation such that physicians or therapists can perform an extensive review of

the participant’s performance and shortcomings. Some of the issues identified

are attributed to the evaluation of sideways exercises. This may be due to the

placement of the Kinect sensor relative to the positioning of the participants. The
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evaluation, in general, proves that the robotic intermediary has the potential of

being utilised in administering physical activity.

7.5 Conclusion

This chapter explores the role of the robotic intermediary in the anomaly

detection system. The intermediary is capable of identifying hand gestures

using a 2D camera and a wearable device. The defined gestures corresponding

to affirmation and denial are used to validate the prediction of the anomaly

detection model. A CNN implementation for object detection known as YOLO

is applied on the 2D image frames to identify the hand gestures and achieved an

accuracy of 85% using a 5-fold CV approach. The classification models applied

for the gesture recognition on the wearable sensor’s data achieved an excellent

result with a Random Forest classifier having an overall accuracy, precision and

recall of 95.9%, 89.6% and 91.3% respectively. The ability of the robotic

intermediary to serve as an exercise trainer is also explored. This resulted in the

development of a personalised application for administering physical activities

for older adults that are recommended by domain experts. An evaluation of the

system by different participants shows that the system development is a success

and the robotic intermediary can be used for administering physical activities.
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Chapter 8

Conclusion and Future Work

8.1 Conclusion

The work in this thesis is a novel user-centric approach to anomaly detection in

activities of daily living. The conducted research and findings have demonstrated

the plausibility of realising a dynamic system capable of adapting to the changing

human behavioural routine and detecting abnormalities that could be an early

indication of health decline. This is motivated by the need to support independent

living and improve the quality of life for older adults in a cost-effective manner

through automation. This thesis attempted to answer the research questions

identified in Chapter 1 outlined as follows:

• Can human activities be modelled in a user-centric manner to identify

abnormalities in their daily activities despite the variability in the

individual behavioural routine?

• Can the anomaly detection model be adaptive to the changes in human

activities by incorporating human feedback through a communication

intermediary?

The research questions have been addressed successfully in the respective

chapters of this thesis. Chapter 4 presents an ensemble model for accurate

identification of sleeping abnormalities, while Chapter 5 presents an approach

for identifying the sources or reasons for the predicted anomalies. Section 6
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presents a novel approach for an adaptive anomaly detection system capable of

adapting to the changes in human behaviour. Lastly, the work in Chapter 7

explores the role of a robotic platform as a communication intermediary.

Gesture recognition approach based on data collected with a 2D camera and a

wearable device is developed as a communication modality. Additionally, an

approach for utilising the robotic intermediary as an exercise trainer is explored

with the implementation of an application for coaching and assessing the

physical activities of older adults.

8.2 Major Contributions

This section presents a descriptive summary of the work carried out in this thesis

for addressing the research questions.

8.2.1 A Novel Ensemble Anomaly Detection Model

A novel ensemble approach for novelty detection models is proposed based on

the concept of consensus vote and score. The approach termed as Consensus

Novelty Detection Ensemble (CNDE) is based on the principle of internal and

external consensus majority vote representing the votes of the submodels, and

the combined majority votes of the models, thereby allowing for the aggregation

of heterogeneous models. Additionally, the approach allows for the estimation of

the models’ weight based on their performance on the given dataset. The

outcome of the ensemble model is a normality score indicating whether the data

entry is an outlier or inlier based on an estimated threshold such that a higher

score indicates normal activity while a lower normality score signifies an

abnormality. Experimental evaluation of the CNDE approach achieved an

overall accuracy of 96% and 99% on the two validation datasets. Additionally,

the ensemble approach offers the flexibility of incorporating novel data entries

corresponding to the changes in human behavioural routine through the

adjustment of the normality threshold.
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8.2.2 A Novel Similarity Measure for Identifying

Anomaly Sources

A novel similarity measure approach is proposed for identifying the sources

(causes) of anomalies in human activities. This exploratory approach is based

on a pairwise distance measure of the extracted features of the dataset. The

pairwise distance measure can be computed using a One vs One Similarity

Measure (OOSM) or One vs All Similarity Measure (OASM). In the OOSM

approach, the distance is measured between corresponding features of the data

entries one at a time, for example, the distance of the ith feature of the first

data entry is measured against the ith feature of the second entry, then with

that of the third entry and vice-versa across all the features. Meanwhile, in the

OASM approach, the distance of the corresponding features is measured all

together in one single expression, for example, the distance of the ith feature of

the first entry is measured against the ith feature of all the other remaining

entries. Three distance functions are used for the similarity measure, namely,

Euclidean, Chebyshev and Canberra distance. A statistical measure is then

applied to estimate the threshold of the extracted features with features

exceeding a defined threshold predicted as the sources of the anomaly. The

evaluation of the methodology shows that the OASM outperformed the OOSM,

achieving an overall average accuracy of 81% against 68%, while the average

accuracy based on the distance functions is obtained as 82%, 81%, and 61% for

the Euclidean, Chebyshev and Canberra distances respectively. Additionally, a

one-to-one mapping is carried out for interpreting the anomalous features into a

human readable source for the ADL anomaly.

8.2.3 A Novel Adaptive Anomaly Detection Model

A novel data-driven adaptive anomaly detection approach is proposed based on

the concept of the forgetting factor. The approach allows the computational

models to discard old behavioural routine while incorporating new activity data

representing the current behavioural routine of an individual. This is based on

two forgetting factor approaches namely; Forgetting Factor based on Data Ageing

(FFDA) and Forgetting Factor based on Data Dissimilarity (FFDD). The FFDA
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allows the model to discard old activity data based on the data age using the

hypothesis that the new data entries represent the current behavioural routine

while the FFDD discards the data based on a similarity measure using a distance

function. The adaptive model pipeline is validated on two datasets and an overall

minimum adaptation rate of 97% is obtained with a negligible error rate, thereby

outperforming other computational models. Since the approach is data-driven,

the model can be utilised in the absence of large training data making the model

capable of learning incrementally and reducing the false prediction rate.

8.2.4 Addressing other Research Questions

To address the research question on the feasibility of realising an adaptive

anomaly detection system with support for human input, modalities for

incorporating human feedback are considered with an assistive robot selected as

a platform of choice. Although the novelty of this approach is minor compared

to the outlined contributions above, it provides the means of exploring the

feasibility of incorporating human input in the modelling process and the role

the robotic intermediary can play in the anomaly detection system. Hand

gesture recognition models are implemented for utilisation on the robotic

intermediary as a means of communication using two sensing modalities

namely; a 2D camera and a wearable tri-axial sensor. The result of the gesture

recognition models shows that hand gestures can be utilised as a communication

modality. To demonstrate other use cases and additional benefits of utilising a

robotic intermediary, a physical activity training application is developed. This

allows the platform to administer and assess the older adults in performing

physical activities capable of improving their overall health and wellbeing.

8.3 Future Work

The work undertaken in this thesis addressed all the identified research question

successfully, but improvements to the proposed methodologies are necessary.

This section outlines the possible improvements and recommendation on future

research direction.
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• The proposed ensemble model achieved an excellent result in the detection

of anomalies. However, extensive evaluation of the methodology on

longitudinal ADL data can be performed for trend analysis and to

determine behavioural changes over time. For instance, behavioural

variation can be identified on a dataset collected over a one year period on

a monthly, quarterly or semiannual basis. The trend analysis can also

provide an insight into functional health fluctuation and can be used for

health evaluation by domain experts. Other means of utilising the

proposed model in a non-AAL domain will also be explored.

• The proposed similarity measure for identifying anomaly sources can be

improved. The datasets used for the validation consists of small data

samples and fewer feature sets. In a scenario where the dataset is

significantly large with a large feature set, the distance computation for

the similarity matrices can be time-consuming because the similarity is

measured for each outlying observation against the entire training samples

across all the features. A heuristic approach for selecting fewer samples of

the training data to be used for the similarity estimation can improve the

efficiency of the methodology. Additionally, the current approach

identifies anomaly sources in one feature of the dataset. The model can be

enhanced to identify multi-feature anomaly sources. Apart from the

identification of anomaly sources, the means for utilising the proposed

approach for anomaly detection will be explored.

• The adaptive approach presented for anomaly detection tend to overfit as

a result of the continuous training of the models whenever new adaptation

data is acquired. This can affect the model performance and its ability

to generalise. To address this, a tolerance threshold can be introduced to

serve as a guard for preventing further model training once a performance

peak is reached. The tolerance threshold can be in the form of a maximum

acceptable error rate or minimum acceptable accuracy rate. Therefore, if

the prediction error is within the acceptable error limit or if the accuracy

is within the acceptable accuracy limit, the re-training of the model can be

suspended even if new adaptation data is acquired.
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• A line of research to be explored as part of the future work plan has to do

with the incorporation of knowledge from domain experts in the

monitoring system. The approach taken in this thesis is to build the

behaviour model based on data representing the usual behavioural routine

of the subjects. A knowledge-based system that incorporates domain

experts’ knowledge can enhance the modelling process and help in

identifying appropriate normality thresholds based on relevant metadata

of the older adults such as age, fragility, medical history etc.

• The gesture recognition model utilised two sensing modalities, with the

camera device being more efficient in the recognition of static gestures and

the wearable device more suited for the recognition of motion-based

gestures. An implementation of a sensor fusion strategy for combining the

two modalities can be carried out. Due to the heterogeneous nature of the

sensing devices, our initial findings show that fusion at the data and

decision layer is more feasible and likely to improve the accuracy of the

gesture recognition approach.

• The application implemented on the robotic platform for administering

physical activities is based on a rule-based approach. This approach is not

efficient since each activity requires a pre-defined set of rules and an error

threshold. Further work is required to incorporate a supervised model for

learning the recommended physical activities and for performing pose

matching in real-time. To address the participants criticism of discarding

the externally connected sensor, utilising the robotic platform’s in-build

vision sensor can provide the needed solution.

• A significant contribution towards the field of AAL is the development and

a large scale deployment of the realised system. This can promote the

adoption of an automated in-home monitoring system that is cost-effective

and capable of promoting ageing in place for the older adults.
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Appendix A - More Evaluation of

the CNDE Approach

Table 1: Accuracy of the CNDE approach after discarding poor performing
models.

Dataset and Model Selection Accuracy

SmartNTU
Without discarding a model 0.98592
After discarding a model (RCE) 0.98571

CASAS HH111
Without discarding a model 0.95775
After discarding a model (iForest) 0.95775
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Appendix B - Initial Evaluation

of the Assistive Robot

Figure 1: A scenario for the initial evaluation of the assistive robot by some of
the participants.
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Figure 2: A sample questionnaire for the assistive robot evaluation (i).
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Figure 3: A sample questionnaire for the assistive robot evaluation (ii).
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Figure 4: A sample questionnaire for the assistive robot evaluation (iii).
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Figure 5: A sample questionnaire for the assistive robot evaluation (iv).
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