
 

 1 

 
Introduction 

Smartphones are capable of multiple functions, not just making calls and sending text 
messages. Users can surf the web, send emails, update personal microblogs, store and 
play music, take photographs, make videos, play games, access GPS systems, and make 
mobile payments. Consequently, smartphones have become an indispensable part of 
many people’s daily lives in today’s world. Recent figures released by Statista forecast that 
the number of smartphone users worldwide will grow from 6.378 billion in 2021 to 
approximately 7.516 billion in 2026 (Statista, 2021a). According to the report from the 
China Internet Network Information Centre (CNNIC), the number of people (older than six 
years) who use smartphones for online service has increased from 90.1% (620 million out 
of 688 million Chinese online users) in December 2015 to 99.6% (1007 million out of 1011 
million Chinese online users) in June 2021 (China Internet Network Information Center, 
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2016, 2021). Chinese university students use their smartphones for both leisure and 
educational purposes (e.g., online chatting, playing music, gaming, and coursework 
learning).  

Although smartphones can be used to enable many beneficial behaviors (e.g., leisure, 
communication, information, education, medical treatment), excessive use may be related 
to smartphone addiction for a minority of individuals (Chung et al., 2018; Duke & Montag, 
2017; Elhai et al., 2020; Rotondi, Stanca, & Tomasuolo, 2017). Smartphone addiction is a 
form of technological addiction or generalized internet addictions (Chen et al., 2020; 
Griffiths, 1998). Billieux (2012) has defined smartphone addiction as “an inability to 
regulate smartphone use which eventually leads to negative outcomes in daily life” (p.299). 
In addition, some risk factors of smartphone addiction have been examined such as 
loneliness, individualism, anxiety, depression, low self-esteem, narcissism and high 
impulsivity traits (Hussain, Griffiths, & Sheffield, 2017; Jiang, Li, & Shypenka, 2018; Kim, 
Cho, & Kim, 2017; Li, Liu, & Dong, 2019). Additionally, smartphone addiction is associated 
with poor sleep quality (Chung et al., 2018; Kumar, Chandrasekaran, & Brahadeeswari, 
2019), vision problems (Kim et al., 2016), driving risk (Nguyen-Phuoc et al., 2020), and 
musculoskeletal pain (Alsalameh et al., 2019; Yang et al., 2017). 

Many scholars in the behavioral addiction field agree that internet addiction comprises 
two types: generalized internet addiction and specific internet addiction (Brand, Young, & 
Laier, 2014; Lopez-Fernandez, 2018; Montag et al., 2015). Generalized internet addiction 
refers to a general behavioral pattern of internet overuse comprising multiple online 
activities and that is associated with depression (Sariyska et al., 2015; Vally, 2019), social 
anxiety (Weinstein et al., 2015), impaired family functioning (Shi, Wang, & Zou, 2017; 
Wartberg et al., 2015), and poor academic performance (Samaha & Hawi, 2016). Specific 
internet addiction includes addictions to specific applications on the internet such as 
social media use, online gaming, online gambling, and online shopping (Chen et al., 2020). 
However, smartphone addiction (which could be argued to be a generalized internet 
addiction in that the smartphone is Wi-Fi-enabled and features many different types of 
applications) is closely associated with social media addiction (SMA) particularly among 
individuals with SMA who prefer to use their smartphone to engage in social activities 
(Kuss & Griffiths, 2017; Sha et al., 2019; Throuvala et al., 2019). 

Although smartphone addiction may cause psychological and physical problems caused 
by internet addiction (Porter, 2010), some research has shown that internet addiction is 
more common among males than females (Demirci et al., 2014; Haug et al., 2015; 
Lopez-Fernandez, 2017). In contrast, females have a higher risk of developing smartphone 
addiction than males (Mescollotto et al., 2019; Sfendla et al., 2018). Previous studies have 
reported that males prefer online gaming, gambling, and cybersex, whereas females prefer 
chatting, sending messages, and blogging (Baloğlu, Kozan, & Kesici, 2018; Billieux et al., 
2007; Morahan-Martin, 1998; Vyjayanthi et al., 2014). Smartphones have unique features, 
such as high availability, Wi-Fi connectivity, versatility, and is primarily used as a tool for 
maintaining interpersonal relationships (Van Deursen et al., 2015). Therefore, gender 
differences in Internet addiction and smartphone addiction need to be determined.  

The Smartphone Addiction Scale (SAS) (Kwon et al., 2003b) is one of the most 
commonly used measurement tools to evaluate smartphone addiction. The 33-item 



 

 3 

(six-factor) SAS was constructed using a Korean self-diagnostic program originally designed 
to diagnose internet addiction, and adapted for smartphone users (Kwon et al., 2013b). 
The six factors of SAS included daily-life disturbance, withdrawal, positive anticipation, 
overuse, tolerance, and cyberspace-oriented relationships. Subsequently, a 10-item short 
version of the Smartphone Addiction Scale (SAS-SV) was developed for adolescents (Kwon 
et al., 2013a). Multiple language versions of the SAS or SAS-SV have also been verified as 
having good validity (Ching et al., 2015; Demirci et al., 2014; Haug et al., 2015; 
Lopez-Fernandez, 2017; Mescollotto et al., 2019; Sfendla et al., 2018). Billieux (2012) has 
argued that translation and evaluation for validated instruments is essential. The short 
version of the SAS (i.e., SAS-SV) was developed for adolescents (from junior high school, 
average age = 14.5 years). Therefore, a smartphone addiction scale for university students 
needs to be developed. In China, some researchers have used mobile phone addiction 
measurement tools for smartphone addiction, for example, the Mobile Phone Problem 
Use Scale (MPPUS) (Bianchi & Phillips, 2005), the Mobile Phone Addiction Index (MPAI) 
(Leung, 2008), the Problematic Mobile Phone Use Questionnaire (PMPUQ) (Billieux, Van 
der Linden, & Rochat, 2008), the Problematic Cellular Phone Use Questionnaire (PCPU-Q) 
(Yen et al., 2009). Such instruments ignore specific characteristics of smartphones that are 
similar to those of computers, overlooking that smartphones are not merely used for 
calling and sending messages by mobile phone. The Smartphone Application-Based 
Addiction Scale (SABAS) is a short and unidimensional tool for screening the risk of 
addiction to smartphone applications (Csibi et al., 2018; Leung et al., 2020; Lin et al., 2019). 
The six-item SABAS reflects similar content to the Smartphone Addiction Scale (SAS).  

Network analysis can help in exploring and verifying the core symptoms of mental 
disorders, as well as better explaining the interaction of biopsychosocial factors when 
specific mental disorders occur compared to latent variables analysis. Andrade, Kim et al. 
(2020a, 2021) reported that the SAS and SAS-SV had both similar network structures when 
comparing Brazilian university students and adults. Andrade & Scatena et al. (2020) also 
indicated that symptoms of withdrawal and preoccupation were the key characteristics of 
smartphone addiction utilizing SAS-SV among Brazilian adolescents. Some researchers 
have also utilized latent profile analysis to examine the classification of 
smartphone/internet users. For example, Yue et al. (2021) classified smartphone users 
into three classes comprising low-risk, moderate-risk and high-risk. Chen et al. (2021) 
classified university students internet use into four groups comprising pathological users, 
pathological-tendency users, preferential users, and ordinary internet users. Kim and Nam 
et al. (2016) identified six classes of problematic internet use patterns using latent profile 
analysis. These studies highlight that there were different classifications. Therefore, the 
research purposes were to (i) provide data on the psychometric properties and 
measurement invariance of the revised Chinese Smartphone Addiction Scale (SAS-RC) for 
Chinese university students, (ii) conduct network analysis of the SAS-RC, and (iii) identify 
profiles of smartphone use among Chinese university students. 



 

 4 

1. Methods 

1.1. Participants and procedure 

A cross-sectional and convenient sampling strategy was utilized in the present study. 
Data were collected from 2705 students in the Liaoning province of China. However, two 
students who completed the survey were 16 years old, and 172 surveys were incomplete. 
Therefore, the final sample comprised 2531 participants (1003 males, 1528 females) aged 
from 17 to 25 years (M = 20.4 years; SD = 1.3).  

From May 2015 to April 2016, three universities in the Liaoning province of China were 
investigated including a comprehensive university (N = 923), a medical university (N = 938), 
and a technical college (N = 844). Participants were informed that the study investigated 
smartphone use and then completed the survey in scheduled classes. Students who 
completed the survey were awarded course credit. First, questions concerning 
socio-demographic information including gender, age, residential status, their own 
smartphone status, and amount of time they used their smartphone were asked, as well 
as a self-evaluation of their smartphone use status where three choices were provided: 
‘addicted to their smartphone’, ‘not addicted to their smartphone’, and “don’t know’. Then, 
the SAS, the IADQ, and the PCPU-Q were completed in approximately 20 minutes.  

The total sample (N = 2531) was divided randomly into two subsamples to assess 
psychometric properties of the SAS. Item analysis and exploratory factor analysis (EFA) 
were performed among 1278 participants, whereas confirmatory factor analysis (CFA) was 
performed on the rest of the sample (n=1253). Utilizing the total sample (n=2531), 
measurement invariance, reliability analysis, network analysis, and latent profile analysis 
were conducted. There were no significant differences between gender (χ2 = 2.50), age (t = 
0.79), or the total SAS score (t = 1.50) (p > 0.05 for all) between the two samples. 

1.2. Measures 

1.2.1. SAS Translation  
According to guidelines for developing versions of questionnaires in other languages 

(Beaton, 2000), the English version of SAS was translated into Chinese. First, two Chinese 
psychology professors who were experts in understanding English translated the initial 
draft. Then, the draft was retranslated into Chinese by two English professors without a 
psychology background. Finally, another two psychology professors examined the cultural 
face validity of the Chinese SAS. The six professors then reached a general consensus of 
views on the final version. The research into the instrument’s cultural face validity raised 
concerns about two items (i.e., “Constantly checking my smartphone so as not to miss 
conversations between other people on Twitter or Facebook” and “Checking SNS (Social 
Networking Service) sites like Twitter or Facebook right after waking up”). The two items 
appeared problematic because, although Twitter and Facebook are two popular social 
networking sites in America, Europe, as well as Korea, whereas Tencent QQ and WeChat 
are more widely used in China. According to reports from Statista (2021b, 2021c), QQ, an 
instant messaging platform, had 595 million monthly active smart device users by the end 
of 2020; and WeChat, a mobile social platform, had 1.25 billion monthly active users in the 
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second quarter of 2021. Consequently, 33-item Chinese SAS substituted “Tencent QQ or 
WeChat” for “Twitter or Facebook”.  
1.2.2. The Smartphone Addiction Scale (SAS) 

The Korean SAS contains 33 items assessing six domains: positive anticipation, daily-life 
disturbance, cyberspace-oriented relationships, overuse, withdrawal, and tolerance. Each 
item is responded to from 1 (“strongly disagree”) to 6 (“strongly agree”). Higher scores 
indicate higher risk of smartphone addiction. The Cronbach’s alpha value of the original 
SAS was 0.97, and for the six factors were 0.86, 0.91, 0.88, 0.90, 0.83, and 0.87, 
respectively. The Cronbach’s alpha of the 33-item Chinese SAS was 0.91 in the present 
study.  
1.2.3. Internet Addiction Diagnostic Questionnaire (IADQ)     

The IADQ was utilized to examine the convergent validity of the SAS-RC. The items 
originate from the DSM-IV criteria for pathological gambling and contains eight items. 
According to Young (1998), five or more ‘‘yes’’ responses indicate a dependency (1: “Yes”, 
0: “No”). The 8-item model fitted well (χ2 = 249.89, df = 20, p < 0.001; TLI = 0.925; CFI = 
0.948; SRMR = 0.049; RMSEA = 0.078). The Cronbach’s alpha of the IADQ was 0.86 in the 
present study. 
1.2.4. Problematic Cellular Phone Use Questionnaire (PCPU-Q) 

The convergent validity of the SAS-RC was also assessed using the PCPU-Q (Yen et al., 
2009). The 12-item PCPU-Q derives from the definitions and classifications of substance 
use disorders outlined in the DSM-IV. Participants respond to each question by answering 
‘yes’ (=1) or ‘no’ (=0). The first seven items concern characteristics of problematic cellular 
phone use (CPU) in the preceding year, whereas the final five items concern subjective 
functional impairment. In the original validation study, Taiwanese adolescents were 
recruited to examine positive relationships between problematic CPU and various risky 
behaviors (e.g., aggressive behavior, smoking cigarettes, drinking alcohol, insomnia, and 
suicide attempts) and low self-esteem (Yang et al., 2010). The Cronbach's alpha of the 
PCPU-Q was 0.93 in the present study. 

1.3. Data analysis 

Descriptive analysis of variables (i.e., SAS-RC scores and socio-demographic 
characteristics), normal data distribution test (i.e., skewness and kurtosis), item analysis, 
EFA, CFA, invariance, convergent validity, reliability, and network analysis, as well as latent 
profile analysis (LPA) were performed. Descriptive analysis, skewness and kurtosis, item 
analysis, and convergent validity and reliability were conducted utilizing SPSS 20, whereas 
EFA, CFA, invariance, and LPA were conducted utilizing Mplus 7. Network analysis was 
conducted utilizing JASP (Jeffrey’s Amazing Statistics Program). The R package was used to 
perform the network comparison test (NCT) on gender (van Borkulo, 2016).  

1.3.1. Psychometric properties and invariance 

A t-test, ANOVA (mean comparison), and a Scheffe’s post-hoc test were conducted to 
analyze the difference on the SAS-RC scores. The skewness and kurtosis levels were used 
to analyze the data distribution (Finney & DiStefano, 2006; West, Finch, & Curran, 1995). 
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Means and standard deviations, item-total correlations, and corrected item-total 
correlations were used to conduct item analysis. The suitability of the respondent data 
was analyzed utilizing the Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy (i.e., 
factorability; KMO, > 0.80) and Bartlett's test of sphericity (p < 0.05) (Cerny & Kaiser, 1977). 
For simplifying interrelated measures, exploratory factor analysis (EFA) was performed 
(Suhr, 2005), and principal axis factoring and oblique rotation were utilized (Corner, 2009). 
Every factor should retain at least three items (Maccallum et al., 1999; Velicer & Fava, 
1998). Different factor models of the SAS, including four-factor, five-factor, and six-factor 
models, were assessed using EFA in Sample 1 (N=1278) with Mplus 7. The items that 
loaded on less than 0.3 or loaded on more than one construct (> 0.3), and items 
inconsistent with the original SAS dimensions were removed based on the 
recommendations of Costello and Osborne (2015).  

The Tucker-Lewis Index (TLI, > 0.90), comparative fit index (CFI, > 0.90), Akaike 
Information Criterion (AIC), Bayesian Information Criterion (BIC), root mean square error 
of approximation (RMSEA, < 0.06) (90% C.I.) and standardized root mean square residual 
(SRMR, < 0.08) were calculated to analyze data-model fit of CFA (Byrne, 2013; Hu & 
Bentler, 1999). Comparison of the first-order and second-order models was performed 
using a target coefficient (Marsh, Barnes, & Hocever, 1985). Cronbach’s alpha greater than 
0.7 was considered acceptable (Santos, 1999). Test-retest reliability (i.e., two-week interval) 
has often been conducted in previous studies (Doty, Newhouse, & Azzalina, 1985; Lewis, 
McCollum, & Joseph, 1999). Measurement invariance involving configural, metric, scalar, 
and error variance invariance was assessed to further examine the changes in the model 
fitting index by gender (Cheung & Rensvold, 2002).  
1.3.2. Network analysis 

Based on the Extended Bayesian Information Criterion (EBIC; Chen & Chen, 2008), a 
graphical least absolute shrinkage and selection operator (LASSO; Friedman et al., 2008) 
regularization was calculated to represent the EBICglasso model. The network system 
included nodes (i.e., items/factors of SAS-RC) and edges (correlation between two nodes). 
The centrality of nodes in the network were calculated including betweenness, closeness, 
and strength (Epskamp et al., 2012). Correlation stability coefficient (CS-coefficient) (≥ 
0.25) represent the node centrality stability (Epskamp et al., 2018). The tuning parameter 
was set to 0.5 for a more parsimonious and easier explainable network (i.e., fewer edges, 
higher specificity and sensitivity). In network analysis, statistical significance can be 
visualized with a weights matrix and the resulting graph shows different significance in 
different shades of blue/orange, and omits other non-significant values. Thicker edges and 
thinner edges represent stronger correlation and weaker correlation, respectively. Edge 
stability was estimated through bootstrapped 95% confidence intervals (1000 times).  
The network comparison test (NCT) was conducted to compare the structure network and 
the global network strength across gender.  
1.3.3. Latent profile analysis 

For latent profile analysis (LPA), fit indices were as calculated utilizing the Akaike 
information criteria (AIC), Bayesian information criterion (BIC), the sample size-adjusted 
BIC (A-BIC), Entropy, Lo-MendellRubin adjusted likelihood ratio test (LMRA-LRT) and 
Bootstrap Likelihood Ratio Test (BLRT), as well as minimum class membership size. Entropy 
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(≥ 0.8) and decreased AIC, BIC and A-BIC indicate better results (Carragher et al., 2009). 
The LMRA-LRT and BLRT with a significant p-value indicate a better-fitting model (Muthén, 
& Muthén, 2012). Two to five groups were classified from the sample of 2531 participants.  
The optimal model was selected based on the best-fit statistics and interpretability 
(McCutcheon, 2002). Replication analysis was conducted for cross-validation in two 
random split-samples (n1 = 1245 and n2 = 1286). Multinomial logistic regression and 
multiple comparison (least significant difference [LSD] and Bonferroni) were used for 
latent profile classes. The cut-off value was calculated through ROC curve analysis.  

2.4. Ethics 

The research team’s University Research Ethics Committee approved the study 
procedure. The study’s purpose and written informed consent were also provided to all 
participants in the present study.  

2. Results 

2.1. Descriptive analysis of variables 

Among the 2531 participants, the total SAS-RC scores for males and females were 51.94 
and 52.03 respectively, which demonstrated there was no statistically significant gender 
difference (p > 0.05) (Table 1). The number of students who lived in urban areas and rural 
areas were 1284 (50.7%, SAS-RC total score = 52.19) and 1247 (49.3%, SAS-RC total score = 
51.80), respectively. There was no significant difference between residential status (p > 
0.05). The average time of smartphone usage was 6.21 hours every day (the median was 
5.0 hours and Skewness was 0.745). For assessment of smartphone addiction by the 
participants themselves, 215 students regarded themselves as “addicted” to their 
smartphones (8.5%), 1293 students regarded themselves as "non-addicted” to their 
smartphones (54.1%), and the remaining students answered “unsure” (1023, 40.4%). Their 
SAS-RC scores showed statistically significant differences (p < 0.001), with a score of 62.09 
for students who considered themselves addicted to their smartphones compared to a 
score of 52.79 for students who said they were not addicted to their smartphone.  
2.2. Psychometric properties 
2.2.1. Normal data distribution test (skewness and kurtosis) 

The values of skewness and kurtosis ranged from -0.74 to 1.47 and from -1.36 to 2.53, 
respectively (Appendix S1). Data were regarded as being normally distributed because of 
the skewness (< 2) and kurtosis (< 7) values. Therefore, the maximum likelihood (ML) was 
used in the present study. 
2.2.2. Item analysis  

For checking the consistency of the 33 items of the SAS and smartphone addiction, the 
item-total correlation test and corrected item-total correlations (i.e., alpha if item deleted) 
were performed. The good psychometric characteristics (item-total correlation from 0.31 
to 0.68 and alpha had little or no change if item deleted) were showed for all 33 items 
(Appendix S1). Therefore, the 33 items were retained to perform EFA. 
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2.2.3. Construct validity 
2.2.3.1. Exploratory factor analysis (EFA) 

The 33-item SAS’s KMO was .94 and Bartlett’s test of sphericity was 26106.01 (p < 
0.001). These results indicated that factor analysis was appropriate for the 33-item SAS 
with a common factor. Considering item loading and factors (Appendix S2), thirteen items 
(8, 11, 12, 13, 19, 27, 28, 30, 31, 10, 18, 20, 22) were removed in the six-factor model. 
Moreover, the fifth factor had only two items (24 & 25) in the six-factor model. Therefore, 
15 items (8, 11, 12, 13, 18, 19, 20, 22, 24, 25, 27, 28, 30, 31) were removed. Next, EFA was 
re-run with the remaining 18 items. Item 17 (i.e., “I will never give up using my 
smartphone even when my daily life is already greatly affected by it”) was also removed. 
EFA models with different items and factors also demonstrated that the 17-item model 
with four factors had better model fit index (Table 2). Ultimately, 17 items were selected 
for inclusion in the revised Chinese SAS (SAS-RC) based on their theoretical foundation and 
their loadings in the first sample (N = 1278) (Table 3). 

In the original SAS, two factors, overuse and tolerance, had only four items and three 
items, respectively. In the present study, the items (1, 2, 3, 4, 5, 29, 32, and 33; see 
Appendix S2) involving three factors (daily-life disturbance, overuse, and tolerance) were 
integrated into one factor. The mean SAS-RC item score ranged from Item 26 with the 
lowest score (“Preferring talking with my smartphone buddies to hanging out with my 
real-life friends or with the other members of my family”, M =2.13, SD = 1.13) to Item 6 
with the highest score (“Feeling calm or cozy while using a smartphone”, M = 3.78, SD = 
1.20). The mean scores of the four subscales (daily-life disturbance, positive anticipation, 
withdrawal, and cyberspace-oriented relationships) were 3.16 (SD = 0.84), 3.62 (SD = 0.96), 
3.09 (SD = 1.06), and 2.21 (SD = 0.90), respectively. The average total score of the SAS-RC 
was 52.00 (SD = 11.33).  

2.2.3.2. Confirmatory factor analysis (CFA) 

The 17-item and four-factor model fitted well (χ2 = 316.92, df = 109, p < 0.01; TLI = 0.924; 
CFI = 0.939; SRMR = 0.036; RMSEA = 0.039) (Table 2). Subsequently, several observed 
variables across the constructs were found to be related. Therefore, a second-order model 
was conducted to verify the definition of smartphone addiction, in which there was a 
larger factor underlying the four factors (χ2 = 343.01, df = 111, p < 0.01; TLI = 0.917; CFI = 
0.932; SRMR = 0.041; RMSEA = 0.041) (Table 2). Furthermore, by comparing the first-order 
and second-order models using the target coefficient (T = 0.92), the factor structure was 
improved.  

2.2.4. Convergent validity   

The students’ self-assessments of smartphone addiction were closely correlated with 
their SAS-RC scores. By controlling for gender and residential status, the convergent 
validity was analyzed using partial correlation to compare the SAS-RC with the original SAS, 
IADQ, and PCPU-Q. The correlation coefficients of the SAS-RC with the IADQ and the 
PCPU-Q were 0.57 and 0.51, respectively. The correlation coefficients of the SAS-RC with 
the SAS were 0.94 for the total scale score and 0.74 for daily-life disturbance, 0.51 for 
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positive anticipation, 0.75 for withdrawal, and 0.61 for cyberspace-oriented relationships 
(p < 0.01 for all). Scores on the SAS-RC were significantly positively associated with scores 
on both the PCPU-Q and IADQ, which proved good convergent validity for the SAS-RC 
(Table 4).  

2.2.5. Reliability  

Cronbach’s alpha of the 33-item SAS was 0.91 while Cronbach’s alpha decreased to 0.82 
for the 17-item SAS-RC. To reduce the order effect, SAS-RC question sequences were 
rearranged when assessing test-retest reliability for 123 participants randomly sampled 
from original participants. Two-week test-retest reliability of the SAS-RC was 0.83 in the 
present study.  

2.3. Measurement invariance 

As shown in Table 2, invariance was conducted including configural, metric, scalar, and 
error variance invariance. For gender (1528 females and 1003 males), configural invariance 
was performed on the SAS-RC. The result showed that TLI and CFI were 0.940 and 0.952 
(χ2 = 577.98, df = 218, SRMR = 0.036, RMSEA = 0.036) (N=2531) overall, 0.923 and 0.940 in 
the male sample (χ2 = 283.51, df = 105, SRMR = 0.040, RMSEA = 0.041) (N=1003), and 
0.936 and 0.947 in the female sample (χ2 = 354.43, df = 113, SRMR = 0.035, RMSEA = 0.037) 
(N=1528), respectively. There was no statistically significant difference in gender (△χ2 = 
20.28, △df = 13, p > 0.05). The results of metric, scalar and error variance invariance on 
the total sample showed that TLI and CFI were 0.936 and 0.949 (χ2 = 629.64, df = 218, 
SRMR = 0.037, RMSEA = 0.039), 0.937 and 0.949 (χ2 = 633.19, df = 222, SRMR = 0.037, 
RMSEA = 0.038), 0.934 and 0.942 (χ2 = 703.60, df = 239, SRMR = 0.039, RMSEA = 0.039) , 
respectively (Table 2). These results indicated that the 17-item and four-factor SAS-RC had 
good measurement invariance across gender. 

2.4. Network analysis  

2.4.1. EBICglasso network analysis  

The EBICglasso item-level network including 17 items are shown (Figure 1). Node sas15 
(“Feeling that my relationships with my smartphone buddies are more intimate than my 
relationships with my real-life friends”) and node sas16 (“Feeling that my smartphone 
buddies understand me better than my real-life friends”) had the strongest edge intensity 
(r = 0.483) for the total sample (Appendix S3). Node sas14 had the highest strength 
centrality (betweenness = 2.431, closeness = 1.814, strength = 1.171). Node sas6 had also 
higher strength centrality (betweenness = 1.304, closeness = 0.948, strength = 1.047) 
(Appendix S4-S5). The CS-coefficients of the 17 items ranged from from 0.5 to 1.1 
(Appendix S7). The facet-level network including daily-life disturbance, positive 
anticipation, withdrawal, and cyberspace-oriented relationships are shown in Figure 2. 
Node F1 (daily-life disturbance) and node F3 (withdrawal) had the strongest edge intensity 
(r = 0.313) (Appendix S8). Node F3 had the highest strength centrality (betweenness = 
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1.500, closeness = 0.950, strength = 1.388) (Appendix S9-S10). The CS-coefficients of 
daily-life disturbance, positive anticipation, withdrawal, and cyberspace-oriented 
relationships were 0.54, 0.4, 0.75, and 0.47, respectively (Appendix S12).  
2.4.2. EBICglasso network analysis across gender 

 In the item-level network, nodes sas15 and sas16 had the strongest edge intensity (for 
males, r = 0.492; for females, r = 0.442). Node sas6 and node sas14 had the highest 
strength among males (1.648) and females (1.326), respectively (Appendix S13-S20). In the 
facet-level network, nodes F1 (“daily-life disturbance”) and F3 (“withdrawal”) had the 
strongest edge intensity among males (r = 0.35), while F2 (“positive anticipation”) and F3 
(“withdrawal”) had the strongest edge intensity among females (r = 0.33). Withdrawal had 
the highest strength among males (1.084) and females (1.478) (Appendix S21-S27). 

2.4.3. Comparison of network between gender 

The network structure and global strength both had no significant differences between 
males and females either at the item-level (M=0.104, p= 0.397; 29.8 vs. 28.8, p=0.143) or 
the facet-level (M= 0.093, p=0.423; 1.00 vs. 1.12, p=0.315) network comparison tests 
(NCT).  

2.5. Latent profile analysis 

2.5.1. LPA results 

As shown in Appendix S28, models with two to five subgroups were estimated and 
compared. Decreased AIC, BIC and A-BIC values were demonstrated in the two-profile to 
five-profile solutions. However, only the three-profile solution’s entropy was more than 
0.8. The high posterior probabilities of memberships of the three latent classes were 0.93, 
0.898, and 0.939, respectively. In addition, the smartphone addiction’ theoretical 
meaningfulness and clinical interpretability were also important for determining the most 
acceptable profile. Three simple profiles of smartphone addiction were identified for 
Chinese university students: (i) normal smartphone use group (Class 1, n=1227, 48.5%), (ii) 
high-risk smartphone use group (Class 2, n=1041, 41.1%), and (iii) smartphone addiction 
group (Class 3, n=263, 10.4%) (Figure 3). Replication analysis was performed through 
randomly sampling 1245 participants, which also indicated good discrimination on the 
three classes of smartphone use (Appendix S28).   

2.5.2. Covariate results 

The multinomial logistic regression was conducted for covariates with the smartphone 
addiction class as the reference class compared to other two classes. The results for 
covariates associated with latent class membership are shown in Appendix S29. Compared 
to the smartphone addiction class, gender differences were non-significant in normal 
smartphone use class and high-risk smartphone use class. There were no significant 
differences in age and residential status in three classes. Demographic results also showed 
that there were no class differences between males (n = 487) and females (n = 986) (χ2 = 
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4.944, p = 0.084, Phi = 0.058) and between those living in urban and rural areas (706 vs. 
769, χ2 = 0.448, p = 0.799, Phi = 0.017). There were no significant differences on total score 
of SAS-RC and four factors between gender (all p-values > 0.05). 

2.5.3. Multiple comparison of four factors and 17 items between three three classes 

There were significant differences between classes in relation to daily-life disturbance 
(including overuse and tolerance) and cyberspace-oriented (i.e., online) relationships. 
There were no significant differences in positive anticipation and withdrawal between the 
high-risk smartphone users (Class 2) and addicted smartphone users (Class 30 (p!0.05). 
Compared to Class 2, Class 3 had significant differences on Items 8, 13, 15, 16, and 17 
(Appendices S30-s32). 

2.6. ROC analysis 

The ROC plot including sensitivity and 1-specificity for the 17-item SAS-RC is shown in 
Appendices 33-34. The large area under the curve (AUC) was 0.861 (CI: 0.833-0.888, p < 
0.001). The cut-off value was a score of 58, which corresponded to 0.804 sensitivity and 
0.742 specificity (1-specificity = 0.258). 

3. Discussion 
The present study examined the psychometric properties, invariance, and network 

structure of the SAS-RC, and conducted latent profile analysis for smartphone addiction. 
All participants used a smartphone and utilized all kinds of applications via their 
smartphone (e.g., surfing the web, using Tencent QQ and WeChat, making mobile 
payments). This finding is similar to the CNNIC report that the usage rate of instant 
messaging apps (e.g., WeChat, QQ) was more than 97.3% of Chinese Netizens in June 
2021 (China Internet Network Information Center, 2021). Differences in self-reported 
smartphone addiction were found, but no gender and residential status differences were 
found in the total scores of the SAS-RC. These results were similar to the SAS for Korean 
adults (Kwon et al., 2013b). 

The SAS factor structure analysis showed that the 17-item SAS-RC with four factors was 
confirmed in the present study. In the first EFA, based on the 33-item SAS, four-factor, 
five-factor, and six-factor models of SAS were tested. The results of the exploratory factor 
analysis showed that the six-factor model had higher model fit than the other two models. 
However, in the six-factor model, some items that loaded on less than 0.3 or on more than 
one factor were not appropriate. In addition, the fifth factor had only two items in both 
the five-factor model and the six-factor model. Therefore, the four-factor model was more 
suitable on the fit estimator.  

Two factors, ‘overuse’ and ‘tolerance’, that had few items in the original SAS were 
integrated into the ‘daily-life disturbance’ factor of the SAS-RC by EFA. Because of 
traditional cultural differences, emotional expression is more implicit in Chinese university 
students (Gao, 1998). In particular, the expressions of psychological pain and mental 
symptoms refer to somatization patterns. Therefore, Items 29, 32, and 33 (i.e., “Using my 
smartphone longer than I had intended”, “Always thinking that I should shorten my 
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smartphone use time” and “The people around me tell me that I use my smartphone too 
much”) were incorporated into the daily-life disturbance factor. In some studies, it has 
been debated as to whether the ‘tolerance’ factor is a symptom of addiction (Charlton & 
Danforth, 2007). Time spent using the internet is not a criterion for addiction (e.g., 
professional e-sport players legitimately spend many hours a day online) unless such 
behavior results in serious negative consequences (Charlton & Danforth, 2007).  

Next, some items inconsistent with the corresponding factors of the original SAS were 
removed. In the second EFA, one item was removed for loading more than 0.3 on two 
factors. Finally, 17 items were retained on the basis of data analysis, and three of the four 
factors, including positive anticipation, withdrawal and cyberspace-oriented relationships, 
were consistent with the original SAS.  

A series of good fit indices were found in the single-order model of the 17-item SAS-RC, 
as it had in the aforementioned research. Previous studies on smartphone addiction 
assessment tools have rarely shown a hierarchical measurement model and measurement 
invariance. Therefore, a second-order model of CFA was performed to evaluate the 
four-factor structure of the SAS-RC. Measurement invariance involving configural, metric, 
scalar, and error variance invariance also indicated the SAS-RC had a high construct validity 
between gender. In addition, the SAS-RC was positively associated with the original SAS, 
IADQ, and PCPU-Q in the convergent validity analysis.  

In the item-level and facet-level networks, node sas14 (“Having my smartphone in my 
mind even when I am not using it” is part of “withdrawal”) and node F3 (“withdrawal” 
factor) both had the strongest centrality, which was similar to Andrade, Scatena et al. 
(2020b) who reported that withdrawal and preoccupation were the core symptoms of 
smartphone addiction using the Brazilian SAS-SV. In addition, node sas6 (“Using my 
smartphone longer than I had intended”) had stronger centrality in the total network. Loss 
of control was the core symptom of problematic smartphone use utilizing the Smartphone 
Addiction Proneness Scale (SAPS) (Huang et al., 2021). Excessive smartphone use may 
disturb daily life and be unable to effectively regulate individuals’ behaviors. Another 
study had also found that low self-control was closely connected with problematic 
smartphone use utilizing network analysis among Italian adolescents (Mancinelli et al., 
2021). Moreover, smartphone addiction may result in significant impairment in daily life 
(e.g., personal, family, social, educational, occupational or other important areas of 
functioning) and be characterized by impaired control as one of core characteristics of 
behavioral addiction (e.g., gaming disorder and problematic social media use) (World 
Health Organization, 2019). Comparison of networks between males and females also 
demonstrated that network structure and global strength of the SAS-RC were similar 
across gender, which also indicated the SAS-RC had similar network perspective between 
genders and is suitable for Chinese university students.  

Three profiles of smartphone use (i.e., normal smartphone use class, high-risk 
smartphone use class, and smartphone addiction class) were identified among Chinese 
university students. The normal smartphone users (Class 1) spent less than three hours 
every day on their smartphone, whereas the high-risk smartphone users (Class 2) and the 
addicted smartphone users (Class 3) spent more than three hours every day on 
smartphone use. The results indicated one in ten Chinese university students were classed 
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as having smartphone addiction, two-fifths used smartphone excessively, and close to half 
were normal smartphone users. This was similar to the self-report assessment of 
smartphone addiction in the present study. A study on smartphone addiction from Korean 
adolescents reported 13.5% participants had smartphone addiction, whereas the others 
were healthy smartphone users (Lee, Kim, & Choi, 2017). A systematic review indicated 
that the prevalence of smartphone addiction among children and young people was 
between 10% and 30% (Sohn et al., 2019). Three profiles of problematic smartphone use 
(i.e., mild, moderate, and severe class) were also found among American college students 
(Elhai et al., 2019).  

The results of the covariate analysis also verified that the SAS-RC was appropriate for 
Chinese university students with different residential status and irrespective of gender, 
which was consistent with the aforementioned measurement invariance. There were no 
significant differences in positive anticipation and withdrawal between the high-risk 
smartphone use class and smartphone addiction class in the present study. This suggests 
that high-risk smartphone users spend lots of time on their smartphone and believe that 
smartphone use may enhance their interpersonal communication, help them search 
rapidly for various types of information rapidly, provide a means for convenient payment, 
and satisfy their psychological needs, such as coping with stress from academic 
performance and other stressors, and alleviating negative emotion.  

Like addicted smartphone users (Class 3), high-risk smartphone users (Class 2) 
experience positive anticipation concerning their smartphone use and feel negatively 
when they are unable to use their smartphone (i.e., withdrawal symptoms), and they 
yearn for information and fear missing out on important things. However, high-risk 
smartphone users did not experience (i) psychological distress, or (ii) significant 
impairment in personal, family, social, educational and/or occupational functioning. 
Individuals with high-risk smartphone use thought that their smartphone was helpful for 
their daily life rather than harmful. Therefore, they used smartphone frequently and 
persistently. Addicted smartphone users may experience impaired social functioning 
including poor academic performance and compromised interpersonal relationship. 
Individuals with smartphone addiction showed a preference for online relationships, spent 
much longer time on their smartphone than those in the other two classes. Once high-risk 
smartphone users lose control over their smartphone use and give increased priority to 
smartphone use above other life interests and daily activities, they may become 
smartphone addicts.  

The SAS-RC had high construct validity, convergent validity, reliability, similar to other 
mobile/smartphone addiction assessment tools (e.g., SAS, SABAS). Therefore, the SAS-RC 
with good psychometric properties and appropriate profiles and can be used to assess and 
screen Chinese university students for risk of smartphone addiction. Although 
smartphones can help individuals build social networks and reduce feelings of isolation, 
previous work has also shown that smartphone use can impact sleep (Lanaj, Johnson, & 
Barnes, 2014; Randler et al., 2016) and physical health (İNal et al., 2015; Kim, Kim, & Jee, 
2015). Moreover, high-risk smartphone use can cause psychological problems, such as 
anxiety, depression, and time distortion (Elhai et al., 2017; Lin et al., 2015). As an effective 
measurement tool, 17-item SAS-RC is able to assess the risk of smartphone addiction for 
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Chinese university students.  
Several study limitations should be noted in relation to the present study. First, all data 

originated from convenience sampling with universities in one province of China and were 
self-report, which means there were possible subjective biases regarding the data (e.g., 
memory recall, social desirability). Related to this is the fact that self-report may differ 
from actual smartphone usage (e.g., smartphone users may over-estimate how long they 
actually spent on their smartphones). For instance, Andone et al. (2016) reported among a 
large sample of over 30,600 smartphone users that they spent an average of 166 minutes 
a day on their smartphone. Future studies should therefore investigate using 
representative samples as well as using objective and standardized methods (such as 
actual account data, i.e., smartphone app monitoring) to provide a more comprehensive 
understanding to problematic smartphone use. Second, given that participants were asked 
a question to self-evaluate their smartphone use status (i.e., ‘addicted to their 
smartphone’, ‘not addicted to their smartphone’, and “don’t know’), some participants 
may simply have interpreted ‘addiction’ as heavy usage rather than a clinical definition of 
addiction which may have influenced the findings. Third, it should be noted that any 
self-report instruments cannot be used as a diagnostic tool to assess genuine addiction as 
this can only be done utilizing clinical interviews by trained practitioners (e.g., psychiatrist, 
clinical psychologist). Instruments such as that described in the present study assess the 
risk of addiction at best. Fourth, there were four factors in the SAS-RC. To make sure the 
factor structure is robust, further confirmatory research is required. In addition, the 
psychometric properties of the SAS-RC and differences of profile properties of smartphone 
addiction need to be further evaluated among the general Chinese population as well as 
among populations in other countries. A replication of the profile solution with other 
Chinese samples and cross-cultural samples should also be conducted. Given that the SAS 
was originally developed in Korean, the translation process (i.e., from English to Chinese) 
may have resulted in some problems involving linguistic validity.  

4. Conclusion  

The SAS-RC had high construct validity, good reliability, and proven invariance, which 
indicated robust psychometric properties. Three profiles of smartphone use and addiction 
were also identified among Chinese university students. Therefore, the SAS-RC has good 
psychometric properties and is suitable for assessing the risk of smartphone addiction by 
different profiles among Chinese university students. Positive daily activities and 
overcoming withdrawal symptoms may decrease smartphone addiction among Chinese 
university students.  
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Table 1 
Sociodemographic characteristics and SAS-RC scores (N = 2531). 

Variables 
N (%) 

Mean±SD 
SAS-RC 

Mean±SD 
p 

Own a smartphone  Yes 2531(100%)   

 No 0   
Age  19.4±1.3   

Gender Male 1003(39.6%) 51.94±11.71 0.84 
 Female 1528(60.4%) 52.03±11.07  
Residential status Urban 1284(50.7%) 52.19±11.25 0.39 

 Rural 1247(49.3%) 51.80±11.41  
Amount of time on smartphone (hours) Everyday 6.21±3.73   

Self-evaluation of smartphone addiction Non-addiction 1293(54.1%) 52.18±11.22a <0.001 
 Addiction 215(8.5%) 62.09±11.47ab  

 Don’t know 1023(40.4%) 49.65±10.20b  
a, b: Scheffe test (the means with the same letter were significantly different). 
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Table 2 
Data-model fit of different SAS items in EFA and CFA and gender invariance 

Model X2 df TLI CFI AIC BIC SRMR RMSEA (90% CI) 
33 items four factors EFA (N=1278) 1446.87 402 0.877 0.906 130193.77 131183.16 0.031 0.045(0.043, 0.048) 
33 items Five factors EFA (N=1278) 1054.39 373 0.914 0.939 129820.90 130959.72 0.024 0.038(0.035, 0.041) 
33 items Six factors EFA (N=1278) 845.50 345 0.931 0.955 129629.47 130912.58 0.021 0.034(0.031, 0.037) 
18 items four factors EFA (N=1278) 279.37 87 0.923 0.956 72821.66 73347.27 0.023 0.042(0.036, 0.047) 
17 items four factors EFA (N=1278) 217.54 74 0.931 0.962 69253.65 69748.34 0.021 0.039(0.033, 0.045) 
17 items four factors CFA (N=1253) 316.92 109 0.924 0.939 67495.86 67808.99 0.036 0.039(0.034,0 .044) 
Second-order model 17 items four 
factors CFA (N=1253) 

343.01 111 0.917 0.932 67522.25 67825.11 0.041 0.041(0.036, 0.046) 

Male (N=1003) 283.51 105 0.923 0.940 55234.27 55553.47 0.040 0.041(0.035, 0.047) 
Female (N=1528) 354.43 113 0.936 0.947 80868.70 81172.61 0.035 0.037(0.033, 0.042) 
Configural Invariance Gender 
(N=2531) 

577.98 218 0.940 0.952 136559.38 137271.42 0.036 0.036(0.033, 0.040) 

Metric Invariance (N=2531) 629.64 218 0.936 0.949 135827.80 136539.84 0.037 0.039(0.035, 0.042) 
Scalar Invariance (N=2531) 633.19 222 0.937 0.949 135823.24 136511.94 0.037 0.038(0.035, 0.042) 
Error variance Invariance (N=2531) 703.60 239 0.934 0.942 135871.71 136461.18 0.039 0.039(0.036, 0.043) 
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Table 3 
Factor loading of the 17-item Chinese SAS (SAS-RC) in four factors by CFA 

Number F1 F2 F3 F4 

1 Missing planned work due to smartphone use 0.39    
2 Having a hard time concentrating in class, while doing assignments, or 
while working due to smartphone use 

0.54    

3 Experiencing lightheadedness or blurred vision due to excessive 
smartphone use 

0.33    

4 Feeling pain in the wrists or at the back of the neck while using a 
smartphone 

0.63    

5 Feeling tired and lacking adequate sleep due to excessive smartphone use 0.54    
6 Using my smartphone longer than I had intended 0.53    
7 Always thinking that I should shorten my smartphone use time 0.65    
8 The people around me tell me that I use my smartphone too much. 0.69    
9 Feeling calm or cozy while using a smartphone  0.56   
10 Feeling great meeting more people via smartphone use  0.73   
11 Being able to get rid of stress with a smartphone  0.55   
12 Won’t be able to stand not having a smartphone   0.59  
13 Feeling impatient and fretful when I am not holding my smartphone   0.69  
14 Having my smartphone in my mind even when I am not using it   0.65  

15 Feeling that my relationships with my smartphone buddies are more 
intimate than my relationships with my real-life friends 

   0.68 

16 Feeling that my smartphone buddies understand me better than my 
real-life friends 

   0.73 

17 Preferring talking with my smartphone buddies to hanging out with my 
real-life friends or with the other members of my family 

   0.65 

Note: F1 = Daily-life disturbance (including overuse and tolerance), F2 = Positive anticipation, F3 = 
Withdrawal, F4 = Cyberspace-oriented relationships.  
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Table 4   
Correlations between the Chinese Version of the Smartphone Addiction Scale (SAS-RC) subscale scores and 
other scales (N = 2531) 

Factor SAS-RC SAS IADQ PCPU-Q 

Daily-life disturbance 0.86 0.74 0.52 0.51 
Positive anticipation 0.52 0.51 0.21 0.13 
Withdrawal 0.73 0.75 0.42 0.33 
Cyberspace-oriented relationship 0.59 0.61 0.33 0.31 
SAS-RC 1.0 0.94 0.57 0.51 

Note: IADQ: Internet Addiction Diagnostic Questionnaire. PCPU-Q: Problematic Cellular Phone Use 
Questionnaire. The correlation coefficients between SAS-C subscales and other (SAS, IADQ, PCPU-Q) scales 
were all statistically significant at the p < 0.001 level 
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Figure 1. EBICglasso model based on network analysis according to the SAS-RC among total participants (A), 
males (B) and females (C). Note: sas1-sas17 = SAS, sas1-sas8= Daily-life disturbance, sas9-sas11 = Positive 
anticipation, sas12-sas14 = Withdrawal, sas15-sas17 = Cyberspace-oriented relationships.  
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Figure 2. EBICglasso model based on network analysis according to the SAS-RC among total participants (A), 
males (B) and females (C). Note: F1= Daily-life disturbance, F2 = Positive anticipation, F3 = Withdrawal, F4 
= Cyberspace-oriented relationships.
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Figure 3. Latent class profile of smartphone addiction 

 


