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Abstract 

This work uses Ab initio DFT calculations to model a novel bulk Cu/CeO2(111) 

nanocomposite and studies the characteristic and microscopic properties of 

the material at the surface and interface. The results reported herein shows 

a nanocomposite Cu/CeO2(111) material  simulated from an over-layer of a 

p(1x3) Cu nanorod along the [-1 ½ ½ ] plane of a p(3x2) CeO2(111) slab 

with upto 6 O-Ce-O triple layers. LDA+U (U = 6 eV on Ce only) gives a 0.38% 

lattice mismatch (0.01% difference from the 0.37%  experimental lattice 

parameter mismatch) and very small strain that allows for a 3:2 

Cu:CeO2(111) lattice match. The LDA+U binding energy of Cu for a four-layer 

stripe on ceria is 1.72 ev/Cu and interface energy of ~0.180 eV/Å2.  Layer-

by-layer Cu-stripe model optimisation shows >3 layers of Cu is required for 

the Cu to adopt a bulk-like structure on the ceria. Less than four layers of Cu 

tends to buckle, while a monolayer planar adsorption of Cu on ceria buckles 

into tetrahedral like Cu structures on the CeO2(111). The PDOS study of the 

interaction between Cu and ceria shows a characteristic Cu binding peak 

within the -1.0 eV to 1.0 eV gap state of ceria, suggesting an orbital 

interaction between Cu 3d and ceria Ce 4f orbital. Adhesion of the Cu stripe 

on the ceria slab results in charge transfer from CU to the Ce and the 

formation of many Ce3+ polarons. The polaronic effect at the interface and 

the characteristic features of this model suggests that; for Nth number of Ce 

in p(3x2) CeO2(111), 1/2Nth number of localised Ce3+ is required to saturate 

the ceria surface. Concentration of Ce3+ polaron > 6 per p(3x2) surface 

results in concentrated polarons and weaker Ce-O bonds which cleave to form 

oxygen vacancies. The S-species tolerance (efficiency test) using S and H2S 

interaction on Cu/CeO2(111), shows preferential adsorption of S and H2S on 

the Cu stripe, but closer to the interface itself where there is low coordination 

Cu atoms. H2S and S respectively stabilise at the bridge (~1.30 – 1.40 eV) 

and hollow Cu (~2.43 eV) sites. Bulk Cu/CeO2(111) material interface 

catalyses the split of  H2S into component SH+H  and S+H+H fragments, 

while re-adsorbing the S-moiety at the Cu stripe, the H atom forms extended 

hydrogen bonds at the ceria component. Reported herein also are functional 

β-doped-Cu/CeO2(111) with low and high defect formation energies. H2S 



 

vii 
 

interaction with the β-doped-Cu/CeO2(111) analogue shows a gain in sulphur 

tolerance relative to Cu/CeO2(111) for β = Ta (>14%); Rh(~6.8%); Fe 

(~6.0%); and Co(~6.0%). Formation of Ta-doped-Cu/CeO2(111), follows an 

exothermic pathway (-2.53 eV). The sulphur tolerance behaviour of Cu/CeO2 

and the high gain in tolerance when doped with Ta, demonstrate the potential 

for the use of Cu/CeO2, and Ta-doped-Cu/CeO2 as future SOFC anodes with 

reduced susceptibility to sulphur poisoning. The bulk Cu/CeO2(111) and β-

doped-Cu/CeO2(111) analogues are interesting materials with impressive 

properties that could be harnessed for use in green technologies and 

application. 

Key words: LDA+U, Cu-stripe, CeO2(111), Cu/CeO2(111), Ce3+ polarons, 

Interface, β-doped-Cu/CeO2(111) and Sulphur-tolerance. 
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Chapter One 

1.0 Introduction 

The properties of defects within surfaces and interfaces of solid-state 

materials and their computational and theoretical description is one of the 

biggest setback in condensed material science. Advanced atomic scale 

quantum mechanical computational analysis (DFT Density Functional Theory) 

suffice as one of the most essential tools in studying the fundamental 

microscopic processes between metal-metal (M-M) and metal-oxide (M-O) 

interfaces. Attempts to provide answers to the fundamental questions with 

respect to the basic science at the surface, interface and the bulk properties; 

for most of the functional materials and devices will generate results that 

finds applications in in my sustainable processes and emerging green 

technologies in various industries and in the environment at large. 

Engineering materials in the form of M-M and M-O interfacial systems serve 

as a base for fundamental macro and microscopic systems that are vital to 

the various now-available technologies and related developing green 

technologies. In catalysis and energy devices, metal-metal interface and 

metal-oxide interface are impressive catalytic engineering materials of 

interest [1, 2].  In higher efficient energy generating devices such as solid 

oxide fuel cells, and in sustainable technologies such as green catalysis these 

materials are widely sort for [3 – 9]. The use of these materials also extends 

to even the design of sensoring material [10 - 12]. Many gas sensors are 

developed from metal-oxide based materials [13 - 15]. 
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All these emerging technologies are not only economical but also provides 

solutions to the environmental needs geared towards improved performance 

and reduced costs. Innovative solutions towards these technologies of our 

time entails comprehensive evaluation of the atomic scale processes, 

functional properties operational-mechanism and inherent bulk material 

properties.  

A good example of green and high efficiency energy device is a solid oxide 

fuel cell (SOFC). This device generates electrical energy with very high 

efficiency via conversion of the stored chemical energy in a fuel directly into 

an electrical current [16]. When compared to the energy generated through 

combustion of hydrocarbons in an internal combustion engine, the improved 

efficiency is a gateway for a much reduced carbon footprint. Various materials 

currently in circulation hinders the commercial impact of this fuel cell. One of 

the major limitations and a hindrance to the commercial impact of SOFC is 

coke induced efficiency hindrance (coking of the anodes) [17], these results 

in carbon build-ups around the electrodes there by blocking the active sites 

where the conversion from fuel to electricity occurs [18]. Solid oxide fuel cell 

anode made of Nickel/Yittrium Stabilized Zirconium (Ni/YSZ) materials are 

mostly susceptible to this reduced efficiency occurrence [19]. Second to this 

kind of limitation towards performance and commercial efficiency of SOFC is 

sulphur poisoning because of sulphur accumulation on the electrodes [20, 

21]. Other than Ni/YSZ system, copper functionalised ceria (Cu/CeO2) based 

SOFC has demonstrated promising results with respect to energy efficiency 

and commercial value. Research evidence has shown that Cu-ceria composite 

material is resistant to coking and unlike Ni-YZS, Cu/CeO2 has shown 

improvement in tolerance to sulphur build up [22].  
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The interesting and challenging research question is: Why is Cu/CeO2 Solid 

Oxide Fuel Cell more tolerance to sulphur build-up? What is the mechanism 

of the build-up?  Moreover, what possible way could this build-up be 

prevented? Research by Zhansheng Lu and Co., noted that for a pure cerium 

oxide (CeO2) surface, the adatoms (adhered sulphur atoms) are immobile 

and stable [23]. Thus, a sulphur tolerance material is possible by engineering 

the surface of the ceria and alter the sulphur poisoning pathways. The idea is 

to either protect the ceria with a protecting group (blocking the sulphur 

adsorption sites) or incorporate a sulphur directing metal with the ceria. 

Blocking the sulphur adsorption sites with a protecting group however might 

hinder the efficiency of the ceria in generating an oxygen vacancy or 

formation of Ce3+ polarons on the ceria surface. These two phenomenon are 

fundamental properties of ceria that promote its application in many 

technologies [24]. This therefore means the solution to protecting the ceria 

is by incorporating a sulphur-directing group with the ceria, in the form of 

metal-CeO2 hybrid interface.  

Indeed, Lu et al, has shown that most sulphur bearing molecules could be 

altered by the presence of metallic copper [23]. The result from their research 

shows that, at the surface of the nearby copper component of the Cu/CeO2 

composite, the sulphur build-up is more stable relative to the ceria 

component of the system [23]. This shows that the mechanism of the sulphur 

process on Cu/CeO2 system might just follow a different pathway compared 

to that observed in Ni/YSZ composite.  

The Cu/CeO2(111) tolerance for sulphur still pretty much needs to be 

improved to a little to zero accumulation potential. It is with is in mind, that 

this research is proposed, towards designing a novel nanocomposite of a 
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Cu/CeO2 interface with nanomaterial enhanced functional properties. In 

addition, to improve further, on the performance of the copper-ceria 

materials, appropriate modification of the interfacial system in the form of 

metal/metal-oxide hybrid will be explored. The idea is, a composite alloying 

effect, could alter the overall metal/metal oxide property and might just lead 

to a new generation of material that could demonstrate the potential towards 

total inhibition of sulphur interaction or a reduction in sulphur build up 

possibility. 

1.1 Research Questions. 

 

Many of the existing researches on the Cu/CeO2 material are predominantly 

on the few atoms to monolayer planer adsorption of Cu on CeO2  and most of 

the computational works on these interfaces described the models using the 

PBE+U variant of GGA+U functional. Hence, this research project aim at not 

only addressing the gap in the copper-ceria material structure and 

computational model description by modelling an interface with a bulk-like 

Cu adsorbed on the ceria but will employ the local density approximation 

method (LDA+U) to model and describe a new architecture of Cu/CeO2(111) 

with an ad-on nanomaterial functions. Results from the research will serve to 

increase on the data available in this interesting catalytic and energy material 

and in computational material designs and choice of functional. 

The proposed research questions, which serve as project’s objectives 

checklists that this piece of work tends to, provide answers to are: 

1. Exploring the effect of Cu as a directing group, is it feasible to design 

a stable Cu/CeO2 with a bulk-like Cu stripe component without 

destroying the ceria surface? (It is proposed that a richly Cu 
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functionalised ceria will lower the susceptibility of the bulk ceria to 

sulphur attack). 

2. What are the observable chemistry and physics occurring at the 

interface and the bulk of the material? (CeO2 materials are known to 

carry small charges in the form of localised electron at the Ce 4f orbital, 

which is a Ce3+ polaron [24 - 26]). The idea is to make sure that the 

presence of many Cu atoms does not inhibit any of this. 

3. S-species interaction; where does the sulphur or the sulphur bearing 

H2S molecule wants to go to in the material, and how much effect does 

the Cu/CeO2(111) have relative to H2S interaction on clean ceria? 

4. How possible is it to further engineer the material by exploring the 

positive effect of defect formation? 

5. Considering series of metals, which of the transitional metals 

demonstrate potential as the best defect forming species in designing 

this metal/metal oxide hybrid and which site in the Cu/CeO2 is the most 

efficient functionalisation site? 

6. If alloying is possible, to form a doped-analogue of Cu/CeO2, does the 

formed doped-analogue show any improvement of the sulphur 

tolerance of the copper-ceria material? 

Thus, the overall aim of this research is to provide answers to these six 

research questions. 
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1.2 Scope of Study 

 

In attempt to answer the above mentioned research questions, this research 

project, will therefore explore beyond the existing studies of a pure Cu/CeO2, 

and employ first principle Density Functional Theory (DFT) method (LDA+U 

functional) to model a novel Cu/CeO2 architecture with nanostructure and 

potential nanocomposite properties.  

It will evaluate the basic chemistry and physics occurring (such as redox 

pathway and polaron formation) at the surface and interface of bulk Cu/CeO2 

nanocomposite.   

As a measure of efficiency, a test for sulphur tolerance of this material will be 

studied using Ab initio simulation of the adsorption processes of sulphur and 

hydrogen sulphide on the surface and at the interface of the Cu/CeO2.  

Towards further engineering of the material, the emerging results from the 

above studies will be used to make decisions on modelling other related 

doped-Cu/CeO2 material that has same shape and size through a single-

atom-substitutional defect formation process.  

The research will also go further to evaluate the interaction of S-bearing H2S 

interaction on the doped-Cu/CeO2. Thereafter, a relative comparison between 

the sulphur tolerance performances of the base Cu/CeO2 will be made with 

the doped-analogue of the Cu/CeO2.  

The results from this study will not only contribute to existing knowledge in 

Cu/CeO2 materials, but will provide vital decision information useful in making 

specific practical recommendation on design of new generation of material for 

functional engineering applications. 
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These outlined studies will be carried out using an already existing plane wave 

DFT code (VASP). The research will not involve the development of a new 

code nor modification of the existing ones. 

 

1.3 Thesis Structure. 

 

This thesis is structured into seven key sections, with each constituting a 

chapter. Under each of the seven chapters are subsections. The thesis 

contains three result chapters, which contains vital information that 

addressed the hitherto listed research questions. The flow of the main part of 

the thesis is thus: 

Chapter One:  Introduction. 

Chapter Two:   Background of Study. 

Chapter Three:  Electronic Structure Method and Computational 

Description. This contains vital information on the 

computational description of the material and the type of 

plane wave used in this study and other important 

computational details essential for all the investigations. 

This is equivalent to the Experimental methods or 

sections in laboratory synthesis. 

Chapter Four: This is the first result chapter. It contains information 

about modelling a novel bulk-like architecture of 

Cu/CeO2(111) Nanocomposite. 

Chapter Five: This is the second result chapter.  The results in this 

chapter is a comprehensive study of S-species adsorption 
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on the modelled Cu/CeO2(111) and also relative 

interaction on clean models of the components (Cu and 

ceria). 

Chapter Six: This is the third and last of the result chapters. It is the 

section that contains computational pathways on efficient 

doping of the Cu/CeO2(111) to design a metal/metal 

oxide hybrid with similar architecture with the modelled 

bulk-like Cu/CeO2(111). 

Chapter Seven: This is the last chapter of the thesis. It contains the 

conclusion statement and emerging research questions, 

which open window for future studies towards designing 

a better anodic material for SOFC devices.
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Chapter Two 

2.0 Research Background of Study 

Prior to the arrival of the industrial revolution, fossil fuels (FF) had been in 

use as a major source of energy [1]. This energy of the old has continued to 

dominate the energy industry, until the recent technological advancement 

and campaign for alternative and renewable energy sources. Regardless of 

the positive contribution of fossil fuels in the energy industry and the overall 

global development, it has continued to be one of the major sources of air 

pollutants such as carbon monoxide, carbon dioxide and other greenhouse 

gases [2]. As the need to preserve the ecosystem and the campaign for an 

alternative source of energy become more intense, researchers have long 

shifted attention to the development and commercialisation of other energy 

sources under the “alternative energy tag” [3]. Thus, alternative sources of 

energy are energy generating means that are more eco-friendly relative to 

fossil fuels. As an alternative to fossil fuels, these energies are engineered to 

solve the problems and limitations of fossil fuels, majorly to address the 

increasing effect of FF energies on the rising level of greenhouse gases and 

global warming [4]. The hallmark of the alternative sources of energy is 

designs and development of wind energy, solar energy, hydropower, biofuels, 

geothermal energy and energies via the burning of hydrogen gas [5]. For the 

purpose of this thesis, this piece of work will only throw a little light on an 

alternative source of energy that uses hydrogen gas as fuel and burns same 

completely with little to no emission of air polluting gases. 
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2.1 Fuel Cell as an Energy Device 

One of the major characteristics of fuel is its ability to produce heat energy 

when it reacts with other materials. A fuel cell (FC) is an alternative energy 

device that converts the stored chemical energy in the fuel to electrical 

energy [6]. Often times, the source of fuel in this device is a stream of 

hydrogen gas and oxygen as an oxidizing agent [7]. Due to the operational 

principle of an FC, energy generation through this device is very efficient and 

clean [8]. As a “zero-carbon alternative to fossil fuel”, hydrogen reacts 

completely when mixed with the oxidising oxygen gas to form water as a by-

product and streams of electrons which travel round the circuit generating 

energy [9]. 

 

As an electrochemical device, a fuel cell consists of a pair of electrodes (the 

anode and the cathode) and an electrolyte. The reactions, which produce the 

electrical energy, occur at the “electrolyte-electrodes interface” [10]. 

Oxidation at the anode (negative electrode), and reduction at the cathode 

(positive electrode). Irrespective of the electrode at which the reaction 

between oxygen and hydrogen occurs, the by-product formed could easily be 

drain out of the device. Energy generation using fuel cell is continuous 

provided there is a continuous supply of hydrogen and oxygen into the device. 

Fuel cells occur in various forms, and they are distinguished base on the 

nature and type of electrolytes [11]. The energy generated by a unit fuel cell 

is very minute and occurs in the form of a direct current (DC) [12]. Thus, to 

generate a reasonable amount of DC, the FC devices are assemble in a stack. 

To convert the DC to an alternating current (AC), an inverter is installed which 

converts the DC to an AC [13].

2H
2
 + O

2
            2H

2
O + Energy 
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Table 2.1: List of selected fuel cells classified as a function of the types of electrolytes. 

Fuel cells Electrolytes Fuel Operating 

temperature 

(˚C) 

Efficiency 

(%) 

Solid Oxide Fuel (SOFC) Solid oxide electrolytes 

(stabilised zirconia and yttria) 

Hydrogen, hydrocarbons 

(HC), and carbon monoxide 

(CO) 

800 – 1000 ˚C ˃ 60 % 

Ref. No. [14] 

Polymer electrolyte 

membrane (PEMFC) 

Proton exchange membrane 

(PEM) and anion exchange 

membrane (AEM) (Perflorinated 

sulfonic acid (PFSA) 

Pure hydrogen, methanol, 

and ethanol 

60 – 90 ˚C Up to 60% 

Ref. Nos. 

[15], [16] 

Alkaline fuel fell (AFC) Potassium hydroxide (35% - 

45%) 

Pure hydrogen 60 – 90 ˚C 60 – 80 % 

Ref. Nos. 

[17], [18] 

Molten carbonate fuel 

cell (MCFC) 

Molten carbonate (38% K2CO3 

and 62% LiO2CO3) 

Hydrogen, hydrocarbons 

(HC), and carbon monoxide 

(CO) 

600 – 700 ˚C 60 % 

Ref. Nos. 

[19], [20] 

Phosphoric acid fuel cell 

(PAFC) 

Phosphoric acid (100%) Hydrogen 180 – 220 ˚C ˃ 40% 

Ref. No. [20] 
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Figure 2.1: Diagrammatic representation of a fuel cell showing the 

continuous supply of the hydrogen gas fuel via the anode and the oxidising 

oxygen gas via the cathode. The semi-permeable membrane separator allows 

for the passage of the right ions, which is essential for the continuous supply 

of the electricity. Image adapted from Chem. Rev. 2004, Vol. 104, No. 10 

[ref. 10]. 

 

Regardless of the type of fuel cell, the principle of operation is generally the 

same [14]–[20]. Fuel cell classification as a function of operating 

temperatures include, low temperature operating fuel cells such as polymer 

electrolyte fuel cell and alkaline fuel cell [15]–[18], while high temperature 

operating fuel cells include molten carbonate fuel cell and solid oxide fuel cells 

[14], [19], [20]. The phosphoric acid fuel cell operates at a moderately high 

temperature between 180 – 220 ˚C [20]. 

This work, “Computational Pathway to Higher Efficiency Solid Oxide Fuel Cell”, 

will only focus on solid oxide fuel cell as an FC device. The challenges limiting 
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the efficiency of the device, progress thus far and how this project contributes 

to the existing knowledge. 

2.1.1 Solid Oxide Fuel Cell (SOFC) 

The origin of solid oxides as an electrolyte dates back to 1899 when Nernst 

discovered that at high-temperature (˃ 750 ˚C), solid oxides exhibit high 

conductivity [21]. In his patented work, Nernst showed the potential of 85% 

zirconium oxide (zirconia) as a glowing filament when stabilised with 15% 

yttrium oxide (yttria) [21], [22]. A standard SOFC device has an anode, a 

cathode and an electrolyte made of solid oxide (yttrium-stabilised zirconium). 

At the cathode, the oxygen gas is reduce to an oxide ion which flows throw 

the molten electrolyte to the anode. At the anode, the anion combines with 

the fuel to form water just like every other standard fuel cell [14]–[20]. 

Other than oxide ions flowing from cathode to anode, hydrogen ions could 

also flow from the anode to the cathode [22], in either way water is formed 

as a by-product. 

One of the advantages of a solid oxide fuel cell is the combined efficiency, in 

addition to fuel flexibility. SOFC employ the principle of “combined heat and 

power (CHP)” to achieve efficiency up to 80% high [21]. 

When only hydrogen gas is use as fuel, the equation that drives the system 

is thus: 

 

Cathode: 1/2O
2
 + 2e

-
               O

2-
 

Anode: H
2
 + O

2-
              H

2
O + 2e

- 
 

Overall:   H
2
 + O2              H2

O + Energy 
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In addition, when hydrogen is combine with carbon monoxide as fuel, the CO 

is oxidize at the anode to carbon dioxide, and the overall energy driving 

equation is shown thus: 

 

 

 

 

Figure 2.2: Diagrammatic representation of solid oxide fuel cell showing (a) 

proton-conducting electrolyte, and (b) oxide-ion conducting electrolyte. 

Adapted from Prog. Mater. Sci., 2015, vol. 72 [ref. 22]. 

 

2.1.2 Applications of Solid Oxide Fuel Cell 

As the campaign for green and sustainable energy, devices continue to 

increase, the potential applications of fuel cells and solid oxide fuel cells, in 

particular, has continued to increase. From localised power generation to 

large-scale distributed power, solid oxide fuel cell has demonstrated potential 

applications as a source of power for both industrial and residential areas. 

The high energy efficiency and the heat recovery from the CHP principle could 

generate power higher than any conventional electricity [21], [23], [24]. 

Overall:   H
2
 + CO + O

2
              H

2
O + CO

2 
+ Energy 

(a) (b) 
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The application of SOFC ranges from portable devices up to 500 watts, 

residential power system 5 kilowatts to distributed power up to 500 kilowatts 

[23]. 

Table 2.1.2: Solid oxide fuel cell application for portable and stationary 

devices. 

SOFC system Power Capacity (kW) Application Area 

20-W portable system 2.0 x 10-2 kW Jet fuels 

500-W portable system 5.0 x 10-1 kW Logistic fuel for military 

5-kW power system 5.0 x 100 kW Automobile APU 

500 kW CHP system 5.0 x 102 kW Residential and Industrial 

power 

 

2.1.3 Components of Solid Oxide Fuel Cells and Materials 

Solid oxide fuel cell as many other electrochemical cells comprise of 

electrodes and electrolytes. The electrodes (anode and cathodes) are the 

redox sites and energy active sites for the operation of the fuel cell. The anode 

is the oxidation site for oxidation of hydrogen fuel, while the cathode is the 

reduction site for the reduction of oxides ions [20] – [22].  

The anode materials for SOFC range from the most common Ni/YSZ (Ni/Y2O3-

ZrO2) to other range of cermet materials (oxide base) [21], [22], [25]. Other 

related metal oxides such as perovskites and cubic fluorite structured oxides 

such as Cu-gadolinium doped ceria have shown impressive electronic 

conductivity potential as solid oxide fuel cell anode [25] - [28]. Impressive 

cermet materials, cubic fluorite and perovskite structure oxides with anodic 

applications are as shown in table 2.1.3.
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Table 2.1.3: SOFC anodic materials and respective DC conductivity, limitations and advantage [25] - [37].  

Anode materials Conductivity (S. cm-1) Advantages/Limitations 

Cu-GDC 8.50 x 103 Good electronic performance and thermal expansion 

Cu-CeO2 5.20 x 103 Enhanced electronic conductivity >>>> Ni-YSZ DC conductivity 

Ni-GDC 1.07 x 103 Degradation of electronic performance and coking tendency 

Ni-SDC 5.73 x 102 Coking 

LaSrTiO2 3.60 x 102 Lattice expansion and weak mechanical strength ( not  suitable) 

Ti0.34Nb0.66O2 3.40 x 102 Very expensive anode material 

Ni-YSZ 2.50 x 102 High operational temperature and prone to sulphur poisoning 

CrTi2O5 1.77 x 102 Expensive material 

Sr0.88Y0.08TiO3 6.40 x 101 High operational temperature 

(La0.7Sr0.3)1-xCex-Cr1-xNixO3 5.03 x 100 Coking and carbon deposition 

La0.8Sr0.2Cr0.95Ru0.05O3 6.00 x 10-1 Expensive material and low conductivity 

La0.8Sr0.2Fe0.8Cr0.2O3 5.00 x 10-1 Low conductivity 

Sc0.1Y0.1Zr0.6Ti0.2O1.9 1.40 x 10-1 High operational temperature and  poor conductivity 
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The cathode is the reduction active site of the SOFC device where the oxygen 

(from the air inlet channel) is reduced to oxides [38]. Most cathode materials 

are perovskite derivatives (that is LaMO3 structure where M are range of 

transition metals) [39]. For series of “M”, typical perovskite cathode materials 

occurs as Ln1-xSrxFe1-yCo1-yCoyO3-δ, Ln = lanthanides such as La, Sm, Nd, Gd 

and Dy [39]. Example such perovskite include cerium gadolinium oxide 

(Ce0.8Gd0.2O1.9 (CGO)) and cerium samarium oxide (Ce0.8Sm0.2O1.9 (CSO)) and 

related barium base perovskite such as LnBaCo2O5+δ [39] – [40]. 

The electrolytes for SOFC as the name implied are high melting point solid 

oxides such as yttrium stabilised zirconia (YSZ) [41], the most common oxide 

interface in Ni/YSZ anode. Other typical electrolytes include hybrids from 

LSM-YSZ interface. Such combination of YSZ and LSM (La1-xSrxMnO2) are 

usually the most common electrolyte, however the greatest concern in is the 

high temperature induced formation of “pyrochlore” [42]. This accounts for 

the operational temperature limitation in commercialisation of SOFC. Another 

impressive fluorite structure electrolyte, for SOFC is cerium oxide and doped 

ceria derivatives. Relative to zirconia, ceria has at low temperature has 

reduced polarisation resistance and higher conductivity [42]-[44]. In the 

presence of impurities such as gadolinium and somarium, ceria base 

electrolyte shows the conductivity of ceria is very much enhanced [43], [44]. 

This accounts for the widely use of gadolinium doped ceria (Ce1-xGdxO2) as 

ceria base electrolyte [42], [45], [46], [47]. 

Other SOFCs electrolyte materials include Strontium/magnesium-doped 

lanthanum gallete (La1-xSrxGa1-yMgyO3 (LSGM) and Barium/magnesium-

doped lanthanum gallate (when strontium is replaced with barium) such as 

in  La0.9Ba0.1Ga0.8Mg0.2O2.85 [42]. 
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2.2 Cerium (IV) Oxide (ceria) and Functional Properties. 

 

Cerium (IV) oxides, generally referred to, as ceria is an interesting lanthanide 

oxide with outstanding electrolytic and catalytic properties, both in clean ceria 

form and in doped-ceria form [25] – [52]. The bulk state of ceria (the 100 

facet) has a fluorite structure with a lattice constant of 5.41Å [53], [54]. 

Other facets of ceria however do exists, such as the (110) and (111) facets 

[54], [55]. 

The stability of the ceria facets are in the order of (111) > (110) > (100), the 

extra stability is the (111) is due to a network of stable triple layers with an 

oxygen terminating surface [56]. Each stoichiometric CeO2 layer is made of 

a cerium atom bonded to two oxygen atoms in an alternated fashion (ceria 

triple layer), a surface and subsurface oxygen atoms.  In a more reducing 

condition, the oxygen terminated CeO2 (111) index surface transitions to a 

Ce terminated surface which is energetically favoured but retains the surface 

index of (111) [56]. 

 

Figure 2.3: Different facets of CeO2: (a) Bulk CeO2(100), (b) CeO2(110) 

facet and (c) the CeO2(111) facet. The highlighted area is the ceria triple 

layer. Colour code: Red = O, Green Ce. 

(a) (b) (c) 
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Interestingly the major properties of ceria that are of engineering importance 

and accounts for the wilder applications of ceria (CeO2 or the phase transition 

Ce2O3 hybrid) [56], are the transition from Ce4+ to Ce3+ and the formation of 

oxygen vacant sites [49] – [52], [57]. The reduction from Ce4+ to Ce3+ and 

the oxidation from+3 to +4 is a fascinating property ceria that accounts for 

its ability to gain and loss electrons insitu. The formation of +3 oxidation state 

from +4 in a composite material or clean ceria material is the polaron 

formation tendency of ceria [50], [51]. Ceria forms polarons by accepting 

electron in its Ce 4f orbital [52], [58], which localises and splits the orbital 

into half 4f and full 4f [58]. Formation of polarons results in a weaker Ce-O, 

which induces oxygen vacancies [50] - [52]. Oxygen vacancies are charge 

carriers, and transport electrons while hopping around on the ceria surface 

[52]. This occurring phenomenon in ceria are responsible for all basic 

applications of ceria such as, gas senoring, oxygen buffering, catalysis and 

solid oxide fuel cells [51], [53], [54], [57] – [60].  
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Figure 2.4: Polaron formation and the ceria Ce 4f band on localisation of 

electron. The ceria O2p is the valence band (full), while the ceria Ce 5d is the 

conduction. The intermediate empty Ce 4f is what governs the entire property 

of ceria. Image adapted from Castleton et al. [ref. 61]. 

The overall chemistry is given thus: 

 

Where Vo is oxygen vacant site. 
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Figure 2.5: Top layer image of CeO2(111) showing hopping of oxygen 

vacancy. 

 

 

2.3 Copper-Ceria (Cu/CeO2): A Material with Interesting 

Engineering Application 

 

Copper-ceria materials have shown outstanding demonstration as SOFC 

anode of the future [25] and have attracted many research attentions where 

it is widely used as catalyst and SOFC anode components of ceria.[25], [30], 

31], [48]. It has shown to have potential of substituting Ni/YSZ as anode of 

the future in SOFC [25].  

Regardless of the outstanding energy conversion efficiency of the SOFC, 

much still need to be done in engineering the Cu/CeO2 to serve suitably as 

the anode material. It has completely inhibits coking of the anode [25], [26], 

[32], and has also shows potential as a better sulphur tolerating anode [25], 

[48]. 

However, a lot still need to be done to engineer this material to a higher 

sulphur tolerance anode if not complete inhibition of sulphur poisoning. 

V
o

 

V
o

 

V
o
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Thus this research as already described in chapter one of this work, will be 

exploring possible computational paths of designing a novel Cu/CeO2(111) 

with new architecture and enhanced nanomaterial properties. The choice of 

(111) facet was made as it is the face that give 3:2 Cu:CeO2 combination 

with a very small and ~0.38% lattice mismatch, thus agrees with the 

experimental lattice mismatch of 5.41:3.62 CeO2:Cu (in angstrom units). 

Details will be discussed letter in chapter four of this work. 
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Chapter Three. 

3.0 Electronic Structure Methods and Computational Description. 

Electrons are in continuous motion in an electromagnetic field arising because 

of stationery core nuclei. In quantum chemistry, the wave functions and 

energies of these electrons are the hallmark of electronic structure methods. 

Most electronic structural problems except the simple system like the 

homogeneous hydrogen atoms employ the aid of quantum chemistry 

computing devices.  

As one of the steps in studying the motion of molecular systems in quantum 

chemistry (QC), electronic structures arise from the Born-Oppenheimer 

approximation and constitute one of the most intensive computational tasks 

in the QC studies. Various methods in obtaining the electronic structures of 

systems exist and varies from systems to case applicability. 

Most of the available methods range from the old quantum chemistry 

methods such as; valence bond theory (VBT) which includes Coulson-Fischer 

theory, Generalised valence bond and modern valence bond. Other more 

complex methods for many body systems such as Molecular orbital theory 

(MOT), which includes the fundamental ab initio methods like Hartree-Fock 

method (HF), and the Density Functional theory (DFT). While other electronic 

structure methods below the DFT includes; Semi-empirical quantum 

chemistry method, MØller-Plesset Perturbation theory (MP), Configuration 

Interaction (CI), Couple Cluster (CC), Multi-configurational self-consistent 

field (MCSCF), Quantum Chemistry Composite methods (QCC) and Quantum 
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Monte Carlo (QMC). These methods are normally described as being “higher 

level” than DFT, i.e. as being more accurate. 

In all cases, the fundamental aim of ab initio electronic structure calculations 

is to compute and elucidate the basic and applied properties of a system via 

the use of the intrinsic properties of the component atoms. 

 

 

This chapter of the thesis would not go into details describing all the electronic 

structure methods, but would cover the fundamentals of quantum mechanics 

as contained in the Schrödinger equation. The Born-Oppenheimer 

approximation and basic ab initio method such as HF and DFT will be 

discussed. Moving from HF to DFT, the scope of this chapter will contain key 

fundamental differences, advantages, and the limitations of the Hartre-Fock 

and Density Functional theory methods, as well as the other derivatives of 

the methods such as Hybrid functional. 

Electronic Structure 

Methods 

The 

wavefunction 

based method 

The density-

based method 

The Hartree-Fock 

method 
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3.1 The Classical Schrödinger Wave Equation. 

The Schrödinger equation is the fundamental equation in studies within the 

field of quantum mechanics. 

The classical Schrodinger equation expressed as: 

ĤΨ =  ΕΨ                                                                                                                     [3.1.1] 

Where Ĥ is the Hamiltonian of the system, this is an operator which contains 

the intrinsic properties of the system, E is the total energy of the system, 

while Ψ is the wavefunction of the system. The wavefunction of the system is 

a quantum term and contains basic information about the quantum state of 

the system [1]. 

Solution to the Schrödinger equation provides information about the 

characteristic property of the system. 

ĤΨ =  [
−ℏ

2𝑚𝑖
∑𝛻𝑖

2

𝑁

𝑖=1

+  𝑉 ( 𝑟1⃗⃗⃗  … 𝑟𝑁⃗⃗⃗⃗  )]Ψ ( 𝑟1⃗⃗⃗  … 𝑟𝑁⃗⃗⃗⃗  ) =  ΕΨ ( 𝑟1⃗⃗⃗  … 𝑟𝑁⃗⃗⃗⃗  )                      [3.1.2] 

Equation 3.1.2 is a ‘time-independent Schrödinger equation’, which gives an 

expression for the energy of the system [2]. The differential operator is 

denoted as  ∇𝑖
2 , while 𝑁 is the number of particles in the system, the 

position vector of the particles is given by  𝑟1⃗⃗⃗  . 

However, for a system of many-body type with electron-electron, electron-

nuclei and nuclei-nuclei interactions, the Hamiltonian that defines the 

system is given thus: 
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ĤΨ =
−ℏ

2𝑚𝑗
∑∇𝑗

2

𝑗

+ 
1

2
∑

𝑒2

|𝑟�⃗⃗� − 𝑟𝑘⃗⃗  ⃗|𝑗≠𝑘

+ 
1

2
∑

𝑍𝐼𝑒
2

|𝑟�⃗⃗� − 𝑅𝑗
⃗⃗  ⃗|

𝑗,𝐽

+ 
1

2
∑

𝑍𝐽𝑍𝐾

|𝑅𝐽
⃗⃗⃗⃗ −  𝑅𝐾

⃗⃗⃗⃗  ⃗|
𝐽≠𝐾

+ 
−ℏ

2𝑚𝐽
∑∇𝐽

2

𝐽

                                                                                       [3.1.3]        

The electrons and the nuclei properties are defined by the lowercase and 

uppercase subscripts respectively, while the nuclei of mass MJ is denoted with 

nuclei charge of ZJ. 

In equation 3.1.3, for many-body system, the first term and the second term 

in the Hamiltonian expression denote the kinetic energy of the electrons and 

the electron-electron interaction energy respectively. The third and fourth 

terms represent expressions for the energies of the coulomb interactions 

between the nuclei-electrons, and the nuclei-nuclei in the system, while the 

fifth term is the kinetic energy of the nuclei. The electron-electron and the 

nuclei-nuclei interactions are repulsive while the electron-nuclei interaction is 

attractive. 

If the kinetic energy of the electrons is denoted with 𝑈𝑖, and the kinetic energy 

of the nuclei as 𝑈𝐽, the simple Schrödinger expression for the many body-

system of ions and electrons is given thus: 

[ 𝑈𝑖 + 𝑉𝑗𝑗(𝑟 ) + 𝑉𝑗,𝐽(𝑟 , �⃗� ) + 𝑉𝐽𝐽(�⃗� ) + 𝑈𝐽 ] Ψ (𝑟 , �⃗� ) =  ΕΨ (𝑟,⃗⃗  �⃗� )                          [3.1.4] 

Where 𝑉𝑗𝑗, 𝑉𝑗,𝐽, and  𝑉𝐽𝐽 are the electron-electron, electron-nuclei and nuclei-

nuclei coulomb interaction energies, while the position vectors for the 

particles are 𝑟  and �⃗�  for the electrons and the nuclei respectively. 
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3.1.1 Born Oppenheimer Approximation. 

Electronic structures arise from the Born Oppenheimer approximation [3], in 

many body systems, the Hamiltonian of the ions and the electrons are of two 

components, with two different position vectors 𝑟𝑛 and 𝑅𝑁, for the respective 

electrons (Ĥ𝑛) and the nuclei (Ĥ𝑁) components of the system [4]. 

Among the atomic particles, the mass of a unit electron is about 2000 times 

lighter than a single proton within the nucleus of the atom [5], this huge 

significant weight difference contributes to the large difference between the 

motions of electrons and that of the nuclei particles. The nuclei of systems 

are almost immobile while the electrons are in continuous state of motion 

round an electromagnetic field created by the stationery nuclei. These nuclei 

field creates an external potential 𝑉𝑒𝑥𝑡(𝑟) on the electrons as they move round 

the nuclei [6]. 

The Hamiltonian expression for the system comprising of electrons with 

position vector (𝑟𝑛) and nuclei with position vector (𝑅𝑁) is given thus: 

Ĥ =  Ĥ𝑛( 𝑟1⃗⃗⃗  … 𝑟𝑛⃗⃗  ⃗ ) +  Ĥ𝑁( 𝑅1
⃗⃗⃗⃗ … 𝑅𝑁

⃗⃗⃗⃗  ⃗ ) = ( 𝑟1⃗⃗⃗  … 𝑟𝑛⃗⃗  ⃗ , 𝑅1
⃗⃗⃗⃗ … 𝑅𝑁

⃗⃗⃗⃗  ⃗ )                               [3.1.1.1] 

The subscripts ‘𝑛’ and “𝑁” in equation 3.1.1.1 Hamiltonian expression denote 

number of electrons and number of nuclei in the system respectively. While 

the wavefunctions of the component electrons and the nuclei is expressed 

thus: 

Ψ = | 𝑟1⃗⃗⃗  , 𝑟2⃗⃗  ⃗, 𝑟3⃗⃗  ⃗ … 𝑟𝑛⃗⃗  ⃗, 𝑅1
⃗⃗⃗⃗ , 𝑅2

⃗⃗ ⃗⃗ , 𝑅3
⃗⃗ ⃗⃗ … 𝑅𝑁

⃗⃗⃗⃗  ⃗ ⟩                                                                          [3.1.1.2] 

If the “quantum entanglement” of the particles in the system is neglected, 

the first approximation is to separate the electrons and the nuclei 

wavefunctions and treat them independently. The resultant function is now 
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an independent product of the wavefunction of the electrons Ψ(𝑟) and the 

wavefunction of the nuclei Ψ(𝑅). 

Ψ = | 𝑟1⃗⃗⃗  , 𝑟2⃗⃗  ⃗, 𝑟3⃗⃗  ⃗ … 𝑟𝑛⃗⃗  ⃗ ⟩ . | 𝑅1
⃗⃗⃗⃗ , 𝑅2

⃗⃗ ⃗⃗ , 𝑅3
⃗⃗ ⃗⃗ … 𝑅𝑁

⃗⃗⃗⃗  ⃗ ⟩                                                                    [3.1.1.3] 

The expression in equation 3.1.1.3 allows for the treatment of the electrons 

as quantum bodies relative to the nuclei position, and the nuclei treated 

classically as stationery particles with zero kinetic energy [7]. 

If the nuclei are static particles and the kinetic energy of the nuclei is 

neglected, the term 𝑈𝐽 in the equation 3.1.4 expression is zero, thus this 

result to a second approximation where the Schrodinger equation for the 

system is expressed in four terms; the electrons’ kinetic energy (𝑈𝑖), the 

electron-electron interaction (𝑉𝑗𝑗), the electron-nuclei interaction (𝑉𝑗𝐽) and the 

nuclei-nuclei interaction (𝑉𝐽𝐽). 

[ 𝑈𝑖 + 𝑉𝑗𝑗(𝑟 ) + 𝑉𝑗,𝐽(𝑟 , �⃗� ) + 𝑉𝐽𝐽(�⃗� )] Ψ (𝑟 , �⃗� )  =  ΕΨ (𝑟,⃗⃗  �⃗� )                                 [3.1.1.4] 

The Born-Oppenheimer approximation treats the nuclei as static particles and 

the coulomb interaction between the nuclei (𝑉𝐽𝐽), as constant relative to the 

nuclei interactions with the electrons. Thus, the electrons’ Born-Oppenheimer 

time-independent and non-relativistic approximation is expressed as: 

[ 𝑈𝑖 + 𝑉𝑗𝑗(𝑟 ) + 𝑉𝑗,𝐽(𝑟 , �⃗� )] Ψ (𝑟 , �⃗� )  =  ΕΨ (𝑟,⃗⃗  �⃗� )                                                    [3.1.1.5] 

For simple and homogenous gases such as hydrogen and helium, the 

Hamiltonian expression in equation 3.1.1.5 could easily be solved for. 

However, for many-body system where 𝑛 ≥ 2, the interactions for all the 

electrons must be solved for and at once, thus the 𝑉𝑗𝑗(𝑟 ) term becomes 

difficult to be expressed. This makes it difficult and almost impossible to 
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compute the exact Hamiltonian of the many-body system using the Born-

Oppenheimer approximation, hence the need for a better approximation 

method. 

3.2 Hartree-Fock (HF) Approximation. 

Hartree-Fock (HF) approximation method improves on the problem of solving 

Hamiltonian of many-body electrons. The HF method is one of the most 

common approximation methods that employs the mean field approach in 

expressing the Hamiltonian of a system. Hartree-Fock method approximates 

the Hamiltonian by averaging the electron-electron coulomb interactions in a 

many-body system. When the repulsive coulomb interactions are averaged, 

the exact energy of the system is always equal or less than the HF 

approximate energies in terms of the wave functions of the system [8]. This 

variation calculation results in a limiting factor referred to as the Hartree-

Fock limit [8, 9]. 

Molecules in a system contains various component atoms. The HF electronic 

structure method solves for the molecular orbitals of these systems through 

the linear combination of the atomic orbitals [8, 10]. 

ψ𝑖(𝑟) =  ∑𝑐𝑢𝑖

𝜇

𝜙𝑢(𝑟)                                                                                                         [3.2.1] 

Where 𝜓𝑖(𝑟) is the molecular orbital, while 𝜙𝑢(𝑟) and 𝑐𝑢𝑖 are the atomic orbitals 

and the appropriate HF multiplying coefficient respectively. 

For many-body system, the Hartree-Fock wave function is often derived from 

the basis states since the basis states are unit particle orbitals and cannot 

substitute directly for many-body wave function. 
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Building the many-body wave function from the basis states allows the 

multiplying coefficient 𝑐𝑢𝑖 to be computed using total energy minimisation [8, 

11]. Many-body wave function expressed as a function of basis states 

considers electrons as fermions with anti-symmetrical wave functions when 

there is an exchange between two particles [8, 12]. 

   Ψ𝐻𝐹  =   
1

√𝑛!
|

𝜓1(𝑟1)
𝜓1(𝑟2)

𝜓2(𝑟1)
𝜓2(𝑟2)

⋯ 𝜓𝑛(𝑟1)
⋯ 𝜓𝑛(𝑟2)

⋮
𝜓1(𝑟𝑛)

⋮
𝜓2(𝑟𝑛)

⋮
⋯ 𝜓𝑛(𝑟𝑛)

|                                                  [3.2.2] 

Where the term 
1

√𝑛!
 is the normalising factor, while 𝜓𝑖(𝑟𝑗) is the basis states 𝑖, 

with an electron 𝑗, situated at position 𝑟. 

Equation 3.2.2 is an expression for the HF wave function using Slater 

determinant, which gives the appropriate antisymmetric properties of the 

system through the exchange of the rows and the columns [8]. 

Using the Slater determinant to compute the wave function of the many-body 

system, the total energy of the system can then be expressed as a function 

of the many-body wave function. 

Ε0  = ∫Ψ𝐻𝐹
∗ ℋΨ𝐻𝐹  = ∑∫𝜙𝑎(𝑟)ĥ𝜙𝑎(𝑟)𝑑𝑟

𝑎

 +  
1

2
∑〈𝑎𝑏 ∥ 𝑎𝑏〉

𝑎𝑏

                               3.2.3 

The Hamiltonian of the system is denoted as ℋ, while the kinetic energy and 

the electron-nuclei interaction is denoted as ĥ,  〈𝑎𝑏 ∥ 𝑎𝑏〉 is the term for an 

anti-symmetrical two electron integral. 
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Figure 3.2.1: The computational flowchart for Hartree-Fock method. 

Adapted from Abdu et al., [23], whit slight modification.  

 

The Fock’s matrix uses the HF potential to calculate an entirely new molecular 

orbital, which is then used to compute a new potential and Hamiltonian of the 

system. The Self-consistent field (SCF) is achieved when this method is 

repeated until there is a match between the output and input orbitals [8]. 

The HF approximation method serves as the basis for many types of 

calculations. One of the major advantages of the HF method is it captures 

most of the interactions in a many-body system and is free from self-

interaction error, however, this is not without limitation, as the Hartree-Fock 
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method fails to account for the correlation energy [13]. Going beyond the HF 

method, other electronic structure methods consolidate on the limitation of 

the Hartree-Fock method and improve on the electronic correlation term. 

3.3 Density Functional Theory (DFT). 

In principle, basic and fundamental information about a system (material 

under investigation) and its properties are contained in the quantum 

mechanical wave function of the system. Simple systems like the one electron 

hydrogen atom and two-dimensional square box potential systems could be 

elucidated by solving the classical Schrödinger wave equation and obtaining 

the wave function of the system. By obtaining the wave function of the 

system, we can then probe directly the allowable energy states of the system 

as well as key information concerning its the fundamental properties such as 

structural, magnetic and electronic properties of the materials and other 

information such as defects stability and mobility in the material. Notable 

applications of DFT includes simulation of new battery materials, new 

catalysts and genetic material studies [14]. 

Unlike the one electron and the 2-D square potential system, it is almost 

impossible to solve for the quantum mechanical wave function of many 

electron N-body systems. The impossibility in solving for the wave function 

of this type of system is due to the electron-electron interaction within the 

system [15], which prevents us from mapping the problem unto an effective 

one-particle problem. To navigate one’s way through this unfortunate 

quantum mechanical situation and probe the electronic ground state 

properties of these N-body systems, basic approximations are required that 

makes the wave equation solvable. One of such approximations is to create 

a non-interacting system of independent electron system that replaces the 
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real potential with an approximate effective potential [16]. In Fermion 

systems, the kinetic energy (KE) and the total energy (ETotal) can be defined 

as functions of the electron density [8, 17] and are expressed thus: 

KE = ∫drρ(r)ts[ρ(r)]         [3.3.1] 

f[ρ(r)] is a functional, where the charge density ρ(r) is the major function. 

Equation 3.3.1 expression of kinetic energy is an “integral over space”, such 

that at any given point, the ts[ρ(r)] term in the equation defines the 

contribution to the kinetic energy due to HEG’s density at that point [8]. Thus, 

the total energy expressed as a function of the charge density is given by: 

𝐸𝑇𝑜𝑡𝑎𝑙 = 𝐾𝐸[𝜌(𝑟)] + 𝐸𝑒𝑒[𝜌(𝑟)] + 𝐸𝑒𝐼[𝜌(𝑟)] + 𝐸𝐼𝐼   [3.3.2] 

KE = kinetic energy, Eee = electron-electron energy, EeI = ion-electron 

potential energy and EII = ion-ion potential energy 

The advanced atomic scale quantum mechanical computational method 

“Density Functional Theory-DFT” has become one of the most useful 

techniques in studying the fundamental and key microscopic processes and 

properties of an N-body system. Density Functional Theory; a method of 

providing an approximate solution to the classical Schrödinger wave equation 

of a many electron N-body system is a computational technique used both in 

principle and in practise to elucidate the structural, electronic and magnet 

properties of a many-body electronic system [18 - 21]. 

Unlike the Hartree-Fock approximation, which treats the wave function of N-

body system directly, using the coordinates of all the N atoms in the system 

[22], Density Functional Theory approximation uses the electron density as 

the fundamental property [24]. When DFT is used to define a system, the 
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calculated energy for any given charge density is greater than or equals the 

ground state energy for the wave system [25, 26]. Using electron density, 

which is simply a single function of x, y, z variables reasonably speeds up 

computational work and the approximation method often breaks the Pauli 

exclusive principle [27]. The choice of electron density as a function of total 

ground state energy partially includes the correlation effect which the 

Hartree-Fock approximation completely neglects [28]. Research work by 

Hohenberg and Kohn showed that the electron density of a system is a 

“unique functional” of the electron density of the system [29 -31]. Thus, total 

ground state energy of a system is a function of its density and knowing the 

density of the N-body system means knowing the ground state energy of the 

system. 

3.3.1 Thomas-Fermi Principle. 

The Thomas-Femi method of electronic structure approximation was the basis 

on which the density functional method was developed [32]. With the key 

variables as electron densities, the statistics for the Fermi method are valid 

to certain energy level for all states in the atom [32]. With the electron 

densities as variables, the variational principle allows for the computation and 

estimation of the system’s ground state energy. 

The basis for variational principle is such that the true energy value for the 

ground state is less than or equal to the estimated ground state energy [7, 

33], thus: 

𝐸0  ≤   ⟨Ψ𝑇|Ĥ|Ψ𝑇⟩                                                                                                              [3.3.1.1] 

Where 𝐸0 is the ground state energy calculated as a function of the 

Hamiltonian for the ground state wave-function Ψ0. While Ψ𝑇 and Ĥ denote 
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the normalised wave function and the Hamiltonian for the system 

respectively. 

The integral for a non-normalised wave function is expressed as: 

𝐸0  ≤  
⟨Ψ𝑇|Ĥ|Ψ𝑇⟩

⟨Ψ𝑇|Ψ𝑇⟩
                                                                                                                               [3.3.1.2]      

Thus, if the normalised wave function Ψ𝑇 is equal to the ground state wave 

function Ψ0, then the integral 𝐸0 = ⟨Ψ|𝑇|Ĥ|Ψ𝑇⟩  is valid and the ground state 

energy could be calculated. 

3.3.2 The Hohenberg-Kohn (HK) Theorem. 

A good understanding of the Hohenberg-Kohn theorems shows that the two 

fundamental concepts of DFT express the ground state energy as a function 

of the electron density of the system. The Hohenberg-Kohn equation defines 

the ground state wave function as a unique functional of the ground state 

electron density [30]. 

Ψ0 =  Ψ[𝑛0]                                                                                [3.3.2] 

3.3.2.1 Hohenberg-Kohn (HK) Theorem I. 

Proof of Hohenberg-Kohn theorem one for a many-body system with two 

external potentials 𝑉𝑒𝑥𝑡
(1)

(𝑟) and 𝑉𝑒𝑥𝑡
2 (𝑟) that give two electron densities 𝑛0(𝑟) 

and 𝜌(𝑟) respectively shows that the resultant potential is a function of two 

Hamiltonians (Ĥ(1)) and (Ĥ(2)) with two different ground states wave-functions 

(𝛹(1)) and (𝛹(2)) respectively but similar ground state densities [7]. 

Thus, the Schrödinger equation for the system could be written for the two 

different ground states wave functions. 

Ĥ(1)Ψ(1) = 𝐸0
(1)

Ψ(1)                                                                     [3.3.2.1.1] 
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Ĥ(2)Ψ(2) = 𝐸0
(2)

Ψ(2)                                                                     [3.3.2.1.2] 

Where Ψ(1) is not the ground state of Ĥ(2) and Ψ(2) is not the ground state of 

Ĥ(1), then the variational principle equation in 3.3.2.1.1 of section 3.3.2.1.2 

could be written for the two different ground states wave functions. 

𝐸0
(1)

= ⟨Ψ(1)|Ĥ(1)|Ψ(1)⟩  ≤  ⟨Ψ(2)|Ĥ(1)|Ψ(2)⟩    [3.3.2.1.3] 

And  

𝐸0
(2)

= ⟨Ψ(2)|Ĥ(2)|Ψ(2)⟩  ≤  ⟨Ψ(1)|Ĥ(2)|Ψ(1)⟩    [3.3.2.1.4] 

Further solution to equation 3.3.2.1.3 and 3.3.2.1.4 give respectively: 

𝐸0
(1)

= ⟨Ψ(1)|Ĥ(1)|Ψ(1)⟩  ≤  ⟨Ψ(2)|Ĥ(2)|Ψ(2)⟩ + ⟨Ψ(2)|Ĥ(1) − Ĥ(2)|Ψ(2)⟩ 

[3.3.2.1.5] 

And  

𝐸0
(2)

= ⟨Ψ(2)|Ĥ(2)|Ψ(2)⟩  ≤  ⟨Ψ(1)|Ĥ(1)|Ψ(1)⟩ + ⟨Ψ(1)|Ĥ(2) − Ĥ(1)|Ψ(1)⟩ 

[3.3.2.1.6] 

If the integral terms for the first and second ground states wave functions 

Ψ(1) and  Ψ(2) represent expressions for the ground states energies 𝐸0
1 and 𝐸0

2, 

then equation 3.3.2.1.5 and 3.3.2.1.6 would give: 

𝐸0
(1)

= ⟨Ψ(1)|Ĥ(1)|Ψ(1)⟩  ≤ 𝐸0
(2)

+ ∫𝜌(𝑟)[𝑉𝑒𝑥𝑡
(1)(𝑟) − 𝑉𝑒𝑥𝑡

(2)(𝑟)] 𝑑𝑟                  [3.3.2.1.7] 

And 

𝐸0
(2)

= ⟨Ψ(2)|Ĥ(2)|Ψ(2)⟩  ≤ 𝐸0
(1)

+ ∫𝜌(𝑟)[𝑉𝑒𝑥𝑡
(2)(𝑟) − 𝑉𝑒𝑥𝑡

(1)(𝑟)] 𝑑𝑟                 [3.3.2.1.8] 
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The resultant energy 𝐸0
(1)

+ 𝐸0
(2)

 gives an expression where the two integral 

terms in equation 3.3.2.1.7 and equation 3.3.2.1.8 cancel out and thus: 

𝐸0
(1)

+ 𝐸0
(2)

 ≤  𝐸0
(2)

+ ∫𝜌(𝑟) [𝑉𝑒𝑥𝑡
(1)(𝑟) − 𝑉𝑒𝑥𝑡

(2)
] 𝑑𝑟 + 𝐸0

(1)
+ ∫𝜌(𝑟) [𝑉𝑒𝑥𝑡

(2)(𝑟) − 𝑉𝑒𝑥𝑡
(1)

] 𝑑𝑟 

𝐸0
(1)

+ 𝐸0
(2)

< 𝐸0
(2)

+ 𝐸0
(1)

       [3.3.2.1.9] 

The variation in equation 3.3.2.1.9 shows the external potential of the system 

(Vext) significantly depend on the system’s electron density and no two 

different external potential has the same electron density. Hence, the ground 

state energy is a “unique functional” of the electron density [7, 34]. Thus, 

equation 3.3.2 could therefore be used, and the ground state energy (E0) 

could be expressed as a “functional” of the ground state density [n0]. 

E[Ψ[n0]] =  ⟨Ψ[n0]|T̂ + V̂ + Û|Ψ[n0]⟩           [3.3.2.1.10] 

If we have a system of electron density 𝜌(𝑟), then the external potential and 

the Hamiltonian of the system all depends on the electron density, thus for a 

known electron density, the energy of the system could be calculate [31]. 

 

 

Where Vext(r) is the external potential of the system, Ĥ is the Hamiltonian of 

the system and E is the energy of the system with N number of electrons. 

𝜌(𝑟) 𝑉𝑒𝑥𝑡(𝑟) Ĥ 𝐸 

𝑁 
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Thus, for a system whose electron density is known; an expression for the 

energy of the could be written as a functional of the electron density: 

𝐸[𝜌] = 𝑇[𝜌] + 𝑉𝑁𝐸[𝜌] + 𝑉𝐸𝐸[𝜌]            [3.3.2.1.11] 

Where the three terms in the equation 3.3.2.1.11 denote the kinetic energy, 

the nuclei-electron interaction and the repulsive electron-electron interaction 

respectively within the system. 

Expressing the energy of the system as a functional of the electron density 

helps to avoid the complex computation of the wave functions and the 

dif f iculty in  solving for the wave funct ion dependent energy . 

Hohenberg-Kohn first theorem shows that the ground state is a unique 

functional of the electron density, it however does not account for the actual 

form of the functional [30, 31] 

3.3.2.2 Hohenberg-Kohn (HK)Theorem II. 

The first Hohenberg-Kohn Theorem failed to account for the actual form of 

the electron density as a functional; the second theorem consolidates on this 

and explains the key features of the functional [30]. It maintained that, “the 

true electron density is that which minimises the energy of the all-inclusive 

functional” [31]. Thus, this density is that which corresponds to the complete 

solution of the Schrödinger equation. The key important fact in the 

Hohenbergy-Kohm’s second theorem is the use of the true functional form of 

the electron density to minimise the energy through the variation of the 

electron density [31]. This would help in solving for the ground state energy 

and knowing the ground state electron density means an easy calculation of 

all the important properties of the system. 
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When the energy of the system is minimised with reference to the true 

electron density, the total number of electrons given under the constraint of 

t h e  e l e c t r o n  d e n s i t y  i n t e g r a l  i s  e x p r e s s e d  t h u s : 

𝜈(𝑟) + 
𝛿𝐹

𝛿𝜌(𝑟)
=  𝜇                                                                                                        [3.3.2.2.1]  

Where the 𝜐(𝑟) is the external potential due to the nuclei, and F is a term for 

the repulsive electron-electron interactions and the kinetic energy known as 

the Hohenberg-Kohn functional, while 𝜇 is the Langrange multiplier [31]. 

Thus, if all properties of a system are expressed as a function of the true 

electron density, the Hohenberg-Kohn’s ground state total energy of the 

system expressed as a functional of the electron density 𝜌(𝑟) is given as: 

𝐸𝐻𝐾[𝜌] = 𝑇𝑖[𝜌] + 𝑉𝑗𝑗[𝜌] + ∫𝜌(𝑟)𝜐𝑒𝑥𝑡(𝑟)𝑑
3𝑟 + 𝑉 + 𝐽𝐽                                        [3.3.2.2.2] 

The terms 𝑇𝑖[𝜌] and 𝑉𝑗𝑗[𝜌] denote the kinetic energy and the electron-electron 

interaction in the system. If the kinetic and the interaction energies were 

factored in the Hohenberg-Kohn functional 𝐹𝐻𝐾[𝜌], equation 3.3.2.2.2 would 

be rewritten as: 

𝐸𝐻𝐾[𝜌] =  𝐹𝐻𝐾[𝜌] + ∫𝜌(𝑟)𝜐𝑒𝑥𝑡(𝑟)𝑑
3𝑟 + 𝑉 + 𝐽𝐽                                                   [3.3.2.2.3] 

Where the nuclei induced external potential and the interaction between 

electrons are factored in the ∫𝜌(𝑟)𝜐𝑒𝑥𝑡(𝑟)𝑑
3𝑟 term, and the nuclei-nuclei 

repulsive interaction energy denoted as 𝐸𝐽𝐽. 

If the number of electrons N is conserved, equation 3.3.2.2.3 is valid [7, 31] 

and the number of electrons in the system is expressed as: 



Electronic Structure and Computational Description 

40 
 

∫𝜌(𝑟)𝑑3𝑟 = 𝑁                                                                                                              [3.3.2.2.4] 

Kohn and Sham provided a practical calculation of the electron density 𝜌(𝑟) 

using equation 3.3.2.2.1. This treats the 𝜐(𝑟) +
𝛿𝐹

𝛿𝜌(𝑟)
 term as an unknown 

constant, and is in fact a density functional theory analogue of the time-

independent Schrödinger equation [31]. 

3.3.3 The Kohn Sham (KS) Equation. 

The Hohenberg-Kohn theorems show the possibility of calculating all system’s 

properties using the electron density of the system, but it fails to provide 

solution to the electron density of the system. The Kohn-Sham equation gives 

a practical solution to the electron density of the system by treating the 

external potential and the Hohenberg-Kohn functional as an unknown 

constant [30, 31] and substituting a many-body electron system by a multiple 

one-electron system where there is no interaction due to other electrons [31]. 

The Kohn-Sham modification of the Hohenberg-Kohn equation, introduces an 

orbital known as Kohn-Sham orbital (𝜓𝑖) to generate an analogue to HF 

equations, which allows for its use in computer codes. 

According to KS equation, the electronic energy of the system expressed as 

a functional of the orbitals is given by: 

𝐸[𝜓𝑖] = ∑⟨𝜓𝑖|−
1
2∇2|𝜓𝑖⟩

𝑁

𝑖=1

+ ∫𝜌(𝑟)𝜐(𝑟)𝑑𝑟 + ∫
𝜌(𝑟)𝜌(𝑟′)

|𝑟 − 𝑟′|
𝑑𝑟𝑑𝑟′ + 𝐸𝑋𝐶[𝜌(𝑟)] 

[3.3.3.1] 

Where the exchange correlation functional is denoted as 𝐸𝑋𝑐[𝜌(𝑟)], the 

electron density of the system is thus expressed as: 
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𝜌(𝑟) = ∑│𝜓𝑖│
2

𝑁

𝑖=1

                                                                                                             [3.3.3.2] 

The exchange correlation term accounts for the difference between the 

electronic energies of the non-interacting Kohn-Sham system and the true 

many-body interacting system. When the orthonormality of the orbitals is 

imposed, and the total energy is minimised with reference to the KS orbitals 

𝜓𝑖 ,  t h e  K o h n - S h a m  o r b i t a l  e q u a t i o n  i s  e x p r e s s e d  a s : 

(−
1

2
∇2 + 𝜐𝑒𝑓𝑓)𝜓𝑖 = 𝜀𝑖𝜓𝑖                                                                                                [3.3.3.3] 

The effective KS potential 𝜐𝑒𝑓𝑓 is expressed as: 

𝜐𝑒𝑓𝑓(𝑟) = 𝜐(𝑟) + ∫
𝜌(𝑟′)

|𝑟 − 𝑟′|
𝑑𝑟′ + 𝜐𝑋𝐶(𝑟)                                                                [3.3.3.4] 

The exchange correlation term 𝜐𝑋𝐶(𝑟) remains unknown [30, 31, 35] and it is 

the term that controls all the DFT approximations. The KS orbitals are 

expanded in a Gaussian basis set in many applications, thus selecting the 

basis set and the number of the basis functions always remains a problem 

[36]. However, the basis function are always the same as the wave function, 

hence this allows for first principle molecular orbital calculations compatibility 

with density functional theory [37]. The Kohn-Sham DFT thus allows for 

computational efficiency and high precision calculations, which is 

computationally cheaper than other methods with electronic interactions and 

correlated system.  

High precision calculations are in fact possible and KS-DFT could actually be 

used in describing system properties such as: dipole moments, electrostatic 



Electronic Structure and Computational Description 

42 
 

potentials, charge distributions, geometries, reaction energies and IR 

intensities. 

An interesting concept in the KS-DFT is the variation of system energy as a 

function of the number of electrons in the system or the external potential 

[31]. The mixed derivatives from such changes are given thus; 

(
𝛿𝑛𝐸

𝛿𝑁𝑛
)
𝜐
 and [

𝛿𝑛𝐸

𝛿𝜐𝑛
]
𝑁
 

When the response function n=1, the first derivative gives the electronic 

chemical potentials, the Langrange multiplier and is equal to the negative of 

the electronegativity. The resistance of the system towards charge transfer 

is measured when n=2, thus the response function is equal to hardness [31, 

38]. Softness is the global inverse of hardness [31, 39] and the electron 

density is given and depends on the energy with respect to the external 

potential [31, 40].  

𝜌(𝑟) = 𝑁𝜎(𝑟)        [3.3.3.5] 

The number of electrons N, measures the electron cloud while the shape of 

the electron density is contained in the shape factor 𝜎(𝑟), thus: 

∫𝜎(𝑟)𝑑𝑟 = 𝑁                                                                                                                  [3.3.3.6] 

Hence 

∫𝜎(𝑟)𝑑𝑟 = 1                                                                                                                    [3.3.3.7] 

Thus, the Funki function for f(r) is expressed as: 

𝑓(𝑟) = [
𝛿𝜇

𝛿𝜐(𝑟)
]
𝑁

= (
𝛿𝜌(𝑟)

𝛿𝑁
)

𝜐

                                                                                     [3.3.3.8] 
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Equation 3.3.3.8 is a Funki expression for a “frontier molecular reactivity 

index” [31, 41]. The Funki function denotes an intramolecular reactivity index 

while the local softness, which defines the intermolecular reactivity index, is 

given as [31, 42]: 

𝑠(𝑟) = (
𝛿𝜌(𝑟)

𝛿𝜇
)

𝜐

= 𝑆𝑓(𝑟)                                                                                             [3.3.3.9] 

Multiplying the Funki function with global softness gives the local softness, 

which is the global softness distribution over the molecule [31]. 

A remarkable importance of equation 3.3.3.8 and equation 3.3.3.9 is the 

elucidation of the system’s (atomic or molecular) properties using the number 

of electrons N and the electron density shape factor 𝜎. Thus changes from 

one ground state to another are expressed with respect to N and 𝜎, hence 

the ground state energy as a functional of N and 𝜎 is written E[N,σ]. 

If the electronegativity and hardness due to the shape factor is removed, the 

electronegativity at constant external potential 𝜒𝜐 is given thus: 

𝜒𝜐 = 𝜒𝜎 −
1

𝑁
∫[

𝛿𝐸

𝛿𝜎(𝑟)
]
𝑁

(𝑓(𝑟) −
𝜌(𝑟)

𝑁
)𝑑(𝑟)                                                                     [3.3.3.10] 

 

Where the electronegativity at constant shape factor is denoted as 𝜒𝜎 and 

defines how the shape factor varies on the energy when N is constant [60]. 

When searching for molecular similarity between two molecules of different 

electron densities, the shape factor could be used in computing the similarity 

index (SI) [31, 43]. The similarity index between two molecules “A” and “B” 

of different electron densities 𝜌𝐴(𝑟) and 𝜌𝐵(𝑟) is written as: 
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𝑆𝐼 =  
∫ 𝜌𝐴(𝑟)𝜌𝐵(𝑟)𝑑𝑟

(∫ 𝜌𝐴
2(𝑟))

1
2⁄ (𝜌𝐵

2(𝑟))
1

2⁄
                                                                                     [3.3.3.11] 

The similarity index can also be written as a function of the shape factors 

𝜎𝐴(𝑟) and 𝜎𝐵(𝑟) for molecules “A” and “B” respectively [31], thus showing 

molecular similarity as dependent on shape. Then equation 3.3.3.11 can be 

rewritten as: 

𝑆𝐼 =  
∫ 𝜎𝐴(𝑟)𝜎𝐵(𝑟)𝑑𝑟

(∫𝜎𝐴
2(𝑟))

1
2⁄ (𝜎𝐵

2(𝑟))
1

2⁄
                                                                                     [3.3.3.12] 

 

3.3.4 Correlation between Kohn-Sham DFT, Hatree-Energy and 

Hohenberg-Kohn Functional. 

It has been established that KS principle, treats a many-body electron system 

as a several non-interacting one-electron system [31]. With the ground state 

electron density of the KS non-interacting system being equal to that of the 

many-body interacting system, the Kohn-Sham expression is written such 

that the non-interacting independent particle equation has the many-body 

terms incorporated in the exchange correlation functional of the electronic 

density7, 31, 44]. 

For a system with electron charge density expressed in probability terms, the 

energy at ground state for an electron gas expressed as a functional of 

electron density is thus: 

𝜌(𝑟) = 𝑁 ∫…∫Ψ∗(𝑟1 …𝑟𝑁)𝑑𝑟1 …𝑑𝑟𝑁 = ∑|Ψ(𝑟)|2                                             [3.3.4.1] 

𝐸[𝜌(𝑟)] = 𝐾𝐸[𝜌(𝑟)] + 𝐸𝑗𝑗[𝜌(𝑟)] + ∫𝜌(𝑟)𝑣𝑒𝑥𝑡(𝑟)𝑑
3𝑟 + 𝐸𝐽𝐽                                [3.3.4.2] 



Electronic Structure and Computational Description 

45 
 

The electron kinetic energy of N number of electrons with up and down spins 

expressed as a functional of the electron density 𝐾𝐸[𝜌(𝑟)] is given by: 

𝐾𝐸[𝜌(𝑟)] =
−ℏ

2𝑚
∑⟨Ψ|∇2|Ψ⟩                                                                                         [3.3.4.2] 

While the interaction energy as a functional of the electron density 𝐸𝑗𝑗[𝜌(𝑟)] 

for the electron-electron coulomb repulsion is given by: 

𝐸𝑗𝑗[(𝑟)] =
1

2
∫

𝜌(𝑟)𝜌′(𝑟)

|𝑟 − 𝑟′|
𝑑3𝑟𝑑3𝑟′ + 𝐸𝑋𝐶[𝜌(𝑟)]                                                         [3.3.4.3] 

The first term in equation 3.3.4.3 is the Hartree term, while the 𝐸𝑋𝐶[𝜌(𝑟)] term 

is the exchange correlation energy. Thus, if the Hartree term is the 

electrostatic energy of electrons and the exchange correlation term is the 

energy difference between the true interacting many-body system and the 

KS non-interacting system, the Kohn-Sham expression for the ground state 

energy given as a functional of electron density is: 

𝐸𝐾𝑆[𝜌(𝑟)] =  𝐾𝐸[𝜌(𝑟)] + 𝐸𝐻𝑎𝑟𝑡𝑟𝑒𝑒[𝜌(𝑟)] + 𝐸𝑋𝐶[𝜌(𝑟)] + ∫𝜌(𝑟)𝑣𝑒𝑥𝑡(𝑟)𝑑
3𝑟 + 𝐸𝐽𝐽 

[3.3.4.4] 

The electron Kinetic energy as a functional of the electron density 𝐾𝐸[𝜌(𝑟)] is 

the same as expressed in equation 3.3.4.2, while the Hartree’s electron 

electrostatic energy is given by: 

𝐸𝐻𝑎𝑟𝑡𝑟𝑒𝑒 =
1

2
∫

𝜌(𝑟)𝜌′(𝑟)

|𝑟 − 𝑟′|
𝑑3𝑟𝑑3𝑟′                                                                                 [3.3.4.5] 

The electronic interaction due to the external potential is contained in the  

∫𝜌(𝑟)𝑣𝑒𝑥𝑡(𝑟)𝑑
3𝑟 term, while 𝐸𝐽𝐽 is the nuclei-nuclei interaction energy. 
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If the kinetic energy term, the Hartree electrostatic energy term and the 

exchange correlation term are contained in an Hohenberg-Kohn functional 

term 𝐹𝐻𝐾, thus the Kohn-Shan energy as a functional of the electron density 

is given: 

𝐸𝐾𝑆[𝜌(𝑟)] =  𝐹𝐻𝐾[𝜌(𝑟)] + ∫𝜌(𝑟)𝑣𝑒𝑥𝑡(𝑟)𝑑
3𝑟 + 𝐸𝐽𝐽                                               [3.3.4.6] 

Where 𝐹𝐻𝐾[𝜌(𝑟) is given by: 

𝐹𝐻𝐾[𝜌(𝑟)] = 𝐾𝐸[𝜌(𝑟)] + 𝐸𝐻𝑎𝑟𝑡𝑟𝑒𝑒[𝜌(𝑟)] + 𝐸𝑋𝐶[𝜌(𝑟)]                                          [3.3.4.7] 

The exchange correlation energy term, from rearranging equation 3.3.4.7 is 

given by: 

𝐸𝑋𝐶[𝜌(𝑟)] =  𝐹𝐻𝐾[𝜌(𝑟)] − 𝐾𝐸[𝜌(𝑟)] − 𝐸𝐻𝑎𝑟𝑡𝑟𝑒𝑒[𝜌(𝑟)]                                           [3.3.4.8] 

The equation 3.3.4.8 expression defines the exchange correlation term as the 

energy difference between the kinetic energies of the KS non-interacting 

system and the true interacting many-body system. Since electrons are 

Fermion entities with an anti-symmetrical wave functions [7, 31, 45], they 

agree with Pauli exclusive and obeys Fermion statistics. Thus, when the 

positions of two different electrons are changed, the sign of the wave function 

must also change to satisfy the anti-symmetrical principle [7]. 

Ψ(𝑟1, 𝑟2) =  −Ψ(𝑟2, 𝑟1)                                                                                                     [3.3.4.9] 

The exchange term differentiates electrons of similar spin, thus maintains 

that when electrons with similar spin change their dimensional positions, the 

sign of the wave function must also change, and the effect of this is a lower 

energy due to reduction in Coulomb interactions. 
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For a system with more than one electron, the correlation term maintains 

that these electrons must interact with one another within the system, and 

the motion of one is affected by the presence of others. Unlike the exchange 

term that separates electrons of similar spin, the correlation term separates 

electrons regardless of their spins [46]. Since the motion of electrons are 

affected by the presence of other electrons in the same system, there is 

screening effect and reduction in the electronic interaction energies of the 

system [7, 46]. For a true system with electrons interacting with one and 

another, the correlation term adds up the kinetic energies of the electrons 

and the exchange term within the system. 

For a system with electronic density of 𝜌(𝑟), the operating potentials within 

the system are thus: 

Hartree potential 𝑣𝐻𝑎𝑟𝑡𝑟𝑒𝑒(𝑟) is expressed as: 

𝑣𝐻𝑎𝑟𝑡𝑟𝑒𝑒  (𝑟) =  
𝛿𝐸𝐻𝑎𝑟𝑡𝑟𝑒𝑒[𝜌(𝑟)]

𝛿𝜌(𝑟)
=  

1

2
∫

𝜌(𝑟′)

|𝑟 − 𝑟′|
𝑑3𝑟′                                             [3.3.4.10] 

While the exchange correlation potential 𝑣𝑋𝐶(𝑟) is written as: 

𝑣𝑋𝐶(𝑟) =  
𝛿𝐸𝑋𝐶[𝜌(𝑟)]

𝛿𝜌(𝑟)
                                                                                                    [2.3.4.11] 

If the system is under the influence of three potentials; the external potential 

𝑣𝑒𝑥𝑡(𝑟), the Hartree potential 𝑣𝐻𝑎𝑟𝑡𝑟𝑒𝑒(𝑟) and the exchange correlation potential 

𝑣𝑋𝐶(𝑟), the Kohn-Sham resultant potential 𝑣𝐾𝑆(𝑟) acting within the system is 

given by: 

𝑣𝐾𝑆(𝑟) =  𝑣𝑒𝑥𝑡(𝑟) + 𝑣𝐻𝑎𝑟𝑡𝑟𝑒𝑒(𝑟) + 𝑣𝑋𝐶(𝑟)                                                             [3.3.4.12] 
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This is an effective potential 𝑣𝑒𝑓𝑓, and for an electron 𝑖, with wavefunction Ψ𝑖 

and electron density 𝜌(𝑟), the KS Schrödinger expression is given as: 

(−
ℏ2

2𝑚
∇𝑖

2 + 𝑣𝐾𝑆(𝑟))ψ𝑖(𝑟) =  𝜀𝑖ψ𝑖(𝑟)                                                               [3.3.4.13] 

If the exchange correlation parameter is known and included in the KS 

equation, the approximation becomes exact. However, for many-body 

electronic system, the XC term is not known, hence an approximation is 

required. The approximation in the exchange correlation terms, gives rise to 

different varieties of the KS-DFT approximation methods, which would be 

discussed in the later sections of this chapter. 

For a self-consistent solution of the Kohn Sham equation, the electron’s 

charge density is used in the solution for the electronic potentials which are 

used in the electronic ground state energy equation [47, 48]. The flow chat 

for Self-Consistent solution to Kohn-Sham’s equation is as shown in figure 

3.3.4. 
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Figure 3.3.4: Schematic illustration of a Self-Consistent Kohn-Sham 

Flowchart. Adapted from [48], with slight modification in words and terms. 
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3.3.5 Effect of Exchange and Correlation Terms: The Exchange 

Correlation Hole. 

In many-body system, electrons interact with each other, to separate these 

electrons from each other, the exchange term and the correlation term act 

simultaneously, thus creating a hole around each of the electrons in the 

system. This hole as a result of charge depletion of the electron at that point 

is known as an exchange-correlation hole [49]. Electron density is the 

probability of finding an electron at any given point [49 - 51]. For a many-

body system with ‘N’ number electrons at positions 𝑟 𝑎𝑛𝑑 𝑟′ and volumes 

𝑑𝑟 𝑎𝑛𝑑 𝑑𝑟′ respectively, the probability of finding electrons at both points 

simultaneously is given by the electron pair density 𝑃(𝑟, 𝑟′) [7, 49,] which is 

expressed thus: 

𝑃(𝑟, 𝑟′) = 𝑁(𝑁 − 1)∫…∫Ψ∗(𝑟, 𝑟′, 𝑟3 …𝑟𝑁)Ψ(𝑟, 𝑟′, 𝑟3 …𝑟𝑁)𝑑3𝑟…𝑑3𝑟𝑁          [3.3.5.1] 

The presence of electrons within a system create an electronic charge around 

that point, the density of electron at any given point as a result of charges 

surrounding that point is the “conditional density” [49, 51]. For electrons at 

points 𝑟 𝑎𝑛𝑑 𝑟′, the conditional density as a function of the electron pair density 

is given by [7, 49, 52, 53]: 

𝜌(𝑟|𝑟′) =
𝑃(𝑟, 𝑟′)

𝜌(𝑟)
                                                                                                              [3.3.5.2] 

Where 𝜌(𝑟) is the density of electron at position 𝑟, and is expressed with 

respect to electron pair density as: 

𝜌(𝑟) =  
1

𝑁 − 1
∫𝑃(𝑟, 𝑟′)𝑑𝑟′                                                                                           [3.3.5.3] 
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For a conserved N: 

𝑁 = ∫𝜌(𝑟)𝑑3𝑟 =  
1

𝑁 − 1
∬𝑃(𝑟, 𝑟′)𝑑𝑟′𝑑𝑟                                                                [3.3.5.4] 

Therefore: 

𝑁(𝑁 − 1) = ∬𝑃(𝑟, 𝑟′)𝑑𝑟′𝑑𝑟                                                                                       [3.3.5.5] 

When two electrons interact, they repel each other, the electron pair density 

due to this repulsion is expressed as 𝑃(𝑟, 𝑟′) =  𝜌(𝑟)𝜌(𝑟′) and that due to the 

interactions is 𝑃(𝑟, 𝑟′) =  𝜌(𝑟′)𝜌𝑋𝐶(𝑟, 𝑟
′), where 𝜌𝑋𝐶 is ‘the exchange-correlation 

hole density’, which denotes an absence of electron density around the point 

𝑟 [49]. 

Thus, the electron pair density written as a function of the coulomb repulsion 

and the interaction effects is: 

𝑃(𝑟, 𝑟′) =  𝜌(𝑟)𝜌(𝑟′) +  𝜌(𝑟′)𝜌𝑋𝐶(𝑟, 𝑟
′)                                                                      [3.3.5.6] 

An exchange-correlation hole is due to an electron at position 𝑟, seeing a 

neighbouring charge distribution as a result of the electron’s availability at 

that point.  

In terms of electron pair density, exchange-correlation hole is expressed 

thus: 

𝜌𝑋𝐶(𝑟, 𝑟
′) =

𝑃(𝑟, 𝑟′)

𝜌(𝑟)
−  𝜌(𝑟)                                                                                           [3.3.5.7] 

Since the first term is an expression for conditional density, thus: 

𝜌𝑋𝐶(𝑟|𝑟′) =  𝜌(𝑟|𝑟′) − 𝜌(𝑟)                                                                                            [3.3.5.8] 
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If the exchange-correlation term is expressed in terms of the exchange-

correlation hole, then the integral expression for the exchange correlation 

energy as functional of the electron density is given by: 

𝐸𝑋𝐶[𝜌(𝑟)] =  
1

2
∫𝜌(𝑟)∫

𝜌𝑋𝐶(𝑟, 𝑟
′)

|𝑟 − 𝑟′|
𝑑3𝑟′𝑑𝑟                                                                 [3.3.5.9] 

Every electron within the system is basically surrounded by the exchange-

correlation hole, this hole can also be expressed in terms of the two effects: 

the exchange hole 𝜌𝑋(𝑟|𝑟′) for the exchange effects and the correlation hole 

𝜌𝐶(𝑟|𝑟′) for the correlation effect. 

For the exchange effect, the potential per unit electron for the exchange 

interaction is given as: 

𝑣𝑋 =
1

2
∫

𝜌𝑋(𝑟|𝑟′)

|𝑟 − 𝑟′|
𝑑3𝑟𝑑3𝑟′                                                                                           [3.3.5.10] 

While the potential per unit electron for the correlated interaction is given by: 

𝑣𝐶 =
1

2
∫

𝜌𝐶(𝑟|𝑟′)

|𝑟 − 𝑟′|
𝑑3𝑟𝑑3𝑟′                                                                                           [3.3.5.11] 

The exchange correlation satisfies the sum rule condition, and the integral 

expression ∫𝜌𝑋𝐶(𝑟, 𝑟
′)𝑑𝑟′ is equal to -1; thus, it denotes a unit electron deficit 

within the system [7, 49]. 

3.4 Different Density Functional Theory Approximation Methods. 

Electronic structure solution and approximation using the DFT method now 

enables one to express the total energy of N-body system as a functional of 

the charge density. The functional terms include ion-electron potential 

energy, ion-ion potential energy, electron-electron energy, kinetic energy and 
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exchange-correlation energy [54]. The difference between these 

approximations is on how they estimate the exchange correlation energy.  

The kinetic energy and exchange-correlation energy are tricky and most 

difficult terms in the function to calculate [55]. Early efforts to solve these 

two terms resulted in the two DFT approximation functional: Local Density 

Approximation (LDA) and Generalise Gradient Approximation (GGA). 

3.4.1 Local Density Approximation (LDA) Method. 

The Local Density Approximation (LDA) is the simplest approximation, and 

considers the difference between the kinetic energy of many-body system 

and the independent electron system. This difference which is referred to as 

the exchange-correlation (XC) energy is never exact, hence one of the major 

problems of DFT [54, 55]. DFT approximation by local density assumes that 

the energy is entirely local and the energy contribution from each point is 

exactly the contribution that a Homogenous Electron Gas (HEG) density 

would have at that point [56]. LDA approximation replaces the exchange 

correlation at each point with the energy of a free electron gas of the same 

density as the real system at that point in space. The expression for an 

exchange-correlation energy computation using local density approximation 

is given thus: 

𝐸𝑋𝐶
𝐿𝐷𝐴 = ∫𝜖𝑋𝐶

𝐿𝐷𝐴[𝜌(𝑟)]𝜌(𝑟)𝑑𝑟                                                                                         [3.4.1.1]  

The 𝜖𝑋𝐶 term is the exchange-correlation energy for free electron gas; the 

superscript denotes the type of approximation method.  

Since with LDA, the exchange-correlation energy is the same as that of a 

homogenous electron gas, it is therefore written as: 
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𝜖𝑋𝐶[𝜌(𝑟)] =  𝜖𝑋𝐶
𝐻𝐸𝐺[𝜌(𝑟)]                                                                                                  [3.4.1.2] 

The exchange-correlation potential as a function of the exchange-correlation 

energy is written as: 

𝑣𝑋𝐶[𝜌(𝑟)] =  
𝛿𝐸𝑋𝐶

𝐿𝐷𝐴[𝜌(𝑟)]

𝛿𝜌(𝑟)
=  

𝛿𝜖𝑋𝐶[𝜌(𝑟)]𝜌(𝑟)

𝛿𝜌(𝑟)
= 𝜖𝑋𝐶(𝜌) + 𝜌(𝑟)

𝛿𝜖𝑋𝐶(𝜌)

𝛿(𝑟)
        [3.4.1.3] 

In terms of the exchange effect and correlation effect, the exchange-

correlation energy is the sum of the exchange energy and the correlated 

energy (𝜖𝑋𝐶 = 𝜖𝑋 + 𝜖𝐶). 

The Dirac functional expression for the exchange component of the energy 

[57] is given as: 

𝜖𝑋 = −
3

4
(
3

𝜋
)

1
3⁄

𝜌(𝑟)                                                                                                                     [3.4.1.4] 

The correlation component of the exchange-correlation energy is rather 

complex, and could only be estimated, however with QMC (Quantum Monte 

Carlo) method, one could calculate this energy to a near accurate value [58] 

Electrons with opposite spins are separated using the LSDA (Local Spin 

Density Approximation), the LSDA treats the electron density as a function of 

their spins [59].Thus if treated as a sum of the densities of the up and down 

spins, the electron density expression will be written thus: 

𝜌(𝑟) =  𝜌 ↑ (𝑟) + 𝜌 ↓ (𝑟)                                                                                                    [3.4.5] 

Electron densities are not constant; thus, they vary from one point to another, 

this however, is a major challenge in the use of local density approximation 

is functional to evaluate the energy of the system [59, 60]. Improving on 
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this, results in the use of the gradient of the electron density as a function in 

solving the ground state energy of the N-body system [60]. 

3.4.2 Generalised Gradient Approximation (GGA) Method. 

Jacob’s Ladder functional approximation by Perdew and Schmidt, shows an 

element of gain in chemical accuracy from the local density approximation 

functional to an exact functional when the exchange-correlation energy is 

expressed as a function of gradient of the electron density [7, 61]. This 

expression referred to as Generalised Gradient Approximation (GGA) is given 

thus: 

𝐸𝑋𝐶
𝐺𝐺𝐴 = 𝐸𝑋𝐶[𝜌 ↑, ↓ (𝑟), ∇𝜌 ↑, ↓ (𝑟)] =  ∫𝜌(𝑟)𝜖𝑋𝐶

𝐻𝐸𝐺[𝜌(𝑟)] 𝐹𝑋𝐶[𝜌 ↑, ↓ (𝑟), ∇ρ ↑, ↓ (r)]𝑑3𝑟 

[3.4.2.1] 

The LDA energy approximation is modified by the dimensionless 

enhancement factor 𝐹𝑋𝐶[𝜌 ↑, ↓ (𝑟), ∇𝜌 ↑, ↓ (𝑟)]. 

Varieties of GGA approximation such as the PW-91 by Perdew-Wang and PBE 

by Burke-Ernezerhof exit [7, 49, 62]. The PW-91 utilises the expansion of the 

gradient of the electron density in the estimation of the exchange correlation 

hole [62]. While the PBE simplifies the PW-91, both energies are always the 

same. Unlike the local density approximation, that cancels errors partially 

[59], the generalised gradient approximation improves on one error but does 

not improve in the other [69]. In most systems, GGA gives a better 

description than the LDA; however, in some other systems such as ceria, GGA 

performs worse than LDA. 
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3.5. Hubbard Parameter Correction Factor for Correlated System. 

Simple DFT functionals (LDA and GGA) become less accurate when evaluating 

the ground state energy of strongly correlated system [63, 64]. The plane 

DFTs (LDA  and GGA) fails to treat strong correlated systems such as metallic 

oxides due to strong onsite self-interaction that enhances delocalization 

within the confined d-block and f-block electrons [64]. Correction of this error 

due to self-interaction is often made by introducing a factor “U” called the 

Hubbard parameter in the DFT functional [64, 65]. This factor “U” represents 

the local self-interaction energy within each of the d-orbital or f-orbital of 

such a strongly correlated system at any given atomic site originating from 

strong onsite coulomb interactions [63 - 65]. Introducing the U-term partially 

balances the delocalization tendency and results in a shift of the occupied d-

orbital or f-orbital to a lower energy when the “U-term” is turned on [66]. 

Thus, a much better description of the ground state energy of such systems 

is obtained using ‘DFT + U’, where the Hubbard like model is applied only to 

the relevant d-block electrons or f-block electrons, while other non-d-block 

or non-f-block electrons are treated with normal DFT. When the Hubbard 

parameter U is turned on, a derivative of the DFT+U as a function of the DFT 

energy and U value in terms of the energy functional [64 – 67] is expressed 

thus: 

𝐸𝐷𝐹𝑇+𝑈  =  𝐸𝐷𝐹𝑇  +  
1

2
𝑈 ∑𝑛𝑖

𝑖≠𝑗

𝑛𝑗 − 𝐸𝐷𝐶                                                                          [3.5.1] 

The term EDFT, is an energy functional for either of LDA or GGA, while EDC is a 

term referred to as double counting, which subtracts the interaction of the N 

d-electron or f-electrons already present in the either of the DFT 

functional[67]. The U, i, j, ni, and nj are Hubbard like terms that describe the 



Electronic Structure and Computational Description 

57 
 

self-interactions of d- or f-block electrons. The double counting term EDC is 

expressed thus:  

EDC = UN(N-1)              [3.5.2] 

3.6 Advantage of DFT over the HF Approximation. 

Hartree-Fork (HF) and Kohn-Sham DFT are two basic quantum mechanical 

computational methods for solving the energy of many-electron N-body 

system approximately [29]. There exists an element of similarity between the 

HF and DFT, and either of them is exact. Unlike DFT, that has approximate 

correlation and approximate exchange, the HF has exact exchange 

(exchanges the Pauli exclusion exactly) but has zero correlation [68]. With 

LDA-DFT, the errors in the approximate correlation and exchange terms have 

opposite signs and partially cancel each other [59, 69]. This error cancellation 

shows why LDA works better in some system and GGA not always an 

improvement. 

3.7 Hybrid Functional. 

Computationally, the mathematical formulation of HF and DFT 

approximations are quite similar, they complement each other leading to a 

better description of the electronic and structural systems. Combination of 

DFT and HF functional is often referred to as a Hybrid method [70]. Most such 

methods use is approximately 20 % to 25 % Hartree-Fork exchange together 

with an established DFT functional [96]. Two fundamental Hybrid functionals 

that account for both the GGA exchange and correlation terms are PBE0 and 

B3LYP [96, 97]. The PBE0 (Perdew-Burke-Ernerhof) is a GGA based functional 

with zero parameters, while the B3LYP is a more complex GGA functional with 

three empirically chosen parameters [96-98]. The Computational expression 
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for Exchange-Correlational Energy using PBE0 Hybrid functional is expressed 

as: 

𝐸𝑋𝐶
𝑃𝐵𝐸0 = 𝐸𝐶

𝑃𝐵𝐸 +
1

4
(𝐸𝑋

𝐻𝐹 + 3𝐸𝑋
𝑃𝐵𝐸)                                                                                   [3.7.1] 

The 𝐸𝐶
𝑃𝐵𝐸 , 𝐸𝑋

𝐻𝐹 , 𝑎𝑛𝑑 𝐸𝑋
𝑃𝐵𝐸   are the GGA-PBE correlation energy, HF exchange 

energy and the GGA-PBE exchange energy respectively.  

The more complicated B3LYP Hybrid functional involves computation-using 

LDA, HF and GGA exchange energies with Becke parametrisation together 

with pre-defined Lee-Yang-Par (LYP) parameterised DFT correlation 

functional [70, 71].  

EXC
B3LYP = EXC

LDA + P0(EX
HF − EX

LDA) + PX(EX
GGA − EX

LDA) + PC(EC
LDA − EC

GGA)  

[3.7.2] 

The three parameters as shown in equation [3.7.2] are defined thus: P0 = 

0.20, PX = 0.72 and Pc = 0.81, while EC, EX and EXC are correlation energy, 

exchange energy and exchange correlation energy respectively. The 

Superscripts denote if the EC, EX, or EXC is of Hartree-Fork (HF), LDA or GGA 

derived energies. 

3.8 Electronic Structure Determination by Plane Waves and Blochs 

Method. 

Crystal structures have their ions arranged in a regular repeating pattern, 

thus the external potential due to these ions also changes in a regular pattern 

within the system. An accurate expansion of the electronic wave function is 

required to perform a QM calculation of the system [73]. Plane wave basis 

set is one of the simplest form of waves that does is used in expanding the 
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electronic wave functions of a system. A plane wave propagates uniformly in 

one direction with constant amplitude and frequency [74], the direction of 

the propagation of the wave and the wave fronts are at 90 degrees with each 

other [74]. 

 

Figure 3.8: Pictorial representation of plane waves propagating along the x-

axis, with an amplitude A: Adapted from Ferro-Famil and Pottier [74]. 

 

As the wave propagates uniformly and extends through an infinite space, the 

disturbance due to the travelling wave of wave vector k, and an angular 

frequency 𝜔 is given by the Maxwell’s equation for a harmonic mode [74] 

𝐸(𝑟, 𝑡) = 𝐸0𝑒
𝑖(𝑘.𝑟−𝑖𝜔𝑡)                                                                                                      [3.8.1] 

Where 𝐸 the electric field and r is a superposition of plane waves. For a perfect 

crystal with periodic arrangement of ions, the Blochs wave is given by: 

Ψ𝑘(𝑟) = 𝑢𝑘(𝑟)𝑒
𝑖𝑘.𝑟                                                                                                               [3.8.2] 

The periodicity term 𝑢𝑘(𝑟) is equal to 𝑢𝑘(𝑟 + 𝑙), where 𝑙 is the length of the 

repeating unit, 𝑘 is the wave vector and 𝑒𝑖𝑘.𝑟 is a wave-like part of the Blochs 

theorem [75, 76]. 
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The periodicity term 𝑢𝑘 can be expanded and written as a sum of infinite 

number of waves [76]. 

𝑢𝑘 = ∑𝑐𝑘,𝐺𝑒𝑖𝐺.𝑟

𝐺

                                                                                                                  [3.8.3] 

The reciprocal lattice vector 𝐺 is given by 𝐺. 𝑅 = 2𝜋𝑛; 𝑅 is the lattice vector in 

real space, and 𝑛 is an integer, the 𝑐𝑘,𝐺 term is an expansion coefficient for 

the planewave. 

If the expression for the periodicity term in equation 3.8.3 is substituted for 

𝑢𝑘 in equation 3.8.2, then the Blochs wave function is given by: 

Ψ𝑘(𝑟) = ∑𝑐𝑘,𝐺(𝑟)𝑒𝑖(𝑘+𝐺).𝑟

𝐺

                                                                                                            [3.8.4] 

In a crystal with an infinite number of electrons, the problem is mapped on a 

continuous and infinite numbers of wave-vectors 𝑘, and energy levels to 

describe the wave functions in the Brillouin Zone (BZ). A plane wave basis 

sets use a Kinetic energy energy-cutt off to carefully approximate the electron 

wave function such that 𝐺 has a fixed highest value and the system is 

transformed from an infinite number of electrons to a finite basis set [76]. 

𝐸𝐶𝑈𝑇  ≥  
ℏ2|𝑘 + 𝐺|2

2𝑚
                                                                                                            [3.8.5] 

The wave function can then be expanded, and the Kohn-Sham expression 

written as: 

∑(−
1

2

ℏ2|𝑘 + 𝐺|2

2𝑚
+ 𝑣𝐾𝑆[𝑟]) 𝑐𝑘,𝐺 = 𝜖𝑐𝑘,𝐺                                                                    [3.8.6] 
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The advantage of this method is; other than sampling for electron wave 

functions in the BZ, the problem is mapped on infinite wave-vectors, with a 

finite number of energy levels. 

3.8.1 The K-point Grid. 

An integral over an infinite set of k-points, can be substituted with an integral 

over a finite set. Two neighbouring k-points have relatively a negligible 

difference in energy. Sampling the BZ could be done accurately by using a 

finite number of k-points. An integral in the Brillouin zone for the calculation 

of parameters such as energy, density of state and electron density is given 

by 𝑓(𝑟), [7], which with a finite k-point mesh is expressed as: 

𝑓(𝑟) =  ∫ 𝑍𝐹(𝑘)𝑑𝑘
𝐵

=
1

Ω𝐵𝑍
∑𝜔𝑗𝐹𝑘𝑗

𝑗

                                                                            [3.8.1] 

Where the Fourier transform of the function 𝑓(𝑟) is 𝐹(𝑘), the volume of the 

cell and the weighing factor are denoted by Ω and 𝜔𝑗 respectively. 

The integral function over a dense with a finite k-point mesh for electron 

density [7, 77], is given by: 

𝑓(𝑟) =  
1

Ω𝐵𝑍
∑∑𝜔𝑘𝑓𝑛𝑘|Ψ𝑛𝑘|

2𝑑𝑘

𝐾𝑛

                                                                                [3.8.2] 

An example of schemes used in the k-point sampling of the BZ is the 

Monkhort packing (MP) grid [78], this has an odd and even numbered 

meshes. Cubic systems are predominantly sampled using even number MP 

grids, while odd number sampling in the cubic system results in a lower 

quality sampling due to sampling of high symmetry points. In systems where 
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fast convergence and conservation of symmetry is required (such as 

hexagonal system), a gamma k-point is used. 

3.8.2 Overview of Pseudopotentials. 

Atoms are made up of both valence and core electrons. Most of chemical and 

physical properties of the atoms depends on the valence electrons, while the 

major role of the core electrons is to screen the valence electrons from the 

nuclear potential [8]. In atomistic simulation, not all the electrons in an atom 

are used as this will significantly increase the computational cost. The 

potential due to the nuclei entities referred to as nuclear potential, and the 

potential due to the core electrons known as core potential are replaced with 

a new potential known as pseudopotential [8, 79]. Pseudopotential though 

not a true potential is a good approximation and helps to improve 

computational efficiency significantly since not all the electrons would be used 

[79]. An important parameter in the concept of pseudopotential is the core 

radius. The size of the core radius determines how the pseudopotential varies 

with the nuclear potential [80]. Small core radius denotes a close match to 

the nuclear potential and the result is a wave function of high curvature, in 

which a larger plane wave basis set would be needed to describe it. At the 

core radius (cut off point), as shown in figure 3.8.2 below, the pseudo wave 

function 𝜓𝑃𝑆 overlaps with the all-electron wavefunction 𝜓𝐴𝐸 [80].  
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3.8.2.1 Types of Pseudopotential. 

When an entirely new potential (i.e. a pseudopotential) is used to define both 

the core electrons and the nuclear potential, such potential could either be 

ultra-soft, norm conserving or in the form of a Projected Augmented Wave 

(PAW). The norm conserving and the ultra-soft pseudopotentials find 

application in most systems where the variation in the wave functions is very 

weak (soft potentials), thus needing a minimal plane wave cut off energy to 

describe [8]. However, when a system oscillates reasonably high and rapidly 

(hard potential), such that a large energy cut off is needed; the projected 

augmented wave version of pseudopotential is required [80, 81]. Projected 

Augmented wave potentials find computational applications in most systems 

with 3d and 4f electrons, hence reasonable energy cut off is needed to 

describe the “d” and “f” electrons that are localised just around the core 

radius of the individual atomic constituents of the system. Ceria is one of the 

systems with an interesting 4f electrons and a PAW potential is required to 

describe this Ce 4f electrons. 
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Figure 3.8.2: Diagrammatic description of the core radius, showing the 

pseudo-wavefunction 𝜓𝑃𝑆 matching the all-electron wavefunction 𝜓𝐴𝐸 and the 

pseudopotential 𝑉𝑃𝑆 matching the all-electron potential 𝑉𝐴𝐸 at the cut-off 

point: Image adapted from M.C Payne et al. [80], with slight modification, 

the core radius (rcore) is the region beyond which the pseudopotential must 

match the nuclear potential. 

 

3.9 Choosing an Appropriate Approximation. 

The choice of any functional in describing the electronic and structural 

properties of a system depends on the nature of the system under 

consideration and the computational cost as regards to the CPU 

computational time. The Hybrid functional are quite good in describing a 

system, but have higher computational costs than, say LDA + U or GGA + U.  

In defining the electronic properties of a ceria system for example, B3LYP is 

a better choice than PBE0, though performs worse for structural properties, 

where PBE0 performs better [82]. Local Density and Generalised Gradient 
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Approximations with the Hubbard parameter turned off perform well to an 

extent, but cannot describe the observed localisation of Ce 4f electrons and 

polarons in systems such as CeO2 [82].  

In describing the properties of a cerium oxide whether electronic or structural 

properties neither of the Hybrid functionals, LDA, GGA nor GGA + U functional 

perform better than the local density approximation functional with the U-

term turned on (LDA + U) [82 , 83], in terms of accuracy and cost. Hybrid 

functional is only moderately accurate but computationally expensive. A 

compromise between accuracy and cost would place LDA + U over Hybrid 

functional for efficient description of ceria-based materials. Nevertheless, this 

gain in chemical accuracy is a function of the U-value. Wrong choice of “U” 

would result in a reasonably converged data with wrong ground state energy 

interpretation [82, 83].  

3.10 DFT+U and Effect of U-values on Accuracy. 

Energy minimisation is non-linear and thus requires consistency between 

charge and potential [84]. Using a badly wrong starting charge density can 

result in minimisation being done at the wrong local minimum, whereas 

instabilities due to an amplified error can result from over-aggressive 

parameter choices [8]. With gains in accuracy as a function of the choice of 

U-value, research evidence has shown that in structural and electronic 

description of ceria, LDA + U, with U = 6 eV performs better than LDA, GGA, 

and even GGA + U [82, 83]. However, GGA + U with U= 5 eV tends to give 

a reasonable and good converged ground state energies for cerium oxide 

system [82], though not as good as LDA + U, with U = 6 eV.  
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Studies with of ceria properties with the various functional [82, 83] thus show 

that, for a search into the chemistry and properties of N-body ceria system, 

LDA + U with U = 6 eV is commendable for accuracy when performing 

atomistic simulation with ceria system. 

Hence, this study employs local density approximation with Hubbard 

parameter U (LDA + U), with U = 6 eV applied on the Ce to computationally 

model and describe the CeO2, Cu/CeO2; β-doped-Cu/CeO2.  Where β is a range 

of d-block elements of the first transition series and others with characteristic 

anti-corrosive properties) and other related surface and interfacial studies in 

this piece of work. 

3.11 Computational Details. 

All the calculations contained herein were performed using Vienna Ab initio 

Simulation Package (VASP), the calculations were both spin and non-spin 

polarised and were done with projected augmented wave (PAW) method and 

the Local Density Approximation (LDA) functional with Hubbard parameter U 

applied on the Ce 4f electrons.  

3.11.1 Computational Tools. 

The computer resources used for this work includes: 2 Units of stand-alone 

20 core Linux machines and 6 units of stand-alone 16 cores HPC Linux 

machines, all located in our local laboratory. Other high-grade HPC machines 

used include, the Nottingham Trent University’s HPC cluster (Hamilton) and 

the University College’s HPC cluster (Thomas). The computer software code 

used for this work was VASP (Vienna Ab initio Simulation Package), while 

data analysis, structural and electronic visualisations were done with the aid 

of Visualisation for Electronic Structural Analysis (VESTA). 
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3.11.2 Vienna Ab initio Simulation Package (VASP) Code. 

Just like other simulation packages such as CASTEP, ONETEP and ABINIT to 

mention but a few, the VASP code computes the ground state properties of a 

system using a plane wave density functional theory. VASP has major input 

files, which includes the position file (POSCAR), the pseudopotential file 

(POTCAR), the control file (INCAR), the KPOINT file for Brillouin zone 

integration and the computer execution file (runfile). The range of important 

output files at the end of each calculation include, the the final atomic position 

file (CONTCAR), the wavefunction file (WAVECAR), the charge density file 

(CHGCAR), the density of state file (DOSCAR), the OSZICAR file , the energy 

level file (EIGENVAL)and the OUTCAR file. Other important selective output 

files depending on the tags in the INCAR include the PARCHG file, and the 

ELFCAR file. 

3.11.2.1 The Position File (POSCAR). 

POSCAR file contains fundamental information about the structure of the 

system and the positions of the atoms in the system. This include the position, 

the scaling factor (lattice constant) of the system, the lattice vectors which 

defines the type of unit cell, the type and number of chemical species in the 

system and the number of each species in the system. Other important 

contents of the POSCAR file includes: A tag that controls if the atomic 

positions are in Cartesian either coordinates or in reciprocal coordinates. The 

command “direct” for reciprocal coordinates and the command “Cartesian” 

for positions in Cartesian coordinates. Others are the three dimensional (3D) 

coordinates of the respective atoms in the system. An SD (Selective 

Dynamics) tags FFT, FFF, TTT, TTF, TFT, FTF, and TFF could also be used in 

the POSCAR to control the movement of the ions, where F is FALSE for do not 
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move and T is TRUE for move, the order of T and F denotes the XYZ 

coordinates, which the SD command should be applied. 

3.11.2.2 The Pseudopotential File (POTCAR). 

The POTCAR file is an essential file in VASP code, it is the file that contains 

all the important energy terms (mass, valence, and default energy cut off). 

It defines the pseudopential for all the atomic species in the system and the 

type of DFT approximation (example LDA and GGA) to be used in the 

calculation. Worthy to mention, is the fact that the POTCAR positions must 

agree with the positions of each chemical species in the POSCAR file. For 

example, if the coordinates for CeO2 are contained in the order Ce, O. Then 

the POTCAR file must follow the same Ce, O order respectively. The POTACR 

must also agree with the type of pseudopotential included in the INCAR file. 

3.11.2.3 The INCAR File. 

The INCAR file is the control room where important simulation parameters 

are included. It is an analogue of the synthesis pot in experimental studies. 

The INCAR contains key information such as the level of accuracy the 

computation is expected to attain (the PREC tag, the EDIFF tag, and the 

EDIFFG tag). The types of smearing parameter, the functional and the 

Algorithm are also specified in the INCAR file. For computation efficiency, the 

INCAR file employs the parallelisation terms to effectively utilise the computer 

cores by distributing KPOINT over cores using the NPAR tag. Other important 

tags that define the simulation in the INCAR file include The NSW, NELM, 

NELMIN, NELMDL and the ISPIN tag (which controls the spin polarisation 

when set to ISPIN = 2) and the IBRION and ISIF tag that controls movement 

of ions and change of unit cell shapes.  
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3.11.2.4 The KPOINTS File 

The KPOINT file is used to define how sampling is done for the BZ in reciprocal 

space. It is used to distribute the K-point sampling over the computer core, 

thus helping to achieve high computational efficiency. A sample of KPOINT 

file would contain strings of characters in lines, and these could differ with 

respect to purpose of calculation. The first line in the KPOINT file is a comment 

line, while the line must contain a number ≤ 0 , this line sets the automatic 

generation scheme when set at 0. The next line starting with G or M defines 

a choice between generating k-meshes at the gamma-centered grid or using 

a MP grid, while the fourth line represents the subdivisions along a reciprocal 

lattice vector. For this study automatic k-mesh were generated using the 

Monkhorst packing grid. 

3.11.3 Models Description. 

In the Ce and O components of ceria (CeO2), 12 and 6 electrons were treated 

as valance electrons for Ce (5s25p66s24f15d1) and for O (2s22p4) respectively 

[82, 83]. In addition, 11 electrons were treated as valance electrons for Cu 

(3d104s1), while for H2S, and S species adsorptions, the valance states for S, 

and H species were treated as S (3s23p4) and H (1s1) respectively. Since pure 

LDA or GGA  fails to accurately describe the “strong correlated electrons” due 

to partial cancellation between the on-site coulomb “self-interaction” and 

“exchange correlation” in ceria base materials [82, 83], the localised ceria 

Ce4f state was treated with Hubbard parameter (U) of 6 eV, hence LDA+U (U 

= 6 eV) method was used as our computational approach [82, 83]. 
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3.11.4 Parameter Optimisation.  

Accuracy of results and transferability of obtained results to real life 

experiment significantly depend on some key parameters. The mesh grid over 

which the integration is done, the model sizes and thickness also account for 

how accurate a result is, to minimise periodic image interactions. While the 

size of plane wave energy cut off could reasonably affect the results and how 

the core electrons are accounted for. These parameters need to be carefully 

selected to effectively and accurately describe a system. 

3.11.4.1 Slab thickness Optimisation. 

The slab thickness for the stoichiometric CeO2(111) surface was modelled and 

optimised as a function of the surface energy at 15Å vacuum gap (see the 

appendix I). After optimisation, a supercell size of p(3x2) and six layers thick 

was chosen for the ceria slab, and a copper nanowire p(1x3) drawn from a 

four layered thick p(2x3) Cu(111). The Cu/CeO2(111) model was modelled to 

fit with 3:2 lattice match along the y-direction with respect to the p(3x2) 

CeO2(111) slab and overlaid at an optimised Cu-ceria interlayer distance of 

1.80 Å. This 3:2 lattice match, shows a very small strain of 0.38% (LDA+U; 

U = 6 eV on Ce) on the Cu-stripe (as will be shown a lot more in detail in 

chapter four of this work). This 0.38% lattice mismatch agrees with 

experimental lattice parameter mismatch of 0.37% for a Ce lattice constant 

of 5.41 Å and Cu lattice constant of 3.62 Å [85, 86]. Three nanocomposites 

(four layers of Cu-stripe on six layers of p(3x2) CeO2(111); four layers of Cu-

stripe on three layers of p(3x2) CeO2(111) and two layers of Cu-stripe on two 

layers of p(3x2) CeO2(111) were used for all the Cu/CeO2(111) surface and 

interface properties studies. 
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Figure 3.11.4.1: VEST images of p(3x2) CeO2(111) slab; (a) top view with 

the x and y vector dimensions, and (b) side view with the highlighted area 

showing the stoichiometric triple sub-layer of O-Ce-O that makes a unit 

thickness of ceria. The green and red spheres represent Ce and O atoms 

respectively. 

 

Table 3.11.4.1: Total number of atoms for different  

CeO2(111) thicknesses and supercell sizes 

CeO2 slabs p(1x1) p(2x2) p(3x2) p(3x3) 

1-layer 6 24 36 54 

3-layers 18 72 108 162 

5-layers 30 120 180 270 

6-layers 36 144 216 324 
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Figure 3.11.4.2: Schematic description of: (a) the dimensions of CeO2(111) 

supercell, (b) top layer view of p(2x3) Cu(111) slab from which a nanorod of 

p(1x3) is drawn from and (c) VESTA image of how the Cu-stripe sits in the 

p(3x2) CeO2(111) cell. The interlayer distance is 1.80Å and 15Å the vacuum 

padding. 
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Figure 3.11.4.3: A bar chart plot, showing how the number of the number 

of Cu atoms per layer of the Cu-stripe.  

The number of Cu atom is the number per layer, while the total number of 

Cu is the sum of the Cu atoms in all the layers present. First, second, and 

third layers contains 15 atoms each, while the fourth layer (topmost layer) 

contains 9 Cu atoms (this is the layer with engineered nano-shape, hence the 

less number of Cu. For monolayer adsorption, number of Cu = 15, total 

number of Cu = 15. For a double layer adsorption, number of Cu in the second 

layer = 15, total number of Cu (first layer + second layer) = 30. For a triple 

layer adsorption, number of Cu at the third layer = 15, total number of Cu in 

the adsorbed stripe (First + second + third) = 45. The trend continues up to 

the fourth layer for a bulk like Cu stripe adsorption, whch number of Cu = 9 

and total number of Cu = 54. 
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3.11.4.2 K-POINT Optimisation. 

Brillouin zone integrations using Monkhorst packing grid were performed with 

Gaussian smearing parameter σ of 0.2 eV. Different K-point ranges of 1x1x1; 

2x2x1; 3x3x1 … 8x8x1, were examined for the extended states of Cu). Other 

ranges such as 1x2x1; 1x3x1; 1x4x1 … 1x8x1, were performed to check for 

compromise between K-point accuracy and time. An optimum 1x4x1 

Monkhorst-Pack (MP) grid for Cu/CeO2 model was selected and applied for all 

model optimisation. Same packing grid was also used in studies for 

interactions of sulphur and H2S on the Cu/CeO2. The Monkhorst Packing grids 

of 1x4x1; 4x4x1 and 1x1x1) were used for calculation of the reference 

energies of clean CeO2(111) slab, Cu(111) slab, Cu nanorod, free H2S 

molecule and cyclo-octagonal S8 ring clusters, and these also agree in energy 

with the energies from calculations done with done with the 1x4x1 packing 

grid. The agreement in total energy are; 1.03 x 10-4 eV, 1.02 x 10-2 eV, 1.14 

x 10-3 eV, 4.01 x 10-4 eV, and 3.22 x 10-4 eV for CeO2(111), Cu(111), Cu 

nanorod, H2S and S8 respectively. Thus, the choice of 1x4x1 MP grid saves 

reasonable computational time, while maintaining same level of accuracy. 

3.11.4.3 Plane Wave Energy Cut-off (ENCUT) Optimisation. 

As already mentioned in section 3.8.2, the core electrons are not used in 

computational description, as this will significantly increase the computational 

cost in terms of the CPU time. Other than using the core electrons, a plane 

wave energy cut off is used to account for the electrons in the core shells of 

the atoms to achieve a reasonably cheap calculation. Systematically all atoms 

in a system have to be accounted, and the ENCUT value has to describe these 

atoms reasonably well. The system used in this project has atoms including 

Ce, O, Cu, S, H, and dopants β (where β is selection of d-block elements such 
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as: Ti, V, Cr, Mn, Fe, Co, Ni, Zn, Rh, Pd, Ag, Pt, Au and Ta). The 

pseudopotential files for these atomic species have default energy cut off for 

the core electrons. These energies cut off include the minimum energy 

(ENMIN) and the maximum energy (ENMAX). For Projected Augmented Wave 

Local Density approximation (PAW-LDA), the energy cut off for the above 

atomic species are as tabulated in the table 3.11.4.3. 

With the MP grid K-point integration pattern of 1 x 4 x 1, an ENCUT against 

total energy optimisation was assessed between and ENCUT value of 100 eV 

to 600 eV. Structural simulation and optimisation were performed with high 

precision convergence criteria until the energies difference between each step 

are 10-6 eV and 10-5 eV for electronic and ionic convergence respectively. A 

convergence in total energy of 4.0 x 10-4 eV established between 450 eV to 

600 eV plane-wave ENCUT test. Thus, an optimised 450 eV (33 Ry) plane-

wave basis sets energy cut-off was chosen and used to expand the valence 

electronic state of all the component species in the Cu/CeO2 models and 

applied for all other studies throughout the work.  
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Table 3.11.4.3: PAW-LDA Pseudopotential energy cut off values for different 

atomic species used in this work. Values are extracted from VASP 

pseudopotential file for PAW-LDA. 

Atomic Species ENMIN (eV) ENMAX (eV) 

Ce 224.945 299.927 

O 300.000 400.000 

Cu 204.973 273.298 

S 193.952 280.000 

H 200.000 250.000 

Ti 67.679 90.239 

V 144.529 192.706 

Cr 170.401 227.202 

Mn 202.458 269.944 

Fe 200.977 267.969 

Co 201.042 268.056 

Ni 202.214 269.618 

Zn 207.636 276.847 

Rh 171.694 228.926 

Pd 188.124 250.124 

Ag 187.314 249.752 

Pt 172.671 230.228 

Au 172.402 229.869 

Ta 167.819 223.759 
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3.11.5 Bonding and Interactions. 

Surface, interface, structural and bonding properties of the optimised bare 

CeO2(111) slab, Cu/CeO2 support and adsorbed sulphur and H2S on Cu/CeO2 

support were characterised by slab surface energy, binding energy of Cu on 

the ceria, adhesion energy of the Cu nanorod on CeO2(111). Other surface 

characterisation includes interface energy of the adsorbed Cu nanorod and 

adsorption energies for sulphur and H2S molecule at different adsorption 

sites.  

 The surface energies of the CeO2(111) were characterised using the 

formula: 

    𝛿 =   
1

2𝐴
(𝐸𝑠𝑙𝑎𝑏 − 

𝑁𝑠𝑙𝑎𝑏

𝑁𝑏𝑢𝑙𝑘
𝐸𝑏𝑢𝑙𝑘)        [3.11.5.1] 

Where Eslab, Ebulk, Nslab, Nbulk, and “A” represent the total energy for the 

CeO2(111) slab, total energy of bulk CeO2, number of atoms in the CeO2(111) 

slab, number atoms in the bulk CeO2 and surface area of the CeO2(111) slab 

respectively. 

 The adsorption and binding energies of the Cu on the CeO2(111) are 

given by: 

𝐸𝐴𝑑𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛 =  𝐸𝑇(𝐶𝑒𝑂2(111)𝑠𝑙𝑎𝑏) + ( 𝑛𝐸𝐶𝑢) −  𝐸𝑇(𝐶𝑢/𝐶𝑒𝑂2(111)𝑠𝑙𝑎𝑏) 

[3.11.5.2] 

𝐸𝐵𝑖𝑛𝑑𝑖𝑛𝑔 =
𝐸𝐴𝑑𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛

𝑛
         [3.11.5.3] 

Where ET(CeO2(111)slab) is the ground state energy of the clean CeO2(111) 

slab, ECu is the energy per unit Cu, ‘n’ is the number of Cu and the 

ET(Cu/CeO2(111)slab) is the ground state energy of the fully optimised 
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nanocomposite. A positive energy denotes an exothermic adsorption, while 

energy that is more positive denotes greater stability. 

 The adhesion energy has a close resemblance to the adsorption energy 

and is define by substituting the ‘nECu’ in equation 3.11.5.2 with the ground 

state energy of the optimised stand-alone Cu stripe in the same ceria cell 

dimension. 

𝐸𝐴𝑑ℎ𝑒𝑠𝑖𝑜𝑛 =  𝐸𝑇(𝐶𝑒𝑂2(111)𝑠𝑙𝑎𝑏) + 𝐸𝑇(𝐶𝑢 𝑛𝑎𝑛𝑜𝑟𝑜𝑑) −  𝐸𝑇(𝐶𝑢/𝐶𝑒𝑂2(111)𝑠𝑙𝑎𝑏  

[3.11.5.4]  

The interface energy is relative and changes with the coverage area of the Cu 

stripe. It is defined as a function of the adhesion energy per unit area within 

the Cu/CeO2 interface and it is given by: 

𝐸𝐼𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒 =
𝐸𝐴𝑑ℎ𝑒𝑠𝑖𝑜𝑛

𝐴
       [3.11.5.5] 

 Doping is by substitution of a unit Cu in the Cu stripe of the 

Cu/CeO2(111). The dopant formation energy is given by: 

𝐸𝐹𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 = [𝐸𝑇(𝑑𝑜𝑝𝑒𝑑 𝑚𝑜𝑑𝑒𝑙) + 𝐸𝑇(𝐶𝑢)] − [𝐸𝑇(𝐶𝑢_𝐶𝑒𝑂2(111)) − 𝐸𝑅(𝛽)] 

[3.11.5.6] 

Where the first term is the total energy of the doped model of β-doped-

Cu/CeO2(111), the second term is the energy per unit atom of Cu, computed 

from the bulk model of FCC copper. The third term is optimised ground state 

energy of the Cu/CeO2(111) before doping, while the fourth and last term is 

the reference energy of the dopant. A negative EFormation is exothermic and the 

less positive the EFormation value, the more stable the β-doped-Cu/CeO2(111). 

 The S-species (S and H2S) interactions are characterised using the 

adsorption energies of the species on the Cu/CeO2(111) nanocomposite. The 
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performance of the composite is compared relatively to the adsorption 

energies on clean Cu and CeO2(111) slabs. Extended calculations were also 

done with the S-species respective interactions on the β-doped-

Cu/CeO2(111) (where β is as defined in section 3.11.4.3). The adsorption 

energies are given by: 

𝐸𝐻2𝑆_𝑎𝑑𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛 = [𝐸𝑇𝐶𝑒𝑂2(111) + 𝐸𝑇(𝐻2𝑆)] − 𝐸𝑇[𝐻2𝑆_𝐶𝑒𝑂2(111)] [3.11.5.6] 

𝐸𝐻2𝑆_𝑎𝑑𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛 = [𝐸𝑇𝐶𝑢(111) + 𝐸𝑇(𝐻2𝑆)] − 𝐸𝑇[𝐻2𝑆_𝐶𝑢(111)] [3.11.5.7] 

𝐸𝐻2𝑆_𝑎𝑑𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛 = 𝐸𝑇(𝐶𝑢/𝐶𝑒𝑂2(111) + 𝐸𝑇(𝐻2𝑆) − 𝐸𝑇[𝐻2𝑆_𝐶𝑢_𝐶𝑒𝑂2(111)] 

[3.11.5.8] 

𝐸𝐻2𝑆_𝑎𝑑𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛 = 𝐸𝑇(𝛽_𝐶𝑢/𝐶𝑒𝑂2(111) + 𝐸𝑇(𝐻2𝑆) − 𝐸𝑇[𝐻2𝑆_𝛽_𝐶𝑢_𝐶𝑒𝑂2(111)] 

[3.11.5.9] 

Equations 3.11.5.X (X = 6-9) are expressions for the H2S adsorptions on the 

clean CeO2(111), Cu(111), Cu/CeO2(111) and β-doped-Cu/CeO2(111) 

respectively. For X=6, the first, second and the third terms in the equation 

denote; total energy of the clean CeO2(111) slab, total energy of the H2S 

molecule, and the total energy of the adsorbed H2S on CeO2(111) slab 

respectively. Same definition applies for X=7-9, however the adsorbent 

surfaces for X=7-9 are Cu(111), Cu/CeO2(111) and β-doped-Cu/CeO2(111). 

For sulphur interactions, sulphur is substituted as an adsorbing species and 

same formula applies in computing the adsorption energies. However, the 

total energy of the H2S molecule ET(H2S) is replaced with the total energy of 

the sulphur. A positive energy denotes an exothermic adsorption, while the 

less the value the most unlikely is the S-species to interact at that surface. 
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3.11.5.1 Interconversion of Units. 

Results are reported using popular units used in micro and nano world; 

however, for clarity purposes their S.I equivalents are represented thus: 

1eV = 1.60217733 X 10-19 J; 1Ry = 13.6057 eV; 1 Å = 10-10 m. 

1eV Å-1 = 1.60217733 X 10-19 N; 1eV Å-2 = 16.0218 J m-2. 

 

3.11.6 Charge Transfer and Charge Localisation. 

When Cu grows on ceria, a redox process occurs between the two interfaces, 

the amount of charges flowing within the interface and the direction of flow 

were analysed using Bader charge analysis method. Changes in the Bader 

charges of the constituent atomic species denote a redox process. When a Cu 

atom loses, an electron there is a change in an oxidation state from Cu0 to 

Cun+. For ceria species, a gain of electron results in the reduction of Ce4+ to 

Ce3+, this is one of the major characteristic properties of the ceria material 

[83]. This electron is trapped at the Ce 4f state forming small polaron [83]. 

However, these charge loss and gain are not always in whole numbers, thus 

Bader analysis gives a good estimation of this fractional changes in charges. 

A plot of spin density and charge density were used to study the localisation 

pattern of the charges.  
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3.11.7  Density of States (DOS). 

A pre-converged wave function and charge density were obtained by allowing 

all test calculations to attain full relaxation and a set EDIFF and EDIFFG values 

(10-5 eV and 10-6 eV respectively). The DOS study was done by using these 

converged WAVECAR and CHGCAR files to rerun a single shot calculation with 

NSW = 0 set in the INCAR. The obtained DOSCAR file was used to plot the 

TDOS (Total Density of State) and PDOS (projected density of states) for each 

s p d f orbitals was computed when the LORBIT = 11 tag was included in the 

INCAR file. 

 

3.11.8 Electron Localisation Function (ELF) and Geometrical 

Parameters. 

Electron localisation function helps to describe the type of bonding 

interactions within the surface and interface and the nature of the interaction 

between the adsorbate and the adsorbent. The ELF plot file (ELFCAR) is 

generated from a pre-converged WAVECAR and CHGCAR file by turning on 

the LELF tag to true, and the relaxation tag NSW to zero (i.e. a static 

calculation). A plot of the iso-surface using VESTA would show if the 

interaction is covalent or ionic. An ionic character is denoted by a localised 

iso-surface on the atoms, while a covalent character is denoted by an iso-

surface lying on the bond between atoms. 

Geometrical parameters such as optimised bond lengths and bond angles 

were measured using the VESTA visualisation software and all values 

reported in an angstrom (Å) unit (10-10m). 
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Chapter Four 

4.0 Ab initio LDA + U Optimisation of Cu/CeO2(111) 

Nanocomposite. 

Density functional theory with a carefully selected Hubbard parameter (U) 

value has frequently been used in the description of ceria and ceria-based 

derivatives [1 – 3]. Previous researches have shown the choice of U-value 

varying from 5 eV to 6 eV for DFT-GGA and DFT-LDA respectively [4 - 7]. 

This chapter of this work carefully examined the growth of Cu nano-rod on 

CeO2(111) slab using LDA+U (U = 6 eV). 

 

Table 4.0:  LDA + U and GGA + U optimisation of the “2a” and “2b” lattices 

of CeO2(111) and Cu(111), the Hubbard parameter U = 6 eV and U = 5 eV 

for LDA + U and GGA + U respectively are applied on Ce 4f state only. 

Models LDA + U (U = 6 eV) GGA + U (U = 5 eV) 

Cu (111) 2a 4.3111 4.4581 

Cu (111) 2b 4.9780 5.1477 

CeO2(111) 2a 3.8184 3.8679 

CeO2(111) 2b 4.3274 4.3835 
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Figure 4.0: (a) Top layer view of p(3x2) CeO2(111) slab with projection 

showing the lattice over-layer directions; (b) Bottom layer view of p(2x3) 

Cu(111) slab, with highlighted lattice directions for feasible adsorption lattice 

directions atop the ceria slab. Colour coding: blue, green and red spheres are 

Cu, Ce and O atoms respectively. 

The models of Cu (111) and CeO2(111) surfaces have a close matching 

hexagonal close packing (HCP) structure with many adsorption sites such as 

the FCC, the bridge and atop atoms. Growth of adsorbate on either of the 

sites could follow a certain composite over-layer pattern. Figure 4.0 as 

investigated showed a clear pattern of similar HCP surface orientations 

b 

b 

2a 

(a) 
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between the Cu and the CeO2 and demonstrates potential that a Cu(111) slab 

could be over-laid on CeO2(111) slab to form a nano-composite of 

Cu/CeO2(111) material. Investigation of this directional and composite over-

layers using both LDA and GGA variants of DFT + U, as shown in table 4.0, 

shows an approximate lattice similarity match between the CeO2(111) “2b” 

and Cu(111) “2a” lattice sites for LDA + U (with U = 6 eV on the Ce 4f state). 

Indeed, the experimental lattice constants of Cu and CeO2 are 3.61 Å and 

5.41 Å respectively [8, 9] and a 3:2 supercell ratio of Cu:CeO2 over-layer 

would experimentally give a very little strain of 0.37% with respect to the Cu 

stripe. The LDA + U, with U = 6 eV, gives a lattice mismatch of 0.38% and a 

very little strain on the Cu stripe which agrees with the experimental lattice 

mismatch of 0.37%. A comparison of the experimental lattice mismatch and 

the LDA + U lattice mismatch shows a 0.0001 Å lattice difference, which is 

both computationally and structurally insignificant, thus demonstrates the 

possibility of an over-layer growth of Cu on ceria. 

The model description of the Cu/CeO2(111) nano-composite as used in this 

study is such that a stripe of p(1x3) Cu is adsorbed on a p(3x2) CeO2(111) 

supercell. The 3:2 supercell ratio is maintained at the y-direction of the lattice 

vectors, with the Cu-stripe constrained within the ceria supercell unit (x-

directional dimension = 11.455 Å and y-directional dimension = 13.227 Å) as 

shown in figures 3.11.4.1 and 4.0.1.   

The architectural description of the Cu/CeO2(111) nano-composite is such 

that the model has; a pseudo characteristics of Cu at the Cu stripe, that of 

ceria at the CeO2(111) slab and a nanocomposite property of Ce/CeO2 at the 

interfacial boundary. The pseudo ceria characteristics of the model forms a 
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material window at the x-direction of the model for a multiple generation of 

the Cu/CeO2(111) and a periodic image boundary between the Cu stripes (see 

figure 4.0.1).  

The optimisation of the inter-layer distance between the Cu stripe and the 

adsorbent ceria (111) slab, gave an inter-layer distance range between 1.70 

Å to 2.00 Å, with an optimum 1.80 Å distance for static calculations and 1.897 

Å on full relaxation and converged ground state. The relaxed interlayer 

distance is in close agreement with the experimental Cu-O bond length (1.95 

Å) [10], showing possibility of inter-composite bonds between the top oxygen 

atoms component of the ceria and the nearest neighbour Cu atoms of the Cu-

stripe. 
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Figure 4.0.1: Top view VESTA images of (a) a unit cell of Cu/CeO2(111) 

nanocomposite designed from the adhesion of p(1x3) Cu(111) slab on p(3x2) 

CeO2(111) surface, and (b) the unit cell and periodic images in x- and y-

directions. The doted rectangular region is the pseudo clean CeO2 part of the 

composite, which forms a periodic image window between the Cu stripes. The 

colour code description remains: blue, green and red for Cu, Ce and O 

respectively. 
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Figure 4.0.2: Cu-ceria inter-layer distance optimisation for a non-relaxed 

over-laid Cu stripe on CeO2(111)slab. The interlayer distance (dz) value lies 

within the range of 1.70 to 2.00 Å and the optimum dz = 1.80 Å is preferred. 

The energy axis is computed as defined in section 3.11.5. 

𝐸𝐴𝑑ℎ𝑒𝑠𝑖𝑜𝑛 =  𝐸𝑇(𝐶𝑒𝑂2(111)𝑠𝑙𝑎𝑏) + 𝐸𝑇(𝐶𝑢 𝑛𝑎𝑛𝑜𝑟𝑜𝑑) −  𝐸𝑇(𝐶𝑢/𝐶𝑒𝑂2(111)𝑠𝑙𝑎𝑏  

 

Figure 4.0.2 shows an energy profile of mountain like pattern (an inverse of 

an energy well) between dz values 1.50 Å to 2.50 Å. The peak of the hill 

corresponds to the optimum distance and has a dz value of 1.80 Å. The hill 

like energy profile begins to tail off as the interlayer distance increases 

beyond 2.50 Å 

Distances that corresponds to less than 0.0 eV are observed below 1.50 Å 

and these mark non-exothermic interactions distances. For LDA + U 
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description of Cu/CeO2(111), figure 4.0.2 shows 1.50 Å as the minimum dz 

threshold for reasonable exothermic interaction while 1.80 Å is the optimum 

dz value. An interlayer distance of 1.80 Å was used to set the model for full 

relaxation. After complete convergence, the optimised Cu-ceria distance was 

noted to be 1.897 Å.   

4.1 Layer by Layer growth of Cu stripe on CeO2(111) slab. 

The growth direction of the Cu stripe is as previously described in section 4.0 

and shown in figure 4.0.1.  The layer by layer adsorption was achieved by 

initially generating a model of 6 layer thickness of CeO2(111) and a mono-

layer 15 atoms Cu-stripe placed at 1.90 Å above the CeO2(111), with the Cu 

“2a” lattices matching the CeO2(111) “2b”. The structural was optimised by 

allowing the Cu/CeO2(111) to attain a set convergence criteria of EDIFF and 

EDIFFG values of 10-5 eV and 10-6 eV respectively. Subsequent layers of the 

Cu were added at the top of the Cu stripe after each successive optimisation 

until a stable optimised and adhered rod of Cu on ceria is achieved. The 

simulated structures are as shown in figure 4.1 below. 
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Figure 4.1: Side view of optimised Cu/CeO2(111) nano-composite showing 

Layer by layer adsorption of the Cu stripe on CeO2(111) slab; (a-d) 1-4 layers 

of Cu on CeO2(111) slab. The colour codes are as described in figure 4.0.1. 

 

The images as shown in figure 4.1 are for different layers of Cu grown on 6 

layers thick CeO2(111), the two triple layers as shown used for clarity to 

represent the ceria component of the slab and also are the most important 

layers as they are the nearest and the next nearest layers to the Cu stripe. 

The structural description shows that a one layer planer adsorption of Cu on 

CeO2 results in the distortion of the Cu layer to form a more or less meta-

stable tetrahedral like Cu structure on the Cu (see the zoom in image in figure 

(a) 

(b) (d) (c) 
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4.1 (a)). The buckling of the monolayer stripe is due to layer flexibility of the 

stripe. The transitional tetrahedral Cu structure formed on the CeO2 surface 

is similar to the observation by Yang et al., on few atoms planar and 

monolayer adsorption of Cu on CeO2 [11]. As other respective layers of Cu 

are added and optimised, structural distortion continues up to the third layer 

of the Cu stripe. Buckling and distortion decreases as the stripe thickness 

increases. This inverse relationship with respect to model geometry is an 

indication that as the Cu-Cu network increases, the structural rigidity out 

ways the minimal and negligible 0.38 % strain on the Cu stripe locked within 

the cell dimension of the ceria. Growing the Cu stripe beyond three layers 

gives a stable four-layered nano-stripe and bulk like Cu structure on the ceria. 

The relative displacement of the individual Cu atoms in the interface layer of 

the Cu stripe shows the distortion in the single layer is about three times 

higher than distortions in the four-layered thick Cu stripe. The four-layered 

stripe is less susceptible to buckling relative to the single layered stripe. The 

extra stability of the adhered bulk like structure of the four layered stripe on 

the CeO2(111) is a gain due to the configurational rigidity of the thick stripe 

which minimises the effect of the 0.38% lattice mismatch strain on the Cu 

stripe. This rigid network of Cu has shown that the growth of a bulk like Cu 

on ceria is possible, thus providing a new architecture for surface 

functionalisation and designs of engineering materials. 
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Figure 4.1.1: Relative distortion of the interfacial Cu atoms from their 

original positions in the x, y, and z directions after relaxation for (a) single 

layer planar Cu adsorption, and (b) 4-layered adsorbed bulk like Cu, (c) top 

view projection showing only interface layers, and (d) side view projection 

along the x-plane. The x, y, z in a and b are initial coordinates before 

relaxation while x’, y’, and z’ are coordinates after relaxation) 

The top layer Cu in the Cu stripe is re-engineered to give the Cu(111) stripe 

a different nano-structure, which demonstrates a potential for an extra 

material properties from a model structural gain to a potential good surface 

for small molecules interaction. 
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4.2 Adsorption and Binding interactions of the Cu stripe on the 

CeO2(111) Surface.  

 

 
Figure 4.2.1a: Plot of the adsorption energies of Cu on the CeO2(111) 

surface as a function of the number of layers of the Cu stripe. 

 

Figure 4.2.1b: Plot of the Binding energy per unit Cu against different 

layers of Cu. 
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Adsorption energy is a characteristic measure of the thermodynamic 

feasibility of a surface phenomenon such as the interaction of the adsorbate 

on the adsorbent. In surface functionalisation technologies, this interaction 

term plays an interesting role in the determination of a chemically 

functionalised surface and a physically functionalised surface. For the purpose 

of this research, adsorption energy of the Cu stripe on the ceria slab is as 

defined in section 3.11.5 and a recap of the energy terms, is as shown: 

𝐸𝐴𝑑𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛 =  𝐸𝑇(𝐶𝑒𝑂2(111)𝑠𝑙𝑎𝑏) + ( 𝑛𝐸𝐶𝑢) −  𝐸𝑇(𝐶𝑢/𝐶𝑒𝑂2(111)𝑠𝑙𝑎𝑏) 

While the binding energy as a function of the number of Cu atoms and the 

adsorption energy is defined as the energy per unit number of Cu. The term 

“n” represents the total number of Cu, while the “ECu” is the total energy for 

a reference face centred cubic bulk Cu cell. The solution to the equation above 

would give a positive value for exothermic interactions and a negative value 

for endothermic interactions. 

The adsorption energy term is more of an over-all effect of both cohesive and 

adhesive forces. When both forces are at equilibrium adsorption is optimum 

while increase in cohesive forces could lead to a decrease in adhesion. Thus, 

the decrease in the binding energy per unit Cu proportional to the increase in 

the number of layers of the Cu stripe is because of the more cohesion network 

due to the increased number of Cu-Cu bonds with higher cohesive forces as 

the layers increases. 

 

 

 

 

 



LDA + U Description of Cu/CeO2(111) Nanocomposite 

94 
 

Table 4.1: Geometrical bonding parameters of the optimised Cu/CeO2(111). 

Bond lengths (Å) LDA + U (U = 6 

eV) 

Experimental 

values 

References 

r(Ce-O) 2.038 ± 0.091 2.068 – 2.121 Ref. [12] 

r(Cu-Cu) 2.435 ± 0.104 2.220 – 2.771 Ref. [13, 14] 

r(Cu-O) 1.887 ± 0.116 1.950 – 2.230 Ref. [15] 

 

The geometrical structural parameters as indicated in table 4.1 show an 

approximate average bond lengths 2.04 Å, 2.44 Å and 1.89 Å for Ce-O, Cu-

Cu, and Cu-O respectively which are in close agreement with the 

experimental bond length ranges as shown in the table. This agreement is a 

clear indication of the efficacy of LDA + U in giving a description of the model, 

which could be mimicked in real experiment designs. Evaluation of the 

interfacial relative movements show that the top layer oxygen of the triple 

ceria layer relaxes toward the Cu stripe, this could be explain as a 

consequence of the higher affinity of Cu for oxygen relative to Ce. The inter-

layer distance optimisation of the interface show that for an optimum 

Cu/CeO2(111) interface as shown in figure 4.1.1, the Cu stripe is 1.8 – 2.0 Å 

away from the ceria surface. This has a close agreement with the 

computational and experimental Cu-O bond lengths as shown in table 4.2. 
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4.3 Adhesion and Interface phenomenon for variant models of the 

Cu/CeO2(111).  

 

Unlike the adsorption and binding term, which defines the magnitude of 

interaction per unit Cu in the model, the adhesion and interface energies give 

a better description of the interactive forces as function of the shape and 

coverage areas of the two interacting surfaces. Three different models of 

Cu/CeO2(111) were optimised and the interacting forces computed relative 

to  each of the models at  fixed computational conditions for models with four 

layers of Cu stripe. Selective dynamic terms were used to define model with 

less than four layers of copper (since less than 4 Cu layers are known to 

buckle as shown in section 4.1). For clarity, the three models investigated 

are described as small, medium and large cells and the geometrical structures 

are as shown in figure 4.3. 

To introduce less structural flexibility and enhanced rigidity with negligible 

distortion, the FFF commands in selective dynamics calculations were used in 

the modelling of the small (102 atoms) Cu/CeO2(111) to lock the atoms of 

the top layer of the Cu stripe (second layer from the interface) and the lower 

triple layer atoms of the ceria (the bottom layer). The small model was used 

to save computational time while holistically studying the surface 

phenomenon (such as range of Ce3+ polaron configurations), while the 

medium and big model cells were used to establish the actual surface and 

interface phenomenon occurring in the Cu/CeO2(111). The adhesion and 

interface energies for the spin and non-spin calculations were studied. The 

computation of these energies are as described in section 3.11.5. The energy 

terms are given thus: 
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𝐸𝐴𝑑ℎ𝑒𝑠𝑖𝑜𝑛 =  𝐸𝑇(𝐶𝑒𝑂2(111)𝑠𝑙𝑎𝑏) + 𝐸𝑇(𝐶𝑢 𝑛𝑎𝑛𝑜𝑟𝑜𝑑) −  𝐸𝑇(𝐶𝑢/𝐶𝑒𝑂2(111)𝑠𝑙𝑎𝑏) 

The interface energy is defined as adhesion per unit area of coverage; a 

positive result denotes exothermic interaction. 

 

 

Figure 4.3: Side view VESTA images of : (a) a small cell model of 

Cu/CeO2(111) nanocomposite, (b) a medium cell model of Cu/CeO2(111) 

nanocomposite and (c)  a big cell model of Cu/CeO2(111) nanocomposite. 

The small, medium and big cells contain 102, 162, and 270 cumulative atoms 

respectively, while the relative ratio of Cu:CeO2 atoms are 30:72, 54:108 and 

54:216 respectively. 

 

 

(a) 

(b) 
(c) 
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The small cell is a near characteristic 1:2 bulk nanocomposite, and the 

medium cell is a perfect characteristic bulk description of a 1:2 

nanocomposite model, while the big model is a ceria scaled up model for a 

perfect 1:4 nanocomposite. The observed interactions of Cu on ceria in the 

three cases are shown in table 4.3 

Table 4.2 (a and b) shows adhesion energies for spin and non-spin polarise 

models of Cu/CeO2(111) nanocomposite. Energies outside the bracket are for 

non-spin polarised calculations, while those within the brackets are the range 

of values for spin polarised calculations. The spread variation in energy values 

in the spin-polarised calculation comes from the existence of wide range of 

metastable configurations of localised Ce 4f electrons (polarons) as will be 

discuss later in this chapter. The unrelaxed interface area is 65.84, while the 

relax interface areas for the big, medium and small models are 69.84, 69.85 

and 71.84 Å2. Interface energies in table 2a are as a function of unrelaxed 

surface area, while table 2b interface energies are as a function of relaxed 

surface areas. The small cell is considered rather too small and wide spread 

in energies is an error due to size effect and this account for why it is used to 

establish only a rough guess of the surface properties. The medium and big 

models which shows agreement in energy are used to define the actual 

chemistry and physics at the Cu/CeO2(111) interface and surface. 
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Table 4.2a: Adhesion energies and interface energies as a function of 

unrelaxed surface area. 

Models Adhesion Energies (eV) Interface energies 

(eV/Å2) 

Small(102 atoms) 7.555 (10.926 – 12.099) 0.115 (0.166 – 0.183) 

Medium(162 atoms) 8.025 (12.277 – 12.578) 0.122 (0.186 – 0.191) 

Big (270 atoms) 8.037 (12.488 – 12.695) 0.122 (0.190 – 0.193) 

 

 

Table 4.2b: Adhesion energies and interface energies as a function of relaxed 

surface area. 

Models Adhesion Energies (eV) Interface energies 

(eV/Å2) 

Small(102 atoms) 7.555 (10.926 – 12.099) 0.105 (0.152 – 0.168) 

Medium(162 atoms) 8.025 (12.277 – 12.578) 0.115 (0.175 – 0.180) 

Big (270 atoms) 8.037 (12.488 – 12.695) 0.115 (0.179 – 0.182) 

 

Deduction from the table indicates that there is a close agreement between 

the adhesion and interface energies for the medium and big models, however 

the explanation for the wide spread of the spin polarised energies is a complex 

one as the interaction between the two interfaces is a more or less an overall 

effect other than a single binding effect. Factors that contributes to this range 

of energies include; number of localised Ce3+, localisation sites of the Ce3+, 

nearest neighbour interactions of the Ce3+, Cu-ceria interface interactions and 

Ce-O bonds chemical rearrangements as will be shown later in detail in the 

next section where the localisation and configuration of Ce3+ is discussed. 
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4.4 Redox process at the surface and interface of Cu/CeO2(111) 

Nanocomposite: The surface properties and electronic structure. 

The oxygen terminated model of CeO2(111) is a potential active surface for 

oxidation processes. The top layer of the triple layer ceria is a reservoir for 

oxygen atoms; these atoms are very labile and highly susceptible to the 

formation of oxygen vacancy. The oxygen vacancy formation is an important 

phenomenon of ceria and ceria derivatives, with interesting application in fuel 

cell electrolytes and censoring devices [15, 16]. When this oxygen rich 

surface interacts with metal, a redox process is expected. However, the 

magnitude and direction of flow of charge is an important research question. 

This section of this work investigates the charge transfer between Cu stripe 

and CeO2(111) surface as a stable Cu/CeO2(111) nanocomposite is formed. 

It holistically describes the donor atoms and the atoms where the electrons 

are localised. 

Studies in ceria have shown that one of the interesting properties of CeO2 in 

addition to formation of oxygen vacancy is an in-situ reduction of Ce4+ to Ce3+ 

[16, 17], vis-à-vis an oxidation of Ce3+ to Ce4+. 
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4.4.1 Redox process at the interface and localisation of Ce3+ at the 

surface and interface. 

 

To investigate the localisation of Ce3+, a pre-MAGMOM configuration is used 

to create a pseudo lattice localisation sites for Ce3+. The VASP LDA functional 

potential file does not contain an energy file for cerium with plus three-

oxidation state (Ce3+). This has always been one of the challenges in using 

LDA to describe ceria especially where Ce3+ localisation is expected and 

explains why researchers would easily employ the GGA functional, which is 

much straightforward and pretty much easier to use. 

This subsection, clearly defines the step by step combined two-way method 

of using LDA to computationally describe Ce3+ localisation at the surface and 

interface of Cu/CeO2(111). This will contribute in filling the literature gap in 

the use of local density approximation to describe multiple polaronic 

phenomenon in copper-ceria base materials. 

Step 1: The first step in this method is the use the GGA method to in-situ 

create lattice sites for the Ce3+ using the Ce3+ potentials of the generalised 

gradient method. 

Step 2: The next step after creating a pseudo lattice site for Ce3+ is using the 

pre-converged GGA lattice sites of the Cu/CeO2(111) nanocomposite to run a 

spin polarised LDA calculation. This is done by using a MAGMOM tag in the 

INCAR file to assign an initial magnetic moment to these localised electrons. 

The 6 eV Hubbard parameterised LDA : GGA ceria lattice rescaling factor is 

0.985 for an LDAU:GGAU lattice constant of 5.40 : 5.48. 
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The Ce3+ localisation pre-configurational nomenclature is defined using the A 

to L terms; with the “A” configuration used to define a mono localised Ce3+ 

species, the “B” configuration for  two localised Ce3+ species, the “C” 

configuration for three localised Ce3+ species and the order continues up to 

“L” for 12 localised Ce3+ species. A lower subscript case number 1 to 5 after 

the alphabets defines same number of Ce3+ but with electrons localised at 

different Ce species.  

For p(3x2) CeO2(111) slab, there are 12 non-identical cerium atoms at the 

top layer of the slab. For clarity, an identification number is assigned to each 

of the cerium atoms, these numbers as assigned help to track the cerium 

species on which the electron is localised. 

Table 4.3 shows configurational description and initial magnetic moment 

assignment used to study the number and localisation sites of Ce3+. The up 

and down arrows denote an up and a down spin for an assigned alternating 

(+) and (-) values.
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Table 4.3: Configurational nomenclature and pre-localised description of electrons at the Ce 4f state. 

 
Assigned initial magnetic moment description for the top layer Ce atoms. 

 
Ce1 Ce2 Ce3 Ce4 Ce5 Ce6 Ce7 Ce8 Ce9 Ce10 Ce11 Ce12 

A1 ↑ 
           

B1 ↑ ↓ 
          

C1 ↑ ↓ ↑ 
         

D1 ↑ ↓ ↑ 
         

E1 ↑ ↓ ↑ ↓ ↑ 
       

F1 ↑ ↓ ↑ ↓ ↑ ↓ 
      

G1 ↑ ↓ ↑ ↓ ↑ ↓ ↑ 
     

H1 ↑ ↓ ↑ ↓ ↑ ↓ ↑ ↓ 
    

I1 ↑ ↓ ↑ ↓ ↑ ↓ ↑ ↓ ↑ 
   

J1 ↑ ↓ ↑ ↓ ↑ ↓ ↑ ↓ ↑ ↓ 
  

K1 ↑ ↓ ↑ ↓ ↑ ↓ ↑ ↓ ↑ ↓ ↑ 
 

L1 ↑ ↓ ↑ ↓ ↑ ↓ ↑ ↓ ↑ ↓ ↑ ↓ 
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4.4.1.1 Charge transfer phenomenon at the interface and   

surface of an optimised Cu/CeO2(111) Nanocomposite: A case study 

of the small cell. 

 

Bader method was used to analyse a converged charge density file for both 

the interface and bulk charge variation between the clean Cu stripe, 

CeO2(111) slab and the nanocomposite Cu/CeO2(111) model. The charge 

difference is characterised as the magnitude of charge flowing within the 

material. For Cu charges, the difference between the charges of Cu atoms in 

the clean Cu stripe (without CeO2) and the nanocomposite Cu stripe charges 

(with the CeO2 on) shows a net loss of charge from the Cu to the CeO2(111). 

This loss is predominantly on the interface layer atoms, which shows a 

characteristic oxidation of the Cu atoms at this layer. 

For a fractional charge transfer, the half-cell reduction equation at this 

interface is written thus: 

 

This “nth” number of electrons flows from the Cu stripe to the CeO2(111).  

A Bader analysis of the ceria charges showed that this gain is predominantly 

on the top layer cerium atoms. The distribution of Ce3+ within the surface also 

shows that the localisation is not limited to the Ce atoms within the copper-

ceria interface but the probability of the electron to land on any of the top 

layer Ce atom is very close to one. 

If a reduction complement of the redox process is written for the ceria 

component of the nanocomposite, a half-cell reduction equation for the 

interface redox process is given thus: 

Cu
0
                Cu

n+ 
+ ne

-                               
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For n=1,  a complete reduction of Ce4+ to Ce3+  occurs and the extent at which 

the surface is saturated with Ce3+ species depends on the magnitude of 

transfer. 

The Bader analyses results show that a large number of charges are 

transferred, but not enough to reduce all the surface layer Ce ions; thus, 

there is large range of possible configurations of the Ce3+ ions (polarons) as 

shown in figure 4.4.1.1. This range of metastable configurations of Ce3+ 

polarons accounts for the spread in energies. 

The charge difference in the oxygen component of the ceria is relatively 

negligible with no significant redox processes with the oxygen species. 

However, as the surface of the nanocomposites get saturated with Ce3+, the 

Ce-O bonds at the surface becomes weaker promoting the formation of 

oxygen vacancies as the top layer oxygen  breaks away from the Ce atom, to 

form a vacant oxygen site. This chemical rearrangement contributes in 

energy variations among different configurations. 

The localisation sites of the electrons were studied with the aid of spin density 

plotting of the split charges. A cerium atom with a gain in charge is marked 

with either a blue or green iso-surface charge. Blue iso-surface denotes a Ce 

with a (-) down spin electron orientation, while a green coloured iso-surface 

connotes Ce with a (+) up spin orientation.

Ce
4+ 

+  ne
-
                Ce

(4-n)+
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Figure 4.4.1.1: Spin density plots for the interface and top-layers of the CeO2(111) component of the Cu/CeO2(111) 

nanocomposite showing (a-b) 4 localised Ce3+, (c-d) 5 localised Ce3+, (e-f) 6 localised Ce3+, (g-h) 7 localised Ce3+, (i) 8 localised 

Ce3+ and (j) 9 localised Ce3+. The Greenish, red and Cu spheres are the Ce, O and Cu atoms respectively, while the blue and 

greenish blubs are the Ce3+ species with down (-) and up (+) spin electrons respectively. Figure 4(a) contains the interface 

layer Cu and the Vo in fig. 4(j) is oxygen vacancy, while the highlighted region with dashed rectangle is the interface region 

under the Cu the stripe. 

Vo 

(a) (c) (b) 

(f) 

(d) 

(g) 

(e) 

(i) (h) (j) 
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Table 4.4: Configurations and nomenclature description of the localised electrons at the Ce 4f state: A case study of the small 

cell. 

 
Magnetic moment for the localised Ce4f electrons at the top layer Ce atoms. 

 
Ce1 Ce2 Ce3 Ce4 Ce5 Ce6 Ce7 Ce8 Ce9 Ce10 Ce11 Ce12 

A1 ↓ ↑ 
 

↑ ↑ 
  

↑ 
    

B1 ↓ ↓ 
 

↑ ↑ 
       

C1 ↑ ↓ ↑ ↑ 
   

↓ 
    

D1 ↓ ↓ ↑ ↓ ↓ ↑ 
      

E1 ↓ ↓ ↑ ↓ ↑ 
       

F1 ↓ ↓ 
 

↑ ↑ ↑ 
      

G1 ↑ ↓ ↑ ↓ ↓ ↑ ↑ 
     

H1 ↑ 
 

↓ ↓ ↓ ↓ ↑ ↓ 
    

I1 ↑ ↓ 
 

↓ ↓ ↑ ↑ ↓ ↑ 
   

J1 ↑ ↓ 
 

↓ 
 

↓ ↑ ↓ ↑ ↓ 
  

K1 ↑ ↑ 
 

↓ 
 

↓ ↑ ↓ ↑ ↓ 
  

L1 
 

↓ ↑ 
  

↓ ↑ ↑ ↑ ↓ ↓ ↓ 
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4.4.1.2 Effect of Ce3+ Localisation on the Adhesion energy of Cu 

stripe on CeO2(111) Surface: A case study of the small cell. 

 

 

 

 

Figure 4.4.1.2a: Plot of adhesion energy as a function total number of 

localised Ce3+ . A correlation exist between number of Ce3+ and the adhesion 

energy. The interafce reaches optimum at localisation of 8 Ce3+ 
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Figure 4.4.1.2b: Plot of adhesion energy as a function number of localised 

Ce3+ under the Cu stripe. Fig 4.4.1.2b showed that the adhesion energy is 

more of an overall effect other than binding effect. Thusthe spread is not 

limited to what happens between the Cu and the nearest neigbour ceria 

oxygen. 
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Figure 4.4.1.2c: Graphical representation of the configuration percentage 

for different numbers of localised Ce3+ for 40 different configurations, with 9 

as the maximum number of polarons formed on the surface and 8 as the most 

as the most probable number of polarons to be formed. The distribution 

percentage for the forty test samples are 28%, 35%, 10%, 5%, 15% and 8% 

for 9, 8, 7, 6, 5, and 4 number of localised Ce3+ 
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Figure 4.4.1.2d: Plot of Charge per unit Ce3+ against number of localised 

Ce3+. For a constant amount of charge flowing from Cu, the charge 

localisation per unit Ce 4f state is with the number of Ce species.  
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Figure 4.4.1.2e: Amount of chemical rearrangement at the surface 

measured in terms of broke Ce-O bonds as a function of the number of 

localised Ce3+. Result shows that as more electrons flow from copper to ceria, 

localisation of the polaron causes a stretch in the Ce-O bond and the strength 

of the Ce-O becomes weak, thereby making the O atoms more labile and 

increases the possibility of forming an oxygen vacancy. 
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Figure 4.4.1.2f: Graphical relationship between adhesion energy and the 

number of broken Ce-O. There exists an inverse relationship, an indication of 

a partial contribution of the broken bonds to the wide spread of adhesion 

energies. 
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Figure 4.4.1.2g: Coulomb interactions between neighbouring Ce3+ atoms. 

For optimum 1/r2 value for optimum interaction at about 1.20 Å-2 

 

Results from the plots adhesion energies versus the number of localised Ce3+ 

(see figure 4.4.1.2a) show that, there is a correlation between the number of 

Ce3+ and the adhesion. As mentioned earlier, ranges of possible configuration 

of Ce3+ and the number of Ce3+ affect the energy values due to the   hopping 

and migration of Ce3+ polarons [4, 57 – 60]. Castleton et al, [4] in 

benchmarking DFT for polarons in oxides has noted a migration barrier of 

0.30 - 0.40 eV for lone polaron formation on CeO2(111). The  plot of the 

adhesion energy versus number of number of Ce3+ localised under the Ce3+ 

(see figure 4.4.1.2b) shows a clear energy variations that is not limited to the 
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Ce 4f and  Cu 2d orbital interaction, but a holistic effect on the  overall  surface 

configuration of polarons.  

Figure 4.4.1.2c shows distribution of polarons for 40 different configuration 

test. This research has shown that   an optimum adhesion occurs when 8 Ce3+ 

polarons are localised at the p(3x2) ceria(111) surface (see figure 4.4.1.2a).  

If the Ce ions are assumed to gain a unit electron per polaron, this 

corresponds to about 8 electrons being transferred from Cu to CeO2(111); a 

value about half electron per interface layer Cu atoms (15 atoms at the 

interface). However, other metastable states and configuration can occur and 

could vary from 4 or 5 and even up to 9 at least which depends on the overall 

amount of charge from copper to ceria. This study has shown a maximum 

number of 9 localised Ce3+, which accounts for 75% of the top layer Ce ions, 

this configuration is metastable as it is lower in energy than the 8 Ce3+ 

configuration. For a sample of 40 configurations, Configuration 28% are 9 

Ce3+, 35% are 8 Ce3+,   10% are 7 Ce3+, 5% are  6 Ce3+,  15% are 5 Ce3+ and 

8% are 4 Ce3+. Hence, in a Cu/CeO2(111) interface with many Cu atoms the 

number of localised Ce3+ on p(3X2) CeO2(111) is ≥4 but ≤ 9. 

As shown in figure 4.4.1.1, the transferred electrons from Cu to CeO2 are 

localised on the surface Ce ions to form Ce3+ polarons, however this 

localisation is not exclusively on the Ce ions under the Cu stripe, but could be 

on any of the top surface Ce ion. As the charge flows from Cu to ceria, the 

charge gain per Ce varies with the number of localised Ce3+ as the charge is 

distributed on the Ce.   The plot in figure 4.4.1.2d shows the more the Ce3+ 

formed, the less the amount of charge it carries.  For 4 up to 9 localised Ce3+ 

the charge varies and about 0.37 per Ce to 0.43 per Ce. This shows each Ce3+ 

polaron is carrying an average charge of about 0.40 electron. This amount of 
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charge is reasonably enough to form a polaron as shown earlier in figure 

4.4.1.1.  

Another observed surface properties of this Cu/CeO2(111), is the onsite 

many-polaron induced chemical rearrangement. The results as shown in 

figure 4.4.1.1(g-j), indicate that, as the surface of the CeO2(111) gets 

polarised and saturated with the Ce3+ polarons, the surface Ce-O bonds 

become weaker due to  electrons entering the Ce 4f orbital of many Ce 

bonded to oxygen. The formation of many reduced Ce ion at the surface 

results in stretched Ce-O bonds, which cleave to form oxygen vacant sites.   

Vacant oxygen sites are known to hop [57, 58], however, in real sense it is 

the NN and NNN oxygen atoms that hops and heal vacant sites while creating 

another oxygen vacancies. This is one of the notable properties of CeO2 widely 

used in ceria-based electrolytes [59, 60].  The number of the broken Ce-O 

(chemical rearrangement) varies with the number of localised Ce3+(see figure 

4.4.1.2e), which shows increase in broken Ce-O as the surface gets heavily 

saturated with  Ce3+ polaron. This surface property also has contribution to 

the spread in energy, thus the Cu stripe adhesion energy is dependent on 

many factors including the number of broken Ce-O bonds, which depends on 

the number of localised Ce3+ polarons. A more distorted surface will result in 

reduced stability and low adhesion energy as shown in figure 4.4.1.2f.  

The localised Ce3+ are charge carriers with possibility of nearest and next 

nearest polarons interacting or repelling. This also is an energy effect and 

contributes in the spread of the adhesion energies. The result as shown in 

figure 4.4.1.2g indicates a coulomb effect induced energy variation. The 
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adhesion energy increases as the 1/r2 value increases, reaching an optimum 

adhesion when the Ce3+ polarons have 1/r2 value of around 1.20 Å. 

This research has further shown that, as the top layer oxygen atoms relaxes 

towards the Cu stripe due to greater affinity of Cu for oxygen than Ce, a 

partial transfer of charge is noted at predominantly top layer oxygen species. 

The magnitude of this transfer becomes very visible as more Ce3+ species are 

formed at the surface of the nanocomposite (see table 4.4.1). For more than 

six localised Ce3+ species, oxygen vacant sites tend to start forming at the 

surface. Thus, this work has shown that for p(3x2) supercell of CeO2(111), 

six number of Ce3+ is the saturation point (see figure 4.4.1.2e) beyond which 

a noticeable surface distortion and chemical rearrangement would occur, 

while 9 Ce3+ is the maximum number that the surface take (see table 4.4.1). 

All efforts to induce > 9 Ce3+ failed showing that 75% of the Ce ions (9 out 

of 12) is the maximum possible number of reducible Ce ion in this surface. 

Evidently, this Cu/CeO2(111) interface is a complex one, and it is difficult to 

establish a single dominant contribution to the  interface energies, however 

this research has shown an overall contribution to the energy that varies with 

number of polarons, configurations of the polaron,  and proximity of polarons 

(a coulomb interaction effect). 
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Table 4.4.1: Adhesion and Interface energies as a function of redox 

processes at the surface and interface: A case study of the Small cell. 

Configurations Adhesion 
Energies 

(eV) 

Interface 
energies 

(eV/Å2) 

Redox processes and charge 
transfer 

Cu 
losses 

Ce 
gains 

O 
gains 

Number 
of Ce3+ 

A1 11.578 0.161 2.607 2.009 0.738 5 

B1 10.926 0.152 2.262 1.674 0.720 4 

C1 11.530 0.161 2.604 2.11 0.624 5 

D1 11.578 0.161 2.913 2.434 0.609 6 

E1 11.434 0.159 2.592 1.954 0.769 5 

F1 11.433 0.159 2.598 1.952 0.777 5 

G1 11.594 0.161 3.467 2.559 1.037 7 

H1 11.670 0.163 3.497 2.695 0.931 7 

I1 11.683 0.163 3.789 3.032 0.885 8 

J1 12.058 0.168 3.942 3.209 0.863 8 

K1 11.996 0.167 3.965 3.181 0.915 8 

L1 11.645 0.162 4.086 3.312 0.903 9 
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Table 4.4.2: Spin configuration and magnetisation as a function of total 

localised Ce 4f electrons in small cell of Cu/CeO2(111) model. The 

magnetisation term is the spin difference between the up (+) spin electrons 

and the down (-) spin electrons 

Configurations Total 

Ce3+ 

Ce3+ 

under 
Cu 

stripe 

Electrons 

with (+) 
spins 

Electrons 

with (-) 
spins 

Magnetisation 

A1 5 4 4 1 3 

B1 4 4 2 2 0 

C1 5 4 3 2 1 

D1 6 6 2 4 -2 

E1 5 5 2 3 -1 

F1 5 5 3 2 1 

G1 7 6 4 3 1 

H1 7 5 2 5 -3 

I1 8 5 4 4 0 

J1 8 4 3 5 -2 

K1 8 4 4 4 0 

L1 9 3 4 5 -1 
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4.4.1.3 Charge transfer phenomenon at the interface and   

surface of an optimised Cu/CeO2(111) Nanocomposite: A case study 

of the medium and big cells. 

 

Studies as shown in section 4.4.1.1 shows that the number of localised Ce3+ 

and the site of localisation have significant contribution on the copper-ceria 

surface interactions. To further, improve on the inherent model size error and 

operational computational constraints in selective dynamic mode of 

calculation. With the results from the some of the most stable Ce3+ 

configurations, the model sizes ere scaled up to medium cells and big cells 

models. Calculations with these models are without limitation to the 

movement of atoms and convergence criteria set at EDIFF of 10-5 eV and 

EDIFFG of 10-6 eV. 

Table 4.4.3a: Medium cell, surface and interface description of pre-localised 

electrons at the top layer Ce atoms.  

 MAGMOM Assignement on surface Ce atoms: 

Ce1 Ce2 Ce3 Ce4 Ce5 Ce6 Ce7 Ce8 Ce9 Ce10 Ce11 Ce12 

D1 ↑ ↓ ↑ ↓         

E2  ↓ ↑   ↑   ↑ ↓   

F2 ↑ ↓ ↑    ↓ ↑  ↓   

H1 ↑  ↑ ↓ ↓ ↑ ↓ ↑ ↓    

J3 ↑ ↓ ↑ ↑ ↓ ↓ ↓ ↑ ↑ ↓   

 

F2-big cell and J3-big cell configurations are the same with the F2 and J3 above, 

but the ceria component is much thicker with an extra three layers of the 

ceria to form 6 layers of a triple CeO2(111) layer and a four layer of Cu stripe 

nanocomposite. 
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The final configuration after relaxation is as shown in table 4.4.4. 

Table 4.4.3b: Localised Ce 4f electron at the top layer Ce atoms in medium 

and big cells Cu/CeO2(111). The configuration nomenclature tagged with 

asterisks are for the big cell analogue of the medium cell. 

 Spin Assignement for the localise Ce 4f electrons 

Ce1 Ce2 Ce3 Ce4 Ce5 Ce6 Ce7 Ce8 Ce9 Ce10 Ce11 Ce12 

D1 ↑ ↑ ↓ ↓ ↓   ↑     

E2  ↑ ↓   ↑ ↓  ↓ ↑ ↓ ↓ 

F2 ↓ ↑ ↑ ↑ ↓ ↓ ↑ ↓     

H1 ↑  ↓  ↓ ↓ ↓ ↑     

J3 ↑ ↑ ↓ ↓ ↑ ↑ ↑      

*F2 ↓ ↓ ↓ ↑ ↓ ↓ ↓ ↑     

*J3 ↓ ↓  ↓ ↑ ↓ ↑ ↑     

The energy terms and redox processes in these models are as shown in table 

4.4.4. 

Table 4.4.4: Adhesion and Interface energies as a function of redox 

processes at the surface and interface (medium and big cells). 

Configurations Adhesion 

Energies 

(eV) 

Interface 

energies 

(eV/Å2) 

Redox processes and charge 

transfer 

Cu 

losses 

Ce 

gains 

O gain Number 

of Ce3+ 

D1 12.578 0.180 2.970 1.988 1.115 6 

E2 12.519 0.179 3.981 2.898 1.218 8 

F2 12.384 0.177 3.914 2.802 1.247 8 

H1 12.282 0.176 3.483 2.331 1.287 7 

J3 12.277 0.176 3.469 2.469 1.135 7 

F2-big cell 12.695 0.182 4.016 3.014 1.265 8 

J3-big cell 12.488 0.179 3.499 2.482 1.165 7 
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Table 4.4.5: Cu/CeO2(111) Medium Cell Bader charges for the respective 

atoms in different layers of the reference clean CeO2(111) and Cu-stripe. The 

3rd layer and the 1st layer for the ceria and the Cu-stripe components 

respectively are the interface layers. Each layer of the ceria has 12 Ce atoms 

and 24 oxygen atoms, while each layer in the Cu-stripe contains a network 

of 15 Cu atoms, in exception of the trimmed top Cu stipe layer that has 9 

atoms of Cu atoms. 

Ce atoms in Ceria layers  Cu stripe layers 

1st 

layer 

2nd 

layer 

3rd 

layer 

1st 

layer 

2nd 

layer 

3rd 

layer 

4th 

layer 

9.6443 9.6334 9.6283 11.0258 11.0127 10.9750 11.0392 

9.6443 9.6334 9.6283 10.9448 10.9705 10.9665 11.0545 

9.6437 9.6350 9.6262 11.0257 10.9827 10.9750 10.9746 

9.6437 9.6350 9.6262 11.0635 10.9557 11.0082 11.0239 

9.6443 9.6350 9.6262 11.0278 10.9828 10.9794 11.0483 

9.6443 9.6350 9.6262 11.0278 11.0121 10.9763 10.9719 

9.6334 9.6037 9.6062 10.9415 10.9704 10.9656 11.0370 

9.6334 9.6037 9.6062 10.9977 10.9911 10.9763 11.0534 

9.6336 9.6087 9.6104 10.9438 10.9566 11.0074 10.9768 

9.6336 9.6087 9.6104 11.0261 10.9911 10.9786  

9.6334 9.6037 9.6104 11.0261 11.0058 10.9754 

9.6334 9.6037 9.6104 11.0009 10.9618 10.9666 

 11.0637 10.9995 10.9754  

10.9973 10.9513 11.0047  

11.0626 10.9995 10.9762  
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Each Ce atom in the clean ceria has an average of 9.625 ± 0.011 charge per 

Ce, 7.186 ± 0.019 per oxygen atoms, while each Cu atom in the clean Cu 

stripe has an average of 10.999 ± 0.023 charge per Cu. 

The differential charge is expressed as a function of the Bader charges for the 

nanocomposite Cu/CeO2(111) relatively to the Bader charges for the clean 

ceria slab and the Cu-stripe. A positive difference denotes charge gain 

(reduction), while a negative difference connotes charge loss (oxidation). 

Results in table 4.4.6(a-e) show significant redox process is only feasible at 

the interface of the material, with notable oxidation of some Cu atoms at the 

interface from Cu0 to Cu0+n and reduction of neighbouring Ce atoms at the 

interface to Ce3+ from Ce4+, for each ion gaining a unit electron. 
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Table 4.4.6a: Differential charges within the bulk of the medium cell D1 

Configuration. 

Ce atoms in Ceria layers  Cu stripe layers 

1st 

layer 

2nd 

layer 

3rd 

layer 

1st 

layer 

2nd 

layer 

3rd 

layer 

4th 

layer 

-0.0167 -0.0459 0.3847* -0.2748 0.0142 0.0183 -0.0244 

-0.0101 -0.0423 0.3390* 0.0171 0.0505 -0.0244 -0.0310 

-0.0136 -0.0339 0.3260* -0.2788 0.0403 0.0038 0.0025 

-0.0155 -0.0442 0.3331* -0.2390 -0.0430 -0.0070 -0.0066 

-0.0159 -0.0422 0.3266* -0.2602 0.0329 0.0181 -0.0071 

-0.0129 -0.0480 0.0503 -0.2532 0.0060 0.0358 0.0097 

-0.0028 -0.0090 0.0593 -0.0664 0.0449 -0.0298 -0.0012 

0.0004 -0.0060 0.2991* -0.1744 -0.0083 0.0301 -0.0296 

-0.0010 0.0525 0.0081 -0.1908 -0.0210 -0.0020 0.0129 

0.0000 -0.0123 0.0532 -0.2823 -0.0041 0.0186  

0.0030 -0.0350 0.0640 -0.2945 -0.0013 0.0129 

0.0041 0.0240 0.0676 -0.1849 0.0489 -0.0146 

 -0.2754 0.0164 0.0263 

-0.1788 -0.0099 0.0079 

-0.2487 0.0099 0.0198 
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Table 4.4.6b: Differential charges within the bulk of the medium cell E2 

configuration. 

Ce atoms in Ceria layers  Cu stripe layers 

1st 

layer 

2nd 

layer 

3rd 

layer 

1st 

layer 

2nd 

layer 

3rd 

layer 

4th 

layer 

-0.0104 -0.0130 0.3059* -0.2772 0.0219 0.0251 -0.0192 

-0.0097 -0.0580 0.3644* 0.0181 0.0557 -0.0194 -0.0272 

-0.0120 -0.0146 0.3598* -0.2752 -0.0041 0.0109 0.0288 

-0.0105 -0.0591 0.3517* -0.4360 -0.0039 -0.0018 -0.0109 

-0.0078 -0.0504 0.3595* -0.4578 0.0271 0.0142 -0.0339 

-0.0084 -0.0420 0.3092* -0.4416 0.0056 0.0297 0.0284 

-0.0070 -0.0271 0.3884* -0.1715 0.0382 -0.0184 -0.0114 

0.0003 0.0581 0.3508* -0.3790 -0.0188 0.0267 -0.0475 

-0.0064 0.0053 0.0287 -0.2015 -0.0206 -0.0051 0.0087 

0.0012 -0.0103 0.1200 -0.3013 -0.0227 0.0159  

-0.0014 -0.0247 0.1196 -0.2939 0.0092 0.0099 

0.0046 0.0601 0.0828 -0.2226 0.0480 -0.0171 

 -0.2662 -0.0175 0.0194 

-0.2006 0.0147 0.0106 

-0.2542 0.0046 0.0264 
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Table 4.4.6c: Differential charges within the bulk of the medium cell F2 

Configuration. 

Ce atoms in Ceria layers  Cu stripe layers 

1st 

layer 

2nd 

layer 

3rd 

layer 

1st 

layer 

2nd 

layer 

3rd 

layer 

4th 

layer 

-0.0106 -0.0084 0.3196* -0.2681 0.0308 0.0239 -0.0176 

-0.0094 -0.0604 0.3178* 0.0389 0.0534 -0.0189 -0.0311 

-0.0107 -0.0204 0.2032* -0.2747 0.0002 0.0092 0.0268 

-0.0114 -0.0623 0.3760* -0.4385 -0.0017 -0.0011 -0.0100 

-0.0080 -0.0567 0.3544* -0.4512 0.0274 0.0145 -0.0331 

-0.0087 -0.0318 0.3634* -0.4355 0.0124 0.0309 0.0287 

-0.0074 0.0387 0.3078* -0.1981 0.0400 -0.0174 -0.0137 

0.0002 -0.0076 0.3935* -0.3743 -0.0195 0.0292 -0.0464 

-0.0067 0.0082 0.1160 -0.1908 -0.0248 -0.0042 0.0103 

0.0017 0.0456 0.1098 -0.2983 -0.0199 0.0170  

-0.0008 -0.0303 0.1057 -0.3078 0.0080 0.0118 

0.0045 0.0542 0.0337 -0.2105 0.0508 -0.0173 

 -0.2801 -0.0193 0.0209 

-0.1871 0.0141 0.0123 

-0.2483 0.0064 0.0271 
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Table 4.4.6d: Differential charges within the bulk of the medium cell H1 

Configuration. 

Ce atoms in Ceria layers  Cu stripe layers 

1st 

layer 

2nd 

layer 

3rd 

layer 

1st 

layer 

2nd 

layer 

3rd 

layer 

4th 

layer 

-0.0106 0.0138 0.3109* -0.4540 0.0237 0.0220 -0.0177 

-0.0082 -0.0087 0.3479* -0.0230 0.0541 -0.0169 -0.0428 

-0.0127 -0.0528 0.3702* -0.4588 -0.0024 0.0068 0.0122 

-0.0115 -0.0118 0.3487* -0.2567 0.0055 -0.0060 -0.0045 

-0.0085 -0.0611 0.3145* -0.2593 0.0254 0.0116 -0.0382 

-0.0066 -0.0085 0.3180* -0.2455 0.0015 0.0322 0.0235 

-0.0091 -0.0424 0.3016* -0.0467 0.0376 -0.0106 0.0054 

0.0013 -0.0145 0.0160 -0.2097 -0.0303 0.0293 -0.0381 

-0.0085 -0.0228 0.0935 -0.2001 -0.0128 -0.0024 0.0175 

0.0028 0.0341 0.1052 -0.2943 -0.0354 0.0180  

-0.0009 -0.0392 0.0084 -0.2908 0.0069 0.0172 

0.0050 -0.0154 0.0932 -0.2203 0.0454 -0.0129 

 -0.2734 -0.0051 0.0265 

-0.2027 0.0168 0.0054 

-0.2549 0.0183 0.0207 
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Table 4.4.6e: Differential charges within the bulk of the medium cell J3 

Configuration. 

Ce atoms in Ceria layers  Cu stripe layers 

1st 

layer 

2nd 

layer 

3rd 

layer 

1st 

layer 

2nd 

layer 

3rd 

layer 

4th 

layer 

-0.0110 0.0362 0.2366* -0.4415 0.0238 0.0221 -0.0171 

-0.0089 -0.0125 0.3817* 0.0316 0.0468 -0.0176 -0.0392 

-0.0113 -0.0085 0.3693* -0.4379 0.0000 0.0077 0.0134 

-0.0119 -0.0109 0.3188* -0.2778 -0.0011 -0.0059 -0.0034 

-0.0081 -0.0601 0.3395* -0.2295 0.0300 0.0113 -0.0378 

-0.0068 -0.0693 0.3255* -0.2683 0.0087 0.0321 0.0207 

-0.0093 -0.0320 0.2968* -0.0973 0.0394 -0.0111 0.0040 

0.0014 0.0460 0.0892 -0.2860 -0.0365 0.0279 -0.0393 

-0.0078 -0.0085 0.1150 -0.1894 -0.0155 -0.0013 0.0170 

0.0024 0.0031 0.0565 -0.2751 -0.0364 0.0174  

-0.0018 -0.0336 0.0218 -0.2823 0.0061 0.0187 

0.0057 0.0488 0.0865 -0.1955 0.0512 -0.0106 

 -0.2916 -0.0085 0.0269 

-0.1811 0.0135 0.0060 

-0.2406 0.0090 0.0206 
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Table 4.4.7: Cu/CeO2(111) Big Cell Bader charges for the respective atoms 

in different layers of the reference clean CeO2(111) and Cu-stripe. The 3rd 

layer and the 1st layer for the ceria and the Cu-stripe components respectively 

are the interface layers. Each layer of the ceria has 12 Ce atoms and 24 

oxygen atoms, while each layer in the Cu-stripe contains a network of 15 Cu 

atoms, in exception of the trimmed top Cu stipe layer that has 9 atoms of Cu 

atoms. 

Ce atoms in Ceria layers  Cu stripe layers 

1st 

layer 

2nd 

layer 

3rd 

layer 

1st 

layer 

2nd 

layer 

3rd 

layer 

4th 

layer 

9.5794 9.5992 9.5993 11.0258 11.0127 10.9750 11.0392 

9.5794 9.5992 9.5993 10.9448 10.9705 10.9665 11.0545 

9.5775 9.5955 9.5990 11.0257 10.9827 10.9750 10.9746 

9.5775 9.5955 9.5990 11.0635 10.9557 11.0082 11.0239 

9.5775 9.5992 9.5990 11.0278 10.9828 10.9794 11.0483 

9.5775 9.5992 9.5990 11.0278 11.0121 10.9763 10.9719 

9.5902 9.5855 9.6005 10.9415 10.9704 10.9656 11.0370 

9.5902 9.5855 9.6005 10.9977 10.9911 10.9763 11.0534 

9.5891 9.5875 9.5986 10.9438 10.9566 11.0074 10.9768 

9.5891 9.5875 9.5986 11.0261 10.9911 10.9786  

9.5902 9.5875 9.6004 11.0261 11.0058 10.9754 

9.5902 9.5875 9.6004 11.0009 10.9618 10.9666 

 11.0637 10.9995 10.9754  

10.9973 10.9513 11.0047  

11.0626 10.9995 10.9762  

 

The average Ce, O and Cu Bader charges for these clean models are 9.599 ± 

0.016, 7.199 ± 0.019 and 10.999 ± 0.023 respectively. 
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Table 4.4.7a: Differential charges within the bulk of the big cell F2 

Configuration. 

Ce atoms in Ceria layers  Cu stripe layers 

1st 

layer 

2nd 

layer 

3rd 

layer 

1st 

layer 

2nd 

layer 

3rd 

layer 

4th 

layer 

0.0048 0.0314 0.3904* -0.2763 0.0313 0.0239 -0.0173 

0.0057 -0.0240 0.3504* 0.0343 0.0559 -0.0173 -0.0312 

0.0081 0.0215 0.3151* -0.2807 0.0001 0.0093 0.0269 

0.0046 -0.0216 0.4053* -0.4449 -0.0020 -0.0011 -0.0106 

0.0079 -0.0179 0.3815* -0.4557 0.0264 0.0140 -0.0341 

0.0075 0.0080 0.3902* -0.4448 0.0128 0.0306 0.0272 

-0.0070 0.0575 0.3157* -0.2134 0.0393 -0.0174 -0.0147 

-0.0060 0.0142 0.3995* -0.3818 -0.0225 0.0288 -0.0465 

-0.0102 0.0296 0.1280 -0.1901 -0.0248 -0.0045 0.0101 

-0.0036 0.0703 0.0865 -0.3063 -0.0200 0.0164  

-0.0066 -0.0133 0.1132 -0.3117 0.0082 0.0118 

-0.0030 0.0161 0.0452 -0.2147 0.0497 -0.0171 

 -0.2847 -0.0212 0.0207 

-0.1916 0.0141 0.0119 

-0.2538 0.0058 0.0268 
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Table 4.4.7b: Differential charges within the bulk of the big cell J3 

Configuration. 

Ce atoms in Ceria layers  Cu stripe layers 

1st 

layer 

2nd 

layer 

3rd 

layer 

1st 

layer 

2nd 

layer 

3rd 

layer 

4th 

layer 

0.0049 0.0580 0.3421* -0.4384 0.0205 0.0289 -0.0167 

0.0057 0.0002 0.4154* 0.0263 0.0425 -0.0172 -0.0338 

0.0085 0.0077 0.0645 -0.2816 -0.0109 0.0066 0.0181 

0.0050 0.0215 0.3615* -0.4006 -0.0022 -0.0084 -0.0062 

0.0082 -0.0252 0.3067* -0.3225 0.0106 0.0101 -0.0247 

0.0088 -0.0189 0.3236* -0.2293 -0.0020 0.0241 0.0225 

-0.0090 0.0033 0.3603* -0.2202 0.0342 -0.0180 -0.0020 

-0.0055 0.0040 0.3517* -0.1935 -0.0341 0.0256 -0.0361 

-0.0100 0.0428 0.0712 -0.1956 -0.0075 -0.0060 0.0118 

-0.0018 0.0675 0.1148 -0.2792 0.0443 0.0275  

-0.0074 -0.0055 0.0350 -0.2889 0.0161 0.0141 

-0.0018 0.0647 0.0832 -0.2183 0.0537 -0.0120 

 -0.2516 -0.0167 0.0241 

-0.1797 0.0160 0.0049 

-0.2635 0.0147 0.0202 
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The results as shown in table 4.4.6(a-e) and 4.4.7(a-b) shows significant gain 

in charges at the top layer Ce ions, which corresponds to the figures with 

asterisks (*) tags in the tables 4.4.6(a-e) and 4.4.7(a-b). The number of 

figures with asterisk in tables 4.4.6(a-e) correspond to the number of 

localised Ce3+ in the respective configurations. For D1, E2, F2, H1 and J3, the 

respective number of Ce3+ are 6, 8, 8, 7 and 7. While for the big models 

configuration analogue of F2 and J3, the number of Ce atoms with this 

significant gain in charges are 8 and 7 respectively, which correspond to the 

respective number of localised Ce3+ for both configurations as shown in the 

below table 4.4.8. This research shows the gain in charge per Ce ion  for 

these localised Ce3+ is approximately within 0.30 to 0.40 range, which turns 

up to be  significant enough for small polaron formation at any of the Ce ions 

as shown in this work. For all test cell sizes (small, medium and big cells), 

these gains in charges also falls within this range of ~ 0.40 charge gain per 

localised Ce3+ ion. Indeed, a charge gain of just about >0.20 on any of the 

Ce ions as shown in table 4.4.6c and 4.4.6e for F2 and J3 Bader analyses is  

enough to induce small polaron formation on the Ce ions at the surface of 

ceria in this system. This agrees with the respective 8 and 7 numbers of 

localised Ce3+ seen in both configurations. 
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Table 4.4.8: Spin configuration and magnetic moments as a function of total 

localised Ce 4f electrons for medium and big cells of Cu/CeO2(111) models. 

The magnetisation term is the spin difference between the up (+) spin 

electrons and the down (-) spin electrons. 

Configurations Total 

Ce3+ 

Ce3+ 

under 
Cu 

stripe 

Electrons 

with (+) 
spins 

Electrons 

with (-) 
spins 

Magnetisation 

D1 6 5 3 3 0 

E2 8 5 3 5 -2 

F2 8 4 4 4 0 

H1 7 5 2 5 -3 

J3 7 5 5 2 3 

F2-Big cell 8 4 2 6 -4 

J3-Big cell 7 4 3 4 -1 
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Table 4.4.9: Charge per Ce as a function of the number of localised Ce 4f electrons (Ce3+) in different optimised cell sizes of 

Cu/CeO2(111) Nanocomposite. 

Configurations Small cell  Medium and Big cells 

 Number of 

Ce3+ 

Total 

Charge 

gained by 

Ce 

Charge 

gain per 

Ce 

  Number of 

Ce3+ 

Total 

Charge 

gained by 

Ce 

Charge 

gain per 

Ce 

A1 5 2.009 0.402 D1 6 1.988 0.331 

B1 4 1.674 0.419 E2 8 2.898 0.362 

C1 5 2.11 0.422 F2 8 2.802 0.350 

D1 6 2.434 0.407 H1 7 2.331 0.333 

E1 5 1.954 0.391 J3 7 2.469 0.353 

F1 5 1.952 0.390 F2-Big Cell 8 3.014 0.377 

G1 7 2.559 0.366 J3-Big Cell 7 2.482 0.355 

H1 7 2.695 0.385  

I1 8 3.032 0.379 

J1 8 3.209 0.401 

K1 8 3.181 0.398 

L1 9 3.312 0.368 
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Table 4.4.10: Summary of the fundamental redox processes within the surface and interface of the Cu/CeO2(111) Models. 

Charge values outside the bracket are for non-spin polarise calculations, while those within the bracket are charge transfer 

values for spin polarise calculations. 

Models Charges lost by Cu Charges Gained by Ce Charge per Unit Ce3+ 

Small Cell (102 atoms) 1.650 (3.586 ± 0.676) 1.384 (3.197 ± 0.281) (0.389 ± 0.019) 

Medium Cell (162 atoms) 1.768 (3.563 ± 0.408) 1.488 (2.498 ± 0.369) (0.346 ± (0.013) 

Big Cell (270 atoms) 1.797 (3.758 ± 0.366)  1.501(2.748 ± 0.376) (0.366 ± 0.016) 
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4.5 Electronic structure of the optimised Cu/CeO2(111) Models. 

The density of state (DOS) and partial density of state (PDOS) were used with 

respect to different configuration of the localised Ce3+ to study the relative 

difference in states and energy shifts on interaction between the composite 

Cu/CeO2(111) and the clean components (Cu stripe and CeO2(111)) of the 

material. 

The reference models state densities plots for the clean Cu stripe and CeO2(111) 

are as shown in figure 4.5.1 and 4.5.2 respectively. Plots of the DOS and PDOS 

for the different configurations of Cu/CeO2(111) are  shown in figures 4.5.3 to 

figure 4.5.14 for small cells of the optimised Cu/CeO2(111). Figure 4.6.1 to figure 

4.6.5 are density of states for the medium cells of the Cu/CeO2(111) derivatives 

of the small cells and figure 4.6.6 to figure 4.6.7 are for the big cells analogues of 

the medium cells. 

 

Figure 4.5.1: DOS and PDOS plot for clean Cu nano-rod. The colour legends 

indicate different contributions of s, p, and d orbitals to the total density of state. 
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Figure 4.5.2: DOS and PDOS plot for clean CeO2(111) slab. The inter-state gap 

between the O-2p band and Ce-4f band is the characteristic band gap for the semi-

conducting ceria. 
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Figure 9: Density of state for Cu/CeO2(111) nano-composite. 

From figure 9, the highlighted DOS peaks is due to the adsorbed Cu stripe. Growing Cu on 

the ceria has an effect on the DOS, closing the band gap. This is a characteristic effect of 

localised Ce4f electrons on complete adsorption of the Cu stripe on the ceria. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.5.3: PDOS and TDOS for A1 configuration of localised Ce3+. The VESTA 

image shows localisation of 5 electrons at the 4f state of the top layer Ce atoms. 

The greenish and blue blubs are localised electrons with (+) and (-) spins 

respectively. 
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Figure 4.5.4: PDOS and TDOS for B1 configuration of localised Ce3+. The 

VESTA image shows localisation of 4 electrons at the 4f state of the top layer 

Ce atoms (the greenish yellow and blue blubs are localised electrons with (+) 

and (-) spins respectively). 
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Figure 4.5.5: PDOS and TDOS for C1 configuration of localised Ce3+. The 

VESTA image shows localisation of 5 electrons at the 4f state of the top layer 

Ce atoms (the greenish yellow and blue blubs are localised electrons with (+) 

and (-) spins respectively). 
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Figure 4.5.6: PDOS and TDOS for D1 configuration of localised Ce3+. The 

VESTA image shows localisation of 6 electrons at the 4f state of the top layer 

Ce atoms (the greenish yellow and blue blubs are localised electrons with (+) 

and (-) spins respectively). 
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Figure 4.5.7: PDOS and TDOS for E1 configuration of localised Ce3+. The 

VESTA image shows localisation of 5 electrons at the 4f state of the top layer 

Ce atoms (the greenish yellow and blue blubs are localised electrons with (+) 

and (-) spins respectively). 
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Figure 4.5.8: PDOS and TDOS for F1 configuration of localised Ce3+. The 

VESTA image shows localisation of 7 electrons at the 4f state of the top layer 

Ce atoms (the greenish yellow and blue blubs are localised electrons with (+) 

and (-) spins respectively). 
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Figure 4.5.9: PDOS and TDOS for G1 configuration of localised Ce3+. The 

VESTA image shows localisation of 7 electrons at the 4f state of the top layer 

Ce atoms (the greenish yellow and blue blubs are localised electrons with (+) 

and (-) spins respectively). 
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Figure 4.5.10: PDOS and TDOS for H1 configuration of localised Ce3+. The 

VESTA image shows localisation of 7 electrons at the 4f state of the top layer 

Ce atoms (the greenish yellow and blue blubs are localised electrons with (+) 

and (-) spins respectively). 
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Figure 4.5.11: PDOS and TDOS for I1 configuration of localised Ce3+. The 

VESTA image shows localisation of 8 electrons at the 4f state of the top layer 

Ce atoms (the greenish yellow and blue blubs are localised electrons with (+) 

and (-) spins respectively). 
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Figure 4.5.12: PDOS and TDOS for J1 configuration of localised Ce3+. The 

VESTA image shows localisation of 8 electrons at the 4f state of the top layer 

Ce atoms (the greenish yellow and blue blubs are localised electrons with (+) 

and (-) spins respectively). 
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Figure 4.5.13: PDOS and TDOS for K1 configuration of localised Ce3+. The 

VESTA image shows localisation of 8 electrons at the 4f state of the top layer 

Ce atoms (the greenish yellow and blue blubs are localised electrons with (+) 

and (-) spins respectively). 
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Figure 4.5.14: PDOS and TDOS for L1 configuration of localised Ce3+. The 

VESTA image shows localisation of 9 electrons at the 4f state of the top layer 

Ce atoms (the greenish yellow and blue blubs are localised electrons with (+) 

and (-) spins respectively). 
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For all configurations and localisation of electrons at the Ce 4f state, the DOS 

plots show a characteristic interaction peak between the Cu stripe and the 

ceria surface at an energy range between -1.0 ev to 0.5 eV. A close view of 

the DOS plots between -2 eV to +2 eV, shows the copper-ceria interaction 

peak as a contribution due to the ceria Ce 4f band and the Cu 3d band, with 

the redox process involves the transfer of valance electrons from the Cu 3d 

and Cu 4s states to the ceria Ce 4f state. A comparison of the PDOS for the 

clean ceria and Cu stripe show a band overlap between the ceria O-2p and 

the Cu 3d, this explains the perfect choice of ceria and Cu as material of 

interest with well-defined interaction between the overlapping bands. The 

variations in the shapes of the TDOS explains a characteristic change due to 

the number of localised electrons in the Ce 4f state, the strength of the bonds 

between the Cu and the ceria, and the number of broken Ce-O bonds. 

This study has shown that six localised Ce3+ is the saturation point just before 

chemical rearrangement begins to occur. The characteristic DOS shape for 

this configuration is as shown in figure 4.5.6, more than six localised electrons 

at the Ce 4f state results in weaker Ce-O bonds, which enhances the mobility 

of the surface oxygen atoms due to breaking of the weak and polarised 

surface Ce-O to form oxygen vacancies at the surface of the nanocomposite. 

A disturbed surface is generally expected to be catalytically active [56 – 60]. 

This work has also shown a characteristic DOS shape for this defect surface 

using configurations with 7-9 localised Ce 4f electrons, which show a 

significant change in the ceria O-2p, and the Cu 3d contribution to the DOS 

(see figures 4.5.8 to 4.5.14). 

With the most stable MAGMOM configuration descriptor, these interactions 

were extended and studied using the medium cells models and the ceria 
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extended big cell analogues, by alternating the atoms for the initial magnetic 

moment assignment. 

Extension of these phenomena to a thicker model of Cu/CeO2(111), 

containing four layers of Cu and three layers of ceria triple layers and also a 

big model with six layers of ceria triple layer show the same bonding pattern 

and similar surface phenomenon (see figures 4.6.1 – 4.6.7). However, unlike 

the small cell where size related error contributes to the energy values, these 

medium and big cell show agreement in interface energy and surface 

phenomenon when a much. 

The agreement in observable surface phenomenon and energy (0.002 eV/Å2 

difference) between the medium and big cells, shows the medium cell with 

162 atoms (36:72:54 for Ce:O:Cu) is reasonably big enough to describe the 

system and a good model to use while gaining computation cost efficiency 

(CPU time). 
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Figure 4.6.1: PDOS and TDOS for D1 configuration of localised Ce3+ in 

medium cell; (a) a close view image and (b) a full energy range view. The 

VESTA image shows localisation of 6 electrons at the 4f state of the top layer 

Ce atoms (the greenish yellow and blue blubs are localised electrons with (+) 

and (-) spins respectively). 

a 

b 
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Figure 4.6.2: PDOS and TDOS for E2 configuration of localised Ce3+ in 

medium cell; (a) a close view image and (b) a full energy range view.  The 

VESTA image shows localisation of 8 electrons at the 4f state of the top layer 

Ce atoms (the greenish yellow and blue blubs are localised electrons with (+) 

and (-) spins respectively). 

b 

a 
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Figure 4.6.3: PDOS and TDOS for F2 configuration of localised Ce3+ in 

medium cell; (a) a close view image and (b) a full energy range view. The 

VESTA image shows localisation of 8 electrons at the 4f state of the top layer 

Ce atoms (the greenish yellow and blue blubs are localised electrons with (+) 

and (-) spins respectively). 

b 

a 
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Figure 4.6.4: PDOS and TDOS for H1 configuration of localised Ce3+ in 

medium cell; (a) a close view image and (b) a full energy range view.  The 

VESTA image shows localisation of 7 electrons at the 4f state of the top layer 

Ce atoms (the greenish yellow and blue blubs are localised electrons with (+) 

and (-) spins respectively). 

b 

a 
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Figure 4.6.5: PDOS and TDOS for J3 configuration of localised Ce3+ in 

medium cell; (a) a close view image and (b) a full energy range view. The 

VESTA image shows localisation of 7 electrons at the 4f state of the top layer 

Ce atoms (the greenish yellow and blue blubs are localised electrons with (+) 

and (-) spins respectively). 

b 

a 
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Figure 4.6.6: PDOS and TDOS for F2 configuration of localised Ce3+ in big 

cell; (a) a close view image and (b) a full energy range view. The VESTA 

image shows localisation of 8 electrons at the 4f state of the top layer Ce 

atoms (the greenish yellow and blue blubs are localised electrons with (+) 

and (-) spins respectively). 

b 

a 
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Figure 4.6.7: PDOS and TDOS for F2 configuration of localised Ce3+ in big 

cell; (a) a close view image and (b) a full energy range view. The VESTA 

image shows localisation of 7 electrons at the 4f state of the top layer Ce 

atoms (the greenish yellow and blue blubs are localised electrons with (+) 

and (-) spins respectively). 

b 

a 
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4.6 Charge Density Analyses at the Cu/CeO2(111)  Interface and 

Surface. 

To understand the actual charge distribution and type of bonding interaction 

between the Cu stripe and the ceria (111) surface, charge density plots of 

the iso-surface were investigated.    Both the small, medium and big cells 

models of the Cu/CeO2(111) have shown the same pattern of interaction, 

though energy convergence the adhesion energies varies, the distribution of 

the Ce3+ at the interfaces and surfaces are pretty much the same. The DOS 

plots also show the same mode of interaction and adhesion peaks contribution 

due to the Ce 4f and Cu 3d states. For a compromise between computational 

cost and accuracy, the medium cell models were used and the charge 

distribution as shown in figures 4.7 (a-e) showed charges are predominantly 

localised at the interface. This charge distribution shows direct ionic 

interaction between the Cu stripe and the ceria surface. Other than an 

electrostatic interaction, an ionic bond between the copper stripe and the 

ceria surface, could suggest a formation of an ionic bond between the 

interface Cu atoms and the top layer oxygen atoms of the ceria.  A bond 

interaction between Cu and oxygen suggests formation of ionic oxides of 

copper at the interface.   Explanation to these interface phenomenon agrees 

with the   gain in charges by the top layer oxygen atoms as shown in table 

4.4.4 of subsection 4.4.1.3. 

The charge differential charges and charge density plots are evaluated thus: 

DCHG = [Cu/CeO2(111)CHG] – [CeO2(111)CHG + (Cu-rod)CHG]   [4.0] 

Where DCHG is the charge density difference, the first, second and third terms 

in equation 4.0 are the respective pre-converged charge density of the 

Cu/CeO2(111), the clean CeO2(111) and the Cu-rod charge densities. 
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Figure 4.7: Charge density plots showing the iso-surface for the respective 

charge localisation at the Cu/CeO2(111) interface: (a-e) are for the respective 

D1 , E2, F2, H1 and J3 configurations, (i) - (ii) are views along the y-,  and x- 

planes, while (iii) is a view from the top of the plane. 
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4.7 Electron Localisation Function (ELF) Plot.  

 

Electron localisation plot of the iso-surface was used to study the nature of 

the interactions between the copper stripe and the ceria surface. The iso-

surface plots of the ELFCAR as shown in figure 4.8 shows the respective iso-

surfaces lying on the interface Cu atoms, which further agrees with the ionic 

interaction between the copper and the ceria. 

As previously mentioned that polarisation of the Ce atoms and formation of 

Ce3+ results in the weakening the Ce-O bonds and potential formation of 

oxygen vacant sites. The iso-surfaces of the ELF plots in figure 4.8 (b-e) show 

the cleavage of these Ce-O bonds and the oxygen atoms migrating to the 

interface layer Cu atoms.
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Figure 4.8: Electron localisation plots of the iso-surface of the optimised Cu/CeO2(111) with different localised Ce3+ 

configuration: (a-e) are the ELF plots and the interface layers corresponding and respective spin density plots of D1, E2, F2, H1 

and J3 configurations of the medium cell. The highlighted iso-surface regions are the iso-surface plots for the migrated oxygen 

atoms towards the Cu stripe.

(a) (c) (b) 

(d) (e) 
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Chapter Five 

5.0 S-species Interaction on the optimised Cu/CeO2(111) Models. 

Sulphur interaction at the anode of solid oxide fuel cell has continued to be 

one the limiting factors inhibiting the commercialisation of this high efficient 

energy conversion device. The most commonly used Ni-YSZ anode has been 

shown to undergo anodic reaction and deactivation due to sulphur 

accumulation and formation of non-stoichiometric nickel sulphide [16, 17], 

which blocks the active sites of the anode. 

For a material to substitute the commonly used Ni-YZS anode, it must 

demonstrate potential for at least a better and more efficient anode with less 

susceptibility to sulphur and other related S-species. A surface with zero 

sulphur interaction would be a very interesting discovery and a surface with 

an improved tolerance would be commendable. 

This research uses, small molecule hydrogen sulphide (H2S) and elemental 

sulphur to study the mode of interaction of S-moiety at the surface and 

interface of the optimised Cu/CeO2(111) (the medium cell, which has proven 

to show a good representation of the surface chemistry and a converged 

interface energy of 0.002 eV/Å2 with respect to the big model).  The results 

from this study will discussed in detail in subsequent sections of this chapter. 

The adsorption energies of the respective H2S and elemental S on the clean 

models of Cu stripe and CeO2(111) are also investigated as being at least a 

partial representative of the behaviour of arears of the Cu/CeO2(111) 

nanocomposite further away from the Cu/CeO2(111) interface itself. The 
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results for the interactions at the clean surfaces will be compared with the 

results of S-species interactions on the nanocomposite model of 

Cu/CeO2(111). It is expected that the catalytic interface will demonstrate 

significant material property while the nanoshape surface of the Cu stripe 

while will contribute shape related nanomaterial property in the overall 

performance of the material. The results from this study will be discussed at 

the later subsection. 

 

 

Figure 5.0: Top views of (a) the CeO2(111) component showing the 

adsorption sites; T for atop Ce and B for Ce-Ce bridge which doubles as O-O 

bridge. The dotted circle shows the sub-layer oxygen atom patterns. And (b) 

the Cu stripe component with B, *H, H and T showing adsorption sites on the 

Cu stripe at Cu-Cu bridge, FCC hollow centre, HCP hollow centre and atop Cu 

sites respectively. 
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5.1 Hydrogen Sulphide (H2S) Interaction on the Cu/CeO2(111) 

Surface. 

 

H2S is another potential impurity capable of deactivating the operations of 

the SOFCs. It is present either as an associate gas in the fuel or because of 

interaction of sulphur impurities with the hydrogen fuel. As an S-species, 

understanding how the H2S interacts with the Cu/CeO2(111) model is 

essential in order to proffer a solution on  how to control the activities of the 

material towards a better efficiency and reduction of sulphur accumulation. 

The relative interactions of H2S on the Cu/CeO2(111) were studied with H2S 

adsorbed at eight different sites (at atop Cu, Cu hollow, Cu-Cu bridge and top 

layer *Cu-Cu bridge, Ce-Ce bridge, Ce-O bridge, atop Ce and atop O) on the 

nanocomposite so as to understand the preferential adsorption sites and the 

processes that happens at the interface. 

Computation of the adsorption energies of the H2S on the surfaces of the 

Cu/CeO2(111) is expressed thus: 

Eadsorption = ET((Cu/CeO2(111) + ET(H2S)) – ET(H2S-Cu/CeO2(111)) [5.1] 

 

Where the first, second and third terms in the equation are the total energies 

of the optimised Cu/CeO2(111), the free H2S molecule and the Cu/CeO2(111) 

with adsorbed H2S. A positive energy defines an exothermic adsorption, while 

a negative energy defines endothermic. The more positive the adsorption 

energy, the more stable the bonded H2S is at the surface. 

A non-spin polar calculation will be used to simulate the first energy guess, 

while a spin polar calculation will be used to corroborate the results while 

studying the effect of H2S on the most stable adsorption site on the polaron 

configuration. 
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Figure 5.1: Optimised structures of the respective top and side views for 

adsorbed H2S at (a-d) the Cu-Cu bridge, atop Cu, atop Ce and atop O of the 

Cu/CeO2(111) Nanocomposite respectively. The colour code description of the 

constituent atoms are green for Ce, red for O, blue for Cu, purple for S and 

grey for H. 
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Figure 5.1.1: A plot of adsorption energies for H2S interactions at different 

points on the surfaces of the modelled Cu/CeO2(111) nanocomposite. The t-

test comparison of variances shows significant difference between the 

energies relative to the adsorption at the Cu-Cu Bridge. The B(Cu-Cu) is the 

energy for H2S interaction at the Cu-Cu bridge of the trimmed region. 
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Figure 5.1.2: Schematic adsorption energy profile for H
2
S interactions at (a) 

Cu-Cu bridge, (b) atop Cu atoms on the surface layer of Cu strip, (c) atop Ce 

atom and (d) atop the oxygen atom of the top-layer ceria. Positive energies 

denote exothermic adsorption and higher positive energy values denote more 

stable the adsorption. Colour codes are as described in figure 5.1, while all 

computations were done with a medium model derivative of the 

nanocomposite (4 layers Cu on 3 layers thick CeO2(111)). The adsorption 

energies reported here are extracted from the energy vs sites plot in figure 

5.1.1. 
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The results from the eight possible adsorption sites of H2S on the 

Cu/CeO2(111) surface and interface show preferential adsorption of H2S on 

the Cu strip at the adjacent Cu-Cu bridge with adsorption energy of 1.35 eV. 

The average S-H and Cu-S bond lengths at this adsorption site are 1.36 Å 

and 2.24 Å while the H-S-H bond angle is 91.7˚. These values are in close 

agreement with the experimental values of 1.33 - 1.36 Å for S-H bond length 

and 2.13 - 2.35 Å for Cu-S bond length and a 91.6˚- 92.0˚ H-S-H bond angles 

respectively [18, 19]. When H2S is placed initially at the top layer *Cu-Cu 

bridge and at the hollow Cu sites of the Cu stripe, the molecule stabilises at 

the “atop” Cu position, with an adsorption energy of 1.17 eV. Direct 

adsorption of H2S atop the O atom of the ceria component has a negative 

energy value (-0.27 eV) showing an endothermic process. The O-S bond 

length of 1.57 Å, shows slight deviation relatively to the experimental value 

of 1.48 ± 0.03 Å [20]. The negative adsorption energy and the long bond 

length showed no feasible adsorption atop the oxygen lattice. This could also 

be accounted for due to the repulsion between the sulphur lone pair of the 

H2S and the oxygen lone pair of the top ceria oxygen atom. Adsorption at the 

atop Ce position is exothermic (1.12 eV) and the Ce-S bond length of 2.85 Å 

is in agreement with the experimental Ce-S bond length of 2.81 – 3.10 Å 

[21]. The adsorbed H2S on the Ce is further stabilised by the hydrogen bond 

interaction between the hydrogen atoms and the nearby surface oxygen 

atoms. Calculation with an initial H2S state point position at the Ce-Ce bridge 

and the Ce-O bridge have the H2S stabilised at the atop Ce position with 

similar adsorption energy of 1.12 eV. 
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Table 5.1: Geometrical parameters and adsorption energies of the H2S at 

the Cu-Cu bridges as a function of configuration of localised Ce 4f electrons: 

A case study of the medium cell of Cu/CeO2(111). 

Configuration No. of 

localised 

Ce-4f 

electrons 

Geometrical parameters (Å) Adsorption 

energy 

(eV) 

1Cu-S 2Cu-S S-H1 S-H2 H-H 

B5 8 2.233 2.246 1.361 1.361 2.013 1.264 

D1 6 2.334 2.245 1.361 1.361 2.013 1.276 

E2 8 2.233 2.246 1.361 1.361 2.013 1.259 

F2 8 2.234 2.246 1.361 1.361 2.013 1.303 

H1 7 2.218 2.263 1.361 1.361 2.011 1.284 

J3 7 2.225 2.233 1.361 1.361 2.013 1.269 

Non-spin N/A 2.229 2.234 1.361 1.361 2.007 1.347 

 

The two Cu-S bonds are due to the interaction of the H2S at the Cu-Cu Bridge, 

which gives a sandwiched H2S at the bridge. The geometry for these bridge 

positions are reported as 1Cu-S and 2Cu-S. The results in table 5.1 show an 

adsorption energy range between 1.26 eV to 1.30 eV for spin polarised 

calculations, which shows a relatively small difference in the adsorption 

energy using the non-spin polarised calculation. The values of the adsorption 

energies depends on three energy terms; the total energies of the 

nanocomposite, the energy of the free H2S molecule and the total energy of 

the nanocomposite with the adsorbed H2S. The energies of the 

nanocomposite varies with the configuration of the localised Ce3+, and thus 

since the adsorption energy of the H2S depends the Cu/CeO2(111), this 

accounts for the small variation in the  adsorption energies of H2S on different 

models with varying configuration of Ce3+.  Other contribution to these 

variations could also be due to the varying Cu-S bond lengths. 
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5.2 Hydrogen Sulphide (H2S) Interaction on the Clean Cu(111) 

surface. 

 

The p(2x3) Cu(111) surface used for this study was carefully chosen to have 

the same dimension as the  p(3x2) CeO2(111) surface used for the modelling 

of the Cu/CeO2(111). This was done in order to keep the finite size errors as 

similar as possible, while studying how H2S will interact on a flat surface 

relative to an edged nanoshape surface in the Cu stripe. 

 

 

Figure 5.2: H2S interactions on clean p(2x3) Cu(111) surface; (a-c) 

adsorption at Cu-Cu bridge, Cu hollow and atop Cu atom respectively before 

energy minimisation, (d-e) optimised positions for the adsorbed H2S after 

energy minimisation for (a-c) respectively. The Blue, purple and grey colours 

denote the Cu, S and H atoms. 

 

 

 

(a) 

(d) (e) 

(b) (c) 

(f) 
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The optimised images as shown in figure 5.2 show a varying range of 

interaction from the Cu-Cu bridge through the hollow to the top of the Cu. 

The final optimisation images shows a transition from the hollow to the top 

as the most stable site for H2S on Cu(111). 

This adsorption pattern were studied with both 4 x 4 x 1 and 1 x 4 x 1 kpoints 

and the results are as shown in figure 5.2.1 and 5.2.2 respectively. The 1x4x1 

kpoint is the same to have a good representation and comparison with the 

results from the Cu/CeO2(111), which calculations were done using the 1x4x1 

MP grid. 

 

 

Figure 5.2.1: Adsorption energy for H2S interaction on clean Cu(111) using 

4 x 4 x 1 kpoint. The result shows the H2S is stabilised most at the “atop” Cu 

position with an approximate 1.01 eV adsorption energy. The B(Cu-Cu) is the 

adsorption energy when the H2S is forced to stay at the bridge position. 
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Figure 5.2.2: Relative comparative Plot of the adsorption energy for H2S 

interaction on clean Cu(111) using 1 x 4 x 1 and 4 x 4 x 1. T-test values for 

“p = 0.29; 0.47; and 0.13; and “p = 0.19; p = 0.28; and p = 0.039” for atop 

and hollow; hollow and bridge; and atop and bridge respective relative 

comparison” in 1x4x1 and 4x4x1 kpoints respectively.  

 

The t-test shows no notable significant differences among the adsorption site 

energies for kpoint = 1x4x1, but a slight preference of the atop position over 

the bridge for kpoint = 4x4x1 (as indicated in the p < 0.05 value for 

comparison between atop and bridge energies.  
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The interaction energies are all positive, and indication that the molecule 

could interact at either of the top, hollow or Cu-Cu bridge lattice sites. The 

highest 0.757 eV adsorption energy value for the atop Cu position also agrees 

with the H2S been preferentially stabilised at the atop Cu site. 

When a comparative study of similar interaction with the clean Cu(111) but 

using a 1 x 4 x 1 kpoint, is examined, the result shows the same adsorption 

pattern. The H2S is stabilised most at the top position, however unlike the 

packing grid of  4 x 4 x 1 kpoint calculation, the adsorption energies for the 

atop Cu, at hollow Cu and at Cu-Cu bridge varies between 0.755 eV to 0.757 

eV. An approximate adsorption energy of 0.8 eV shows a significant variation 

of about 0.2 eV when compared to an approximate 1.0 eV obtained using a 

packing grid of 4 x 4 x 1. A correction to this error is extending the kpoint in 

both x- and y-directions if the super cell is extended in both x- and y-

direction. However, for the Cu/CeO2(111) nanocomposite used in this work, 

the Cu stripe extended state of the Cu stripe is only in one direction ( the 

stripe is from a p(1x3) Cu(111)). The kpoint optimisation of the 

Cu/CeO2(111) shows a reasonable energy convergence of in  10-5 eV order 

between the 1 x Q x 1 and Q x Q x 1 packing grid where Q is an integer. Thus 

for computational efficiency 1 x Q x 1 where Q = 4 was used for all 

investigation as reported. 

When the ceria component of the Cu/CeO2(111) model was removed and the 

clean Cu rod in the cell dimension of the CeO2(111) was used to study similar 

H2S interaction using 1 x 4 x 1 kpoint, the interaction of the H2S on the Cu 

shows a preferential adsorption at the Cu-Cu bridge of the trimmed surface. 

With an adsorption energy of 1.08 eV, this increased stability at the side 
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bridge is due to the engineered functionality of the trimmed surface, which 

gives the H2S molecule a better-stabilised geometry. 

 

Figure 5.2.3: Optimised models of H2S adsorptions on clean Cu stripe; (a-

c) stabilised adsorption at the atop Cu, at the Cu-Cu bridge of the trimmed 

region, and at the side hollow centre of the stripe. 

 

 

Figure 5.2.4: Adsorption energy plot of the stabilised sites for H2S interaction 

on clean Cu stripe. This B(Cu-Cu) is the bridge at the trimmed region of the 

stripe. 
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When the initial position of the H2S is at the hollow site of the top Cu layer, 

the molecule stabilises at the atop Cu position with an adsorption energy of 

0.77 eV, just as seen in p(2x3) Cu(111) case. However, when the initial 

position is at the top of the Cu from the side of the stripe, the molecule 

stabilises at the side Cu-Cu bridge with an adsorption energy of 1.08 eV. 

When the initial position is at the side Cu-Cu bridge, the H2S remains 

stabilised at the same bridge position with 1.08 eV. When the initial position 

is at the side hollow, the molecule remains stabilised at the side hollow with 

0.98 eV of the slab. The t-test for the energy values for H2S interactions at 

both models (Cu stripe and p(2x3) Cu(111)) top layers shows no significant 

difference. 

 

5.3 Hydrogen Sulphide (H2S) Interaction on the Clean CeO2(111) 

surface. 

 

Figure 5.3: VESTA plots for H2S interactions on CeO2(111) surface: (a-b) top 

view of the initial positions of the H2S atop Ce and O respectively before 

(a) (b) (c) (d) 

(f) (e) (g) (h) 
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energy minimisation, (c-d) top view of an optimised structure for the 

adsorbed H2S after energy minimisation at top Ce and top O respectively, (e-

h) side view of (a-d) as described. The green, red, purple and grey colours 

denote the Ce, O, S and H atoms. 

 

The H2S is preferentially adsorbed at the top Ce, the adsorbed molecule is 

stabilised further by the hydrogen bonds the H components of the H2S forms 

with the nearest neighbouring top oxygen atoms at the surface of the slab. 

Adsorption of H2S atop the oxygen shows chemical rearrangement at this site 

and the abstraction of the surface oxygen by the S component of H2S as the 

hydrogen bond interaction gets stronger between the H atoms and the 

nearest neighbour oxygen atoms. This nature of chemistry could suggest the 

formation of SOx species at the surface when the H2S or other S-species 

interacts with the surface of ceria. Indeed the presence of sulphur as an 

impurity could heal an oxygen vacant site and terminate the hopping of the 

oxygen vacancy at the surface, which is an essential property of ceria base 

electrolytes [22]. 
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5.4 Effect of Cu stripe on H2S Interactions on the Cu/CeO2(111) 

Model. 

 

 

 

Figure 5.4: Plot of the relative most stable sites of H2S interaction on clean 

CeO2, clean Cu stripe and Cu/CeO2(111). The B(Cu-Cu) is the nanoshape 

surface Cu-Cu bridge where H2S is preferentially adsorbed over a flat surface 

Cu-Cu bridge at the top layer. 

 

The result shows a gain adsorption stability of the H2S on the nanocomposite, 

in the close vicinity of the interface itself. That is H2S is drawn to the interface 

regions within the nanocomposite, an indication of a nanocomposite property 

of the Cu/CeO2(111) relative to a clean stand-alone Cu or CeO2 model. This 

material has shown in a highly riche Cu functionalised ceria; it is very unlikely 

for H2S to interact on the ceria component. The negative adsorption energy 

of H2S on ceria component as shown in figures 5.1.1 and 5.1.2 is a clear 

evidence that the feasibility of H2S on the ceria is almost impossible. When 
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Cu is grown on ceria, the interaction of the Cu with the ceria would see 

electrons leaving the Cu to the ceria thus making the Cu components polar. 

These polar Cu atoms shows significant attraction for the S moiety of the H2S, 

which accounts for the gain in adsorption energy of H2S on Cu/CeO2(111) 

nanocomposite. It could also be due the catalytic active Cu site as well as a 

nanoshape effect, or a combination of all the effects. 

 

5.5 Bader Charge Analyses of Adsorbed H2S on Cu/CeO2(111) 

Table 5.2: Bader charge analyses expressed as the net charges after 

interaction. The positive figures are values for species that gained charges 

after H2S interaction, while the negative values are for species that lost 

charges after H2S interaction. 

Models Ce O Cu S H1 H2 

B5 0.0232 0.0113 0.0016 0.0862 -0.0618 -0.0605 

D1 0.0353 -0.0322 0.0168 0.0923 -0.0600 -0.0675 

E2 0.0232 0.0113 0.0016 0.0862 -0.0618 -0.0605 

F2 0.1273 -0.0327 -0.0584 0.0909 -0.0612 -0.0660 

H1 0.0475 -0.0435 0.0320 0.0915 -0.0582 -0.0701 

J3 0.2249 0.1171 -0.3045 0.0983 -0.0620 -0.0744 

Ref.H2S N/A N/A N/A 6.0500 0.9739 0.9741 

 

The results in table 5.2 show that the adsorption of H2S on the Cu stripe 

component of the Cu/CeO2(111) results in no significant charge movement 

between the adsorbate and the adsorbent. The polar interaction between the 

H2S and the Cu stripe suggest an approximate adsorption energy of 1.30 eV, 

an energy that is also site specific and within the range of chemisorption 

energies other than physiosorption energy range of 0.001 to 0.01 eV.  Since 

the energy of the adsorbent is highly dependent on the polar effect at the 
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surface and interface of the material, such as the number of localised Ce3+ 

and the site of localisation. And other effects such as chemical rearrangement 

at the surface of the material and formation of oxygen vacant sites, then it 

could suggest that this adsorption energy of H2S on the Cu/CeO2(111) is 

highly dependent on these polar effects  and other chemistries occurring at 

the surface and the interface of the adsorbent material. 

 

5.6 Charge Density Plot of adsorbed H2S on Cu/CeO2(111) 

Nanocomposite.  

 

To understand the nature of the interaction between the H2S and the 

Cu/CeO2(111), an isosurface of the charge density was plotted and the results 

as shown in figure 5.5 shows a polar interaction other than an ionic or 

covalent chemisorption. The charge density plot has shown only a weak 

interaction of H2S on the Cu stripe, which could easily be removed, and the 

surface cleaned of such impurity.  Indeed, Shasha et al., [8] in their research 

work on sulphur tolerance mechanism of Cu/CeO2(111) system using a small 

cluster of Cu on CeO2(111) surface, has shown the possibility of healing the 

Cu of the adsorbed S-species via thermodynamic steam reforming. For a 

Cu/CeO2(111) anode material, a weakly adsorbed H2S on the Cu stripe could 

be removed by the presence of the steam in the device, which converts the 

H2S to Hydrogen and regenerate same as fuel in-situ. 
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Figure 5.5: Charge density plot of the adsorbed H2S on the Cu stripe of 

different configuration of localised Ce3+; (a – e) adsorptions on B5, D1, E2, F2, 

H1 and J3 configurations respectively. 

 

5.7 H2S Interaction at the Interface of Cu/CeO2(111). 

 

The interface of the Cu/CeO2(111) is an interesting region of the model, this 

site is the region with both the nanocomposite and catalytic properties. H2S 

interaction mechanism at three different lattice sites within the interface were 

examined. The result as shown in figure 5.7 showed that H2S dissociates at 

the Cu/CeO2(111) interface. Adsorption of H2S atop the Ce atom just after 

the Cu stripe shows dissociation into –SH and H fragments, with –SH 

fragment diffusing to the Cu stripe where it is adsorbed as –SH at the Cu-Cu 

(a) (b) (c) 

(d) (e) (f) 
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bridge. The H atom binds with the surface oxygen of the ceria to form a new 

O-H bond. Similar dissociation pattern was observed when H2S interacts at 

Ce-Ce bridge around the interface. However, interaction of the molecule at 

the Ce-O bridge results in a total dissociation of the H2S to –S, -H, and -H. 

The two hydrogen atoms bound to the nearest surface oxygen while the -S 

fragment diffuses to the Cu stripe.  

 

 

 

Figure 5.6:  Top view of a repeated unit of Cu/CeO2(111) showing the 

interface layers. The highlighted region shows an interface area between the 

Cu stripe and the ceria. 
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Figure 5.7:  Dissociation Pathway for H2S interaction at the interface region of the Cu/CeO2(111). 
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Figure 5.8: Adsorption energy profile for the dissociation of H2S on 

interaction at the interface of the Cu/CeO2(111) nanocomposite. 

 

The plot in figure 5.8 shows a barrier free dissociation of H2S at the interface 

of the Cu/CeO2(111). This sort of chemistry demonstrates the catalytic 

application copper-ceria materials and their potential use in areas where 

dissociation of H2S into fragments are required. The dissociation of H2S at the 

interface of Cu/CeO2 composites is not only limited to a composite derived 

from CeO2(111) facets of ceria, but also includes other ceria surfaces such as 

CeO2(110). DFT calculations by Zhansheng Lu and Co., have indicated that a 

small cluster of Cu on CeO2(110) is cable of disintegration H2S into fragments 

of SH + H and S + H + H [23].
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5.8 Elemental Sulphur Interactions on Cu/CeO2(111) 

 

Alternative to pure hydrogen, hydrocarbon gases such as methane and 

propane in dry and oxygenated form are another type of fuel that could be 

used in solid oxide fuel cell [24 - 26].   Either as an associate gas or as 

elemental sulphur, S-species constitute one of the major impurities in the 

fuel. The presence of sulphur in a fuel cell with ceria base electrolyte could 

heal an oxygen vacant site [22] or blocks the active sites at the anode to 

terminate the activity at the anode and inhibits the operation of the fuel cell 

[16, 17].  As already established with the H2S interaction on Cu/CeO2(111), 

to further understand the S-species processes on the Cu/CeO2(111), the 

interaction of elemental sulphur is also an important factor to consider  while 

proposing the bulk like Cu-CeO2 material as a promising anode. The result 

from H2S processes on the surface of Cu/CeO2(111) show preferential 

adsorption of H2S at the Cu stripe composite of the material.  Which suggest 

that the presence of Cu keeps the H2S away from the dense ceria electrolyte 

and the feasibility of H2S on the Cu stripe been thermodynamically removed 

under the high operational temperature (500 to 1000 ºC) of the SOFC devices. 

Will same chemistry be possible when traces of sulphur are present as 

impurity is the question this section of the thesis tends to address? 

For all sulphur adsorption calculation, the reference energy of the elemental 

sulphur was computed using the simulation of the cyclo-hexagonal S8 ring of 

sulphur, and the reference energy (Eref.), deduced as energy per unit sulphur 

for each mono adsorbed S atom. The adsorbent used is a medium cell 

Cu/CeO2(111) and computationally cheaper non-spin polar over spin polar 
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was used in the simulation, since the sulphur does not contribute any notable 

polar effect on the ceria Ce3+ configurations as already shown in section 5.6. 
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5.8.1 Sulphur Interaction on the Cu/CeO2(111) Nanocomposite. 

 

 

Figure 5.9: Top and side view images for different stabilised positions of sulphur when adsorbed on Cu/CeO2(111) model: (a) 

adsorption at the top Cu hollow, (b) adsorptions at the side square planer hollow nearest to the top, (c) adsorption at the side 

square planer hollow nearest to the interface, and (d) stabilised S at the Ce-Ce bridge. The Green, red, blue and purple colours 

are Ce, O, Cu and S ions.

(a) (b) (c) (d) 
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Figure 5.9.1: Adsorption energy for sulphur interactions at the 

Ce/CeO2(111). Interaction at the top (Cu-Cu) bridge has S stabilised at the 

HCP hollow, while interaction at the “atop” Cu, has S stabilised at the FCC 

hollow. When S was initially allowed to interact at the FCC and HCP hollows, 

the sulphur stabilises at the FCC and HCP sites respectively with similar 

energy as plotted. The plot shows agreement in energy for the stabilised S at 

the top HCP and FCC hollow sites. 
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Figure 5.9.2: Schematic adsorption energy profile for sulphur adsorptions 

at; (a) side square planar hollow (b) top Cu hollow, and (c) Ce-Ce bridge.  

 

Site specific interactions of sulphur on different locations at the Cu/CeO2(111) 

show when S interacts at the atop O, Ce-Ce and Ce-O positions of the ceria 

component. The S species adsorbs and stabilises at the Ce-Ce with an 

approximate adsorption energy of 0.56 eV and a Ce-S bond length of 3.11 Å 

which agrees with the experimental Ce-S bond length of 2.81 to 3.10 Å [27, 

28]. Interaction at the interface has the S diffusing to the Cu strip and 

stabilising at the side of the stripe, at the square planer centre of a network 

of four Cu-Cu bridge. The adsorption energy of S at this site is 2.425 eV 

stabilised by the coordination networks with the four Cu atoms and the Cu-S 

coordination bonds of 2.268 Å, 2.263 Å, 2.196 and 2.209 Å. These bond length 

values have close agreement with the experimental Cu-S bond length of 2.13 

– 2.26 Å [29 - 30]. Sulphur interaction at the atop Cu, Cu-Cu bridge and the 
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hollow Cu positions of the Cu stripe, have the S stabilised at the FCC hollow 

for atop Cu and HCP hollow for Cu-Cu bridge positions of the Cu stripe. These 

stable positions have very close exothermic adsorption energy values of 

2.393 eV and 2.396 eV for FCC and HCP sites respectively. The geometry of 

the Cu-S bond lengths are 2.165 Å, 2.165 and 2.173 Å for FCC site and 2.161 

Å, 2.161 and 2.171 Å for HCP site and  a very small and negligible site 

preference energy value of 0.0028 eV. Indeed, Zhangsheng Lu and Co [23] 

has reported a similar observation, in their report for small cluster of Cu on 

CeO2(111). The result shows with PBE + U (U = 5 eV) sulphur is stabilised at 

the Cu hollow position with three coordinated Cu-S bond lengths of 2.22 Å, 

2.17 Å and 2.36 Å. 

Higher energy value for S adsorption on the Cu/CeO2(111) shows preferential 

adsorption at the Cu stripe.  An adsorption energy difference of 0.029 eV 

between the two adsorption sites (hollow site and side square planer site) on 

the Cu stripe, could suggest adsorption at the more polar Cu species of the 

Cu/CeO2(111) since this site is close to the interface. For adsorption site with 

Sadsorption energy of 2.425 eV, this extra stability could also be due to the 

coordination strength of a four Cu-S network outweighing the three Cu-S 

coordination bonds. 

The preferential interaction of S on the Cu stripe and the migration of the Cu 

from the ceria component to the Cu stripe is quite interesting and a promising 

property of this nanocomposite. Thus, the presence of Cu on ceria inhibits the 

sulphur poisoning of the ceria and the diffusion of the sulphur into the bulk 

ceria material. The result from reference [23] also supports this observation 

and demonstrate that irrespective of the facets of the ceria either the with 
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the most stable (111) surface or with the less stable (110), the presence of 

Cu heals ceria from sulphur poisoning of the ceria. 

 

5.8.2  Sulphur Interaction on Clean Cu stripe and CeO2(111). 

The relative interaction of S on the clean models of Cu and ceria were 

investigate and mode of interaction of S on clean materials compared to the 

composite material. The results were used to understand the functional effect 

of Cu on the adsorption energies of S on bare Cu and ceria.  

5.8.2.1 Sulphur Interaction on a Clean Cu Stripe. 

 

At the surface of the Cu stripe are three four adsorption sites; the atop Cu, 

the Cu-Cu, the FCC hollow and the HCP hollow sites. Sulphur interaction at 

these sites are likely feasible and the results for the adsorption processes 

show S being stabilised at the hollow centres. For S interaction at the atop 

Cu, the S stabilises at the FCC hollow sites with an adsorption energy of 2.209 

eV and a coordination of three Cu-S bonds of 2.171 Å, 2.171 Å and 2.169 Å. 

When simulated for S interaction at the Cu-Cu bridge, the adsorbate stabilises 

at the HCP hollow with an adsorption energy of 2.272 eV and also a 

coordination of three Cu-S bonds of 2.161 Å, 2.161 Å and 2.165 Å. These 

show an HCP site preference energy of 0.07 eV, significant enough to favour 

predominant interactions at HCP hollow. This variation in energy could be 

explained due to a near range pull by the Cu under the FCC hollow, an effect 

that is not felt at the HCP hollow and of course a stronger and shorter (Cu-S) 

bond lengths when the sulphur is adsorbed at the HCP hollow site of the 

stripe. Reference interactions at the HCP and FCC hollow show sulphur 

stabilised at the HCP and FCC hollows respectively with energies and 
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geometrical parameters for Cu-S that agrees as reported above.   Results 

from the sulphur interaction at the side of the Cu stripe show yet another 

interacting adsorption geometry at the trimmed area of the stripe. At the side 

of the Cu stripe, S interaction at the atop Cu, and the Cu-Cu bridge have  the 

sulphur stabilised at the hollow of a  planar network of four Cu-Cu bonds with 

an adsorption energy  of  2.366 eV and  four Cu-S coordination network of 

2.291 Å, 2.268 Å, 2.328 Å and 2.322 Å. Moreover, a reference study of 

sulphur adsorption at this lattice site shows an agreement in energy and 

geometry with S stabilised at the hollow planar site by the so-called network 

of four Cu-S coordination bond.
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Figure 5.9.3: Top view 3D plots of Sulphur interactions on the surface of clean Cu stripe: (a-c) showing the final stabilised 

positions of sulphur adsorption processes at the top layer of the stripe for interactions at; atop Cu, Cu-Cu bridge, and hollow 

sites. While (d-e) are for interactions at the trimmed area for sulphur at; atop Cu, Cu-Cu bridge and planar hollow lattices of 

the Cu stripe. Blue and purple spheres are used to denote Cu and S atoms. 

(a) (b) (c) (d) (e) (f) 
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Figure 5.9.4: Plot of the adsorption energies of stabilised adsorption sites 

for sulphur processes at the top layer and side region of the clean Cu stripe.  

 

5.8.2.2 Sulphur Interaction on a Clean CeO2(111). 

At the surface of the CeO2(111) lies many adsorption sites such as atop Ce, 

atop O, Ce-Ce, and Ce-O bridges. Sulphur interactions at these sites were 

studied and the results shows S adsorbed and stabilised at the Ce-Ce bridge, 

which doubles as the O-O bridge also. With an adsorption energy in the range 

of 0.563 ± 0.007 eV, the sulphur is stabilised at the Ce-Ce bridge of the ceria 

by two 2.870 Å and 2.873 Å Ce-S bonds, which agrees with experimental 

values of 2.81 – 3.10 Ce-S bond length [21]. 
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Figure 5.9.5: Top view images of the sulphur processes at the surface of 

clean CeO2(111) slab: (a-c) optimised models for S interactions at the top 

Ce, at the Ce-Ce bridge and at top oxygen atom. The ground state energies 

for the final adsorbed site from either of the starting position are similar and 

in range of 0.0001 eV difference, and the sulphur atom is stabilised at the 

Ce-Ce bridge, with a mean adsorption energy of 0.563 ± 0.007 eV. 

 

5.9 The Nanocomposite Effect of Cu/CeO2(111) on sulphur Processes 

relative to sulphur Interaction on the clean Cu and clean CeO2(111). 

 

Studies as reported in subsection 5.8.1 and 5.8.2 show sulphur preferential 

adsorption at the hollow sites of Cu and at the Ce-Ce bridge of CeO2 

regardless whether the surface is a clean Cu stripe, clean ceria (111) or a 

nanocomposite of Cu/CeO2(111). However, the values in adsorption energies 

as shown in figure 5.7, and 5.9.2 show a significant variation in the adsorption 

energies, a clear effect demonstrated by the nanocomposite property of 

Cu/CeO2(111). For sulphur adsorption at the bare Cu stripe, the HCP site 

(a) (b) (c) 
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adsorption energy value varies from the FCC site by 0.07 eV in preference of 

the HCP site. This energy difference is reduced significantly to a very small 

value and no significant difference (p-value of 0.942) between the HCP and 

the FCC sites of the Cu stripe of the nanocomposite Cu/CeO2(111) material. 

Adsorption energy value in the range of ±2.8 meV is small enough to allow 

for the adsorption of sulphur in either of the HCP or the FCC and this result 

pretty much shows the interaction energy is the same for HCP and FCC copper 

hollow sites in the Cu/CeO2(111).  

The presence of Cu on the ceria also reduces the sulphur susceptibility of the 

ceria base by a near 0.01 eV gain in sulphur tolerance. When the adsorption 

energies for the stable sites on the bare Cu stripe is compared to the stable 

sites of sulphur adsorption on the Cu stripe of the Cu/CeO2(111), the stripe 

in the nanocomposite demonstrates an increase in sulphur withdrawal from 

the ceria. The gain in adsorption energies up to 0.19 eV, 0.12 eV, 0.06 eV 

and ~0.01 eV for FCC hollow, HCP hollow, planar centre hollow and Ce-Ce 

bridge respectively supports the functional property of the composite. Thus, 

the presence of Cu on CeO2(111) demonstrates potential to inhibit the 

adsorption of sulphur on the ceria, hence healing the surface from any 

potential sulphur accumulation and diffusion into the bulk of the ceria. 

A composite and comparative plot of the most stable adsorption sites for the 

clean surfaces and the nanocomposite Cu/CeO2(111) is shown in figure 5.10. 
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Figure 5.9.6: Adsorption energy plot for sulphur interactions on clean Cu 

stripe, clean CeO2(111) and nanocomposite Cu/CeO2(111) surfaces. The 

presence of Cu on the ceria promotes sulphur interaction preferentially on the 

Cu stripe other than the ceria. 
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Chapter Six 

6.0 Doped copper-ceria [β-doped-Cu/CeO2(111)] and Effect of 

Doping on Sulphur Tolerance. 
 

In chapter four, clear understanding of the many polaron formation and 

interlayer and interface redox processes within the bulk-like Cu/CeO2(111) 

composites have been discussed. Further understanding of the composite 

properties and sulphur processes at the surface and interface have also been 

discussed and reported in chapter five. Results from both chapters show that 

the sulphur tolerance behaviour is due to the presence of Cu an observation 

that is supported by the S-species preferential adsorption at the stripe shows 

this. 

The possibility of functionalising the Cu stripe with d-block elements through 

substitution doping and defect formation; and how well does functionalizing 

the stripe by employing the positive effects of these defects could enhance 

the “sulphur tolerance” of the copper-ceria composite is a novel research 

question this current chapter tends to address. 

A good understanding of the modelled Cu/CeO2(111) has shown that the key 

redox activity and catalytic action of the material is at the interface, thus 

selective and site specific doping via substitution of a unit Cu atom with active 

and anti-corrosive d-block metals have been studied in this research and 

reported herein. 
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Further understanding of the most stable defect formation site and the effect 

of dopants on the localisation of the Ce3+, another key research question is 

also been reported here as well. 

The medium cell Cu/CeO2(111) nanocomposite and  series of β-dopants (see 

figure 6.0) were used to perform substitutional doping calculations to 

ascertain the preferential doping sites in the Cu stripe. For all respective 

dopants, the outside of the stripe, within the bulk of the stripe and layer by 

layer doping were studied. Preliminary results from this work show that 

doping within the bulk of the stripe is less feasible relative to doping outside 

the stripe. These observations form the base for further investigation using 

full relaxation spin and non-spin polar calculations and doping at the 

individual layers with variant dopants. Spin polar calculation was used to 

study the contribution of the dopants in formation of Ce3+ polarons. 

The optimised models from the most stable sites for all dopants were used as 

adsorbent to test for H2S interaction on the material. The results of the H2S 

adsorption relative to H2S on the “undoped” model is used to compute the 

gain in sulphur tolerance.  

The effect of this doping could be positive or negative and the outcome could 

inform decisions on the potential of β-doped-Cu/CeO2(111) nanocomposite 

as SOFC anode of the future with dual application in catalysis as catalytic 

material for other green technology processes. 
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Figure 6.0: A cross section of a sampled periodic table, with the highlighted 

metals as possible dopants, where “β”, in β-doped-Cu/CeO2(111) could be 

Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Zn or Rh, Pd, Ag, Ta, Pt, or Au. 

 

6.1 Description of the Doping sites at outside of the Cu stripe. 

 

As mentioned in section 6.0, substitutional doping at the Cu stripe, has been 

noted to have a minimum energy structure when substitution is done outside 

the stripe than when done within the bulk of the stripe. Explanation to this 

effect could be due to the inherent steric hindrance within the bulk, which is 

less felt outside than the bulk, thus making outside doping more 

thermodynamically favourable. It could also be due to the low coordination 

Cu atoms at outside the stripe than the high coordination Cu within the bulk 

of the stripe. 

 

 

 



 β-Doped-Cu/CeO2(111) Nanocomposite. 

201 
 

For a selection of dopants (β =   Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Zn, Rh, Pd, Ag, 

Ta, Pt, or Au), the doping site description is defined thus: T1 for doping at 

the central top layer of the stripe. T2 for doping at the side top layer of the 

stripe. S1 for doping at the side of the second layer from the top, S2 for 

doping at the side of the third layer from the top, and I for doping at the side 

of the interface layer of the stripe (see figure 6.1 for structural description). 
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Figure 6.1: Top view and side view model images of β-Cu/CeO2(111) nanocomposite showing potential doping sites on the 

Cu-stripe. T1 & T2, S1, S2 and I are substitutional doping sites for the topmost layer, second, third and interface layers 

respectively.

• Red spheres: O 

• Golden sphere: doping sites 

• Blue spheres : Cu 

• Green spheres: Ce 

T1 T2 S1 S2 I 

• Dopants are series of transition 

metals  
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6.2 Substitutional Doping with the First Transition (d-block) 

Elements (β = Sc, Ti, V, Cr, Mn, Fe, Co, Ni or Zn). 

 

The feasibility of forming a defect is described using the defect formation 

energy term as shown in equation 3.11.5.6. A recap of the equation is thus; 

𝐸𝐹𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 = [𝐸𝑇(𝑑𝑜𝑝𝑒𝑑 𝑚𝑜𝑑𝑒𝑙) + 𝐸𝑇(𝐶𝑢)] − [𝐸𝑇(𝐶𝑢_𝐶𝑒𝑂2(111)) − 𝐸𝑅(𝛽)]. 

The description for the four terms are: Total energy of the optimised β-doped-

Cu/CeO2(111), the energy of a unit copper atom, the energy of optimised 

Cu/CeO2(111) before doping and the reference energy of the β (where β is 

the dopant).  

The energy for a unit Cu atom is expressed as E0(Cu)/4. E0(Cu) is the total 

energy for a bulk FCC unit cell of Cu. The energy per unit atom of the 

respective dopants is expressed as E0(β)/n, where n is the number of atoms 

in a unit cell of the bulk structure of the dopant in question, Eo(β) is the total 

energy of the unit cell. For FCC, n = 4, while for BCC, n = 2. 

A negative formation energy (EFormation) is exothermic and the less positive the 

EFormation value, the more stable the β-doped-Cu/CeO2(111) model. 
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Table 6.0: Defect formation energy for β-doped-Cu/CeO2(111). For clarity 

0.000 eV is the reference formation energy for non-doped Cu/CeO2(111). 

Formation energies less than 0.00 eV are exothermic while energies higher 

than 0.000 eV are endothermic energies. For bulk FCC Cu, Eo(Cu)/4 = -4.698 

eV 

β-doped-Cu/CeO2(111) Reference Energy 

E0(β)/n (eV) 

Defect Formation 

Energy (eV) 

Sc-doped-Cu/CeO2(111) -6.679 -2.751 

Ti-doped-Cu/CeO2(111) -8.464 -1.483 

V-doped-Cu/CeO2(111) -10.040 1.003 

Cr-doped-Cu/CeO2(111) -10.623 1.891 

Mn-doped-Cu/CeO2(111) -10.002 1.702 

Fe-doped-Cu/CeO2(111) -9.024 1.097 

Co-doped-Cu/CeO2(111) -7.849 0.445 

Ni-doped-Cu/CeO2(111) -6.522 0.010 

Zn-doped-Cu/CeO2(111) -1.836 -0.642 

Rh-doped-Cu/CeO2(111) -8.623 0.356 

Pd-doped-Cu/CeO2(111) -6.433 -0.535 

Ag-doped-Cu/CeO2(111) -3.766 -0.311 

Ta-doped-Cu/CeO2(111) -12.867 -0.299 

Pt-doped-Cu/CeO2(111) -6.652 -1.202 

Au-doped-Cu/CeO2(111) -4.395 -0.671 
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Figure 6.2.1: Sc-doped-Cu/CeO2(111) nanocomposite: A plot of the site 

specific defect formation energy. The result shows the interface layer (I) is 

the most stable doping site. 

 

 

Figure 6.2.2: Ti-doped-Cu/CeO2(111) nanocomposite: A plot of the site 

specific defect formation energy. The result shows the interface layer (I) is 

the most stable doping site. 
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Figure 6.2.3: V-doped-Cu/CeO2(111) nanocomposite: A plot of the site 

specific defect formation energy. The result shows the interface layer (I) is 

the most stable doping site. 

 

 

Figure 6.2.4: Cr-doped-Cu/CeO2(111) nanocomposite: A plot of the site 

specific defect formation energy. The result shows the interface layer (I) is 

the most stable doping site. 
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Figure 6.2.5: Mn-doped-Cu/CeO2(111) nanocomposite: A plot of the site 

specific defect formation energy. The result shows the interface layer (I) is 

the most stable doping site. 

 

 

Figure 6.2.6: Fe-doped-Cu/CeO2(111) nanocomposite: A plot of the site 

specific defect formation energy. The result shows the interface layer (I) is 

the most stable doping site. 
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Figure 6.2.7: Co-doped-Cu/CeO2(111) nanocomposite: A plot of the site 

specific defect formation energy. The result shows the interface layer (I) is 

the most stable doping site. 

 

 

Figure 6.2.8: Ni-doped-Cu/CeO2(111) nanocomposite: A plot of the site 

specific defect formation energy. The result shows the interface layer (I) is 

the most stable doping site. 
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Figure 6.2.9: Zn-doped-Cu/CeO2(111) nanocomposite: A plot of the site 

specific defect formation energy. The result shows the top layer site T2 is the 

most stable doping site. 

 

Transition metals which are generally nicknamed the d-block elements due 

to their partially and half-filled d orbitals are interesting materials for many 

industrial applications; ranging from catalysis, magnetic, electronic, 

organometallic, metal-organic-framework and metal alloy designs [31, 32]. 

Their characteristic d electrons account for their widely existence in many 

oxidation state [33]. The d-block elements have electronegative value close 

to electronegativity of oxygen and thus they could easily form covalent oxides 

in their various oxidation states [34]. Results from section 6.2 study of site-

specific substitutional doping show majority of the dopants been more stable 

at the interface layer of the Cu stripe. This observed trend agrees with the 

fact that the ceria layer is rich in oxygen and serves as an oxygen reservoir 

for readily available metal within this interface to form oxides. Previous 
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discussion as reported in chapter four also shows that the key redox process 

occurs within the interface, thus the redox activities and massive in-situ 

charge transfer within the interface accounts for the preference of the 

interface layer to other sites in the stripe. The defect formation energies for 

the first two first transition elements (Sc and Ti) shows a highly exothermic 

feasibility of substituting the Cu atom at the interface with either of the Sc or 

Ti. For β = V, Cr, Mn, Fe, Co or Ni, the defect formation energy is endothermic, 

thus a huge energy needs to be compensated for to gainfully substitute a unit 

Cu at the interface with either of the dopants. However, as β cuts across the 

period, the ease of doping increases, such that Zn at the end of the series 

prefers to sit and substitutes a Cu atom at the top layer of the stripe. This is 

significant effect of less steric hindrance at the top layer than the interface 

layer, thus size is playing a significant role over redox activities. The Bulkier 

elements prefer to sit at the interface, where distortion at the interface allows 

the dopants to fit into the stripe. 

Relative stabilisation energy plot for the most stable site  relative to the least  

stable site shows a n ease in substituting the  a Cu atom with either of the 

respective dopants. These values decrease across the period in the same 

order with the respective decrease in atomic radii across the period. This 

shows that as the size of the dopants gets smaller across the period, the 

dopants fit in easily irrespective of the layer at which this substitution occurs. 
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Figure 6.2.10: Relative stabilisation energy as a function of the most stable 

site and the least stable site. The outliner in the plots for Sc and Ti which 

defect formation energies are exothermic. Comparison between the two 

outliners also agrees in trend with the relative stabilisation energy decreasing 

in proportion with the atomic radii. 

 

6.3 Substitutional Doping with the Second and Third series of d-

block Elements (β = Rh, Pd, Ag Ta, Pt or Au). 

 

To further increase the chance of generating a functionalised β-

Cu/CeO2(111), few other notable d-block metals with catalytic and anti-

corrosive properties such as Rh, Pd, Ag, Ta, Pt and Au were used as dopants 

and the site specific defect formation energy studied. The results also agree 

with the size effect and redox effect phenomenon as seen when β is selection 

of first transition series. For Rh, the defect formation though energy intensive 

(endothermic), stabilises at interface layer; a preference of oxidation at the 

interface to less steric hindrance at the top layer and energy compensation 
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of about 0.36 eV is required to substitute a unit Cu at this site with Rh. 

Palladium and silver dopants stabilise at the interface with an exothermic 

formation energy. For the third transition series, while Ta stabilises at the 

interface with an exothermic defect formation energy. Platinum and gold 

prefer to sit at the top layer of the stripe with negative (exothermic) defect 

formation energies. A phenomenon where less steric hindrance at the top 

promotes the ease of substituting for a Cu atom at the top layer over 

oxidation of the dopants (Pt and Au) at the interface layer. 

 

 

Figure 6.3.1: Rh-doped-Cu/CeO2(111) nanocomposite: A plot of the site 

specific defect formation energy. The result shows the interface layer (I) is 

the most stable doping site. 
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Figure 6.3.2: Pd-doped-Cu/CeO2(111) nanocomposite: A plot of the site 

specific defect formation energy. The result shows the interface layer (I) is 

the most stable doping site. 

 

 

Figure 6.3.3: Ag-doped-Cu/CeO2(111) nanocomposite: A plot of the site 

specific defect formation energy. The result shows the interface layer (I) is 

the most stable doping site. 
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Figure 6.3.4: Ta-doped-Cu/CeO2(111) nanocomposite: A plot of the site 

specific defect formation energy. The result shows the interface layer (I) is 

the most stable doping site. 

 

Figure 6.3.5: Pt-doped-Cu/CeO2(111) nanocomposite: A plot of the site 

specific defect formation energy. The result shows the top layer (T1) is the 

most stable doping site. 
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Figure 6.3.6: Au-doped-Cu/CeO2(111) nanocomposite: A plot of the site 

specific defect formation energy. The result shows the top layer (T1) is the 

most stable doping site. 

 

 

Figure 6.3.7: Relative stabilisation energy as a function of the most stable 

site and the least stable site. 
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Figure 6.3.7 plot shows that irrespective of the d-block series from which the 

dopant is selected from, the relative stabilisation energy varies in the same 

direction with the atomic radii across the period and in opposite direction with  

the electronegativity of the metals across the period. The size of Rh, Pd and 

Ag are all successive elements in 45, 46 and 47 number of electron orders 

respectively, with each element larger than the next (atomic radii values) by 

0.04 Å. This proximity in the series accounts for the close values of the 

relative stabilisation energies. The energy hill in figure 6.7.2 is due to a 

significant range between the atomic radii of Ta (2.00 Å), which lies far on 

the left hand side of the fourth series with respect to Pt and Au. Platinum (78 

electrons) and gold (79 electrons) are just an electron apart from each other 

and relatively almost the same atomic radii value (Pt.1.77 Å; Au.1.74 Å), 

thus their respective stabilisation energy lies very close to each other. 

 

6.4 Variation of Defect formation energy with Functional 

Parameters: Electronegativity, Atomic Radii and Magnetic Moment. 

 

All the results have shown that two major layers are preferential active sites 

for a constructive substitutional doping of the Cu stripe in the Cu/CeO2(111) 

Nanocomposite. The interface layer, where a predominant redox and charge 

transfer effects play major roles, and the top layer where less steric hindrance 

is considered a major factor.  

All the first transition series metals in exception of Zn prefer to replace a unit 

Cu at the interface, while Zn prefers to replace a unit Cu at the top layer. For 

the few selected elements from the second and the third series, interface and 

top layers preference also dominates the site selectivity of the dopants.  
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In β-doped-Cu/CeO2(111), for β = Rh, Pd, Ag and Ta, the dopants stabilise 

most at  the interface layer, while for β = Pt or Au, the dopants stabilise most 

at the top layer of the stripe.  This observation makes sense, if we consider 

the nanocomposite (NC) property at the top layer, which is shape and size 

dependent. The presence of Au as an alloying material has shown to have the 

ability of stretching the cohesive Cu-Cu interatomic length and fit into the 

network. Indeed, Baker et al (2012) in a cross reference by Kurt et al (2019), 

has reported a stretched Cu-Cu interatomic distance in an increased 

concentration of Au [35, 36]. 

The defect formation energies of these models of β-doped-Cu/CeO2(111) 

nanocomposites expressed as a function of the ground state energies of the 

β-doped-Cu/CeO2(111), Cu/CeO2(111) and the reference energies of the unit 

atoms of the dopants (β) and a unit Cu atom show that interestingly this 

interface has very high affinity for certain types of impurities.  With most of 

the defect energies above 0 eV as shown in table 6.0, the defect formation 

stability order is Sc, Ti, Pt, Au, Zn, Pd, Ag, Ta, Ni, Rh, Co, V, Fe, Mn and Cr, 

with Cr-doped-Cu/CeO2(111) the least stable and Sc-doped-Cu/CeO2(111) 

the most stable. This order of defect stability could suggest atomic radii, 

electronegativity, and magnetic moment dependent effect. 

Indeed, there is a notable relationship between the stabilisation energy and 

the size of the respective atoms in the same d-block series (see figure 6.2.10 

and 6.3.7). This correlation suggests that they could be an underlying 

relationship between the atomic radii and the overall defect formation energy.  

A good understanding of the composite material shows that the interface is 

the active site for the fundamental redox process. Thus, dopants replacing 
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Cu at this site could also suggest a correlation between formation energy and 

electronegativity values of the selected dopants. 

In addition to the catalytic properties of d-block metals, in the partially filed 

d-orbital and valence shell, they contain range of unpaired electrons, which 

make them magnetic in nature [37 - 42]. Could magnetic moment be playing 

a role in the ease of replacing a unit Cu from an almost a reservoir of a 

network of Cu-Cu cohesive forces? A plot of defect formation energy against 

computed magnetic moments for the dopants, would give an insight into the 

variation of this complex effect with the magnetic strength of the respective 

dopants. 

Table 6.1, shows the trend and variation of electronegativity and atomic radii 

among the selected dopants. Negative net atomic number values with 

reference to Cu are element on the left hand side in the same series with Cu; 

positive values are for elements in the right hand side of Cu in the same series 

or elements with higher atomic number in different d-block series. The 

electronegativity, a mean value for ionisation energy and electron affinity 

increases across the period and decreases down the group. Variation in the 

trend in the trend for Mn and Zn are non-transitional due to the half and 

complete filled 3d orbital respectively and the completely filled valence shells 

which makes it difficult for electrons to enter into the shell [43]. 

Magnetic properties as a function of the unpaired electrons and how the 

property varies among the dopants is shown in table 6.2. 
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Table 6.1 Respective atomic radii and electronegativity of the selected 

dopants. The Electronegativity scale reported here is the Mulliken values, the 

atomic radii are computed values by Clementi and Co [44]. The Cu atomic 

number 29 is the reference value. 

Dopants Species Net atomic No. 

value ref. to Cu 

Electronegativity Atomic Radii (Å) 

Sc -8 1.360 1.840 

Ti -7 1.540 1.760 

V -6 1.630 1.710 

Cr -5 1.660 1.660 

Mn -4 1.550 1.610 

Fe -3 1.830 1.560 

Co -2 1.880 1.520 

Ni -1 1.910 1.490 

Cu (ref. element) 29 1.900 1.450 

Zn +1 1.650 1.420 

Rh +16 2.380 1.730 

Pd +17 2.200 1.690 

Ag +18 1.930 1.650 

Ta +44 1.500 2.000 

Pt +49 2.280 1.770 

Au +50 2.540 1.740 
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Table 6.2: Respective magnetic moments of selected dopants. The magnetic 

moments are spin formula dependent, calculated from √(n(n+2)), where n is 

the number of unpaired electrons. 

Dopants Electronic 

Configuration 

Number of 

unpaired 

electrons 

Atomic Magnetic 

Moment (A.m2) 

Sc [Ar] 3d1 4s2 1 1.732 

Ti [Ar] 4s2 3d2 2 2.828 

V [Ar] 3d3 4s2 3 3.872 

Cr [Ar] 3d5 4s1 6 6.928 

Mn [Ar] 3d5 4s2 5 5.916 

Fe [Ar] 3d6 4s2 4 4.899 

Co [Ar] 3d7 4s2 3 3.873 

Ni [Ar] 3d8 4s2 2 2.828 

Cu [Ar] 3d10 4s1 1 1.732 

Zn [Ar] 3d10 4s2 0 0.000 

Rh [Kr] 4d8 5s1 3 3.873 

Pd [Kr] 4d10 0 0.000 

Ag [Kr] 4d10 5s1 1 1.732 

Ta [Xe] 4f14 5d3 6s2 3 3.873 

Pt [Xe] 4f14 5d9 6s1 2 2.828 

Au [Xe] 4f14 5d10 6s1 1 1.732 

 

The electrons of the core shells are represented by the configuration of the 

nearest rare gas, while the outer shell electrons are considered and the 

unpaired electrons in this shell is used to compute the atomic magnetic 

moment. 
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6.4.1 Defect Formation Energy variation with the Atomic Radii. 

 

 

 

Figure 6.4.1: Defect formation energy plotted as a function of computed 

atomic radii. Blue, orange and black markers denote the data points for first, 

second and third transition series dopants. The trend in first transition shows 

a volcanic shape correlation between the energies and the radii of the 

dopants. 
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Figure 6.4.2: Defect formation energy plotted as a function of empirical 

atomic radii. Blue, orange and black markers denote the data points for first, 

second and third transition series dopants.  

 

Considering the trend in the first transitional series, the defect stability and 

formation varies in an opposite direction with the atomic radii. This shows the 

bulkier the size of the dopant, the more energy needed to compensate for 

the feasible substitution of a unit Cu in the stripe. If an imaginary line is 

drawn across the plot areas in figure 6.4.1 along the 0.00 eV formation 

energy (considering Cu as reference with 0.00 eV formation energy), the plots 

show a strong correlation with the defect formation energy increasing from 

right to left across the series in the same direction with the atomic radii. The 

trend has chromium as the dopant with the highest energy-forming defect. 
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The correlation breaks at vanadium, where an increase in the size of the radii 

results in a decrease in defect formation energy and a formation of a more 

stable β-doped-Cu/CeO2(111).  This break in trend is due to an overall effect, 

which plays an overweighing contribution in stabilising the defect other than 

the size of the dopant. Such overall effect could be due to electronegativity 

and magnetic moment contributions, or other inherent properties of the 

dopants. Formation energy plot against empirically determined radii of the 

atomic defects (figure 6.4.2), shows similar trend as seen in figure 6.4.1 plot 

using computed atomic radii.  However, the correlation of the formation 

energy with the empirically determined radii is not as strong as witnessed in 

computed radii due to an overlap between the empirical atomic radii of some 

of the dopants. 

 

6.4.2 Defect Formation Energy variation with the Electronegativity. 

 

Electronegativity measures the potential ability of atoms to draw electron to 

themselves. With the varying range of number of unpaired electrons at the 

valence of the d-block elements and the massive redox process occurring at 

the interface of the simulated Cu/CeO2(111) nanocomposite, the defect 

formation stability at this interface could largely be due to electronegativity 

contribution. Using different electronegativity scales (Pauli, Mullekin and the 

Allred-Rochow), the variation of the defect formation energy with the 

electronegativity is studied. 

The Mulliken electronegativity measures this effect as a mean value between 

the first ionisation energy and the electron affinity [45, 46], which is an 

intuitive property and a good measure of the ability of an atom to attract an 
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electron to its valence shell, even when the electron is present in another 

atom. 

Electronegativity (χ) = 0.5(EI1 + Eea).  

Where EI1 is the first ionisation energy, Eea is the electron affinity. 

The Pauli scale has a good agreement with the Mulliken electronegativity and 

is often the one reported in texts. The Allred-Rochow computes the 

electronegativity as a function of the electrostatic attraction between the 

nucleus and the valence shell [47]. 

Electronegativity (χ) = Electrostatic Force = e2(Zeff)/r2 . 

Where the effective nuclear charge is Zeff, e is the electronic charge, and r is 

the absolute radii. 
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Figure 6.4.3: Defect formation energy plotted as a function of Mulliken 

electronegativity scale. Blue, orange and black markers denote the data 

points for first, second and third transition series dopants 
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Figure 6.4.4: Defect formation energy plotted as a function of Pauling 

electronegativity scale. Blue, orange and black markers denote the data 

points for first, second and third transition series dopants.  
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Figure 6.4.5: Defect formation energy plotted as a function of Allred-Rochow 

electronegativity scale. Blue, orange and black markers denote the data 

points for first, second and third transition series dopants. 
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The result from the plot in figure 6.4.5 shows a clear variation of the defect 

formation energy with the Allred-Rochow electronegativity, forming a clean 

curve with the least Cr as the least stable substituting defect. Members of the 

transition series at the edge of the period (Sc, Ti and Zn) form a very stable 

defect (exothermic formation energy) replacing Cu in the stripe at the 

interface and top layer for Sc and Zn respectively. At the far left hand side of 

the first d-block series, Sc and Ti having less tendency to attract electron 

would rather give out electron to the an already vacant 3d-orbital of the 

nearest Cu atom to fit into the stripe as a stable defect. Thus, explain the 

negative formation energy. In all cases, the results show that in both the 

first, second and the third transition series, metals with least electronegativity 

value than Cu, substitutes Cu at the interface to form defects at the interface 

layer of the Cu stripe. 
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6.4.3 Defect Formation Energy variation with the Atomic Magnetic 

Moment. 

 

 

Figure 6.4.6: Plot of the variation of defect formation stability with respect 

to atomic magnetic moment of the dopants. Blue data points are dopants 

from first transition series, the orange and black points are third and fourth 

series respectively.  

Figure 6.4.6 shows an interesting two-way variation between the magnetic 

moment with respect to the defect formation energy. A clear variation from 

Cr to Zn at the edge of the series in the right hand side and a variation among 

the first three elements (Sc, Ti and V) at the far end of the left hand side in 

the same series. In the first transition, there is clear correlation from Zn 

through Cu across the series to Cr at the left hand side of the series. This 

shows a decrease in stability of the defect with increase in magnetic moment. 
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For an unpaired electron, spin dependent magnetic moment [48], the 

magnetic moment increases with the number of unpaired electron available 

in the valence shell of the respective dopants. The more unpaired electron 

the dopant has in its valence shell, the more reluctant the dopant would give 

out electrons to the partly filled 3d or the empty 4s valence shells of the 

nearest Cu atom in the stripe to form a stable defect. Thus, the higher the 

defect formation energy and the less likely would such doping occur.  

Chromium ([Ar] 3d5 4s1) has the highest defect formation energy, it lies on 

the left hand side of Cu in the first series of the d-block elements. With six 

unpaired electron at its valence shell of Cr, it is very unlikely for Cr to donate 

an electron into the 3d- or 4s-orbital of Cu and the less likely would Cr 

substitute Cu in Cu/CeO2(111) to form a Cr-doped-Cu/CeO2(111) 

nanocomposite.  

Zinc ([Ar] 3d10 4s2) on the other hand, lies at the right hand side of Cu with 

a zero unpaired electron at its valence shell; hence would easily give out 

electron to the partly filled 3d-orbital or depleted 4s-orbital of the nearest Cu 

in the stripe. This ease of donating an electron into the valence shell of the 

nearest Cu, promotes the formation a Zn-doped-Cu/CeO2(111) with an 

exothermic defect formation energy of 0.64 eV. 

The variation across the series from Sc to V is pretty much the same, with 

defect stability varying in reverse order with the magnetic moment, a 

consequence of number of unpaired electron. Scandium with just one 

unpaired electron in its valence shell, would easily donate the electron to into 

the valance shell of the nearest Cu to form a Sc-doped-Cu/CeO2(111) 
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nanocomposite, hence the least formation energy and stability of the defect. 

This varies from scandium to vanadium. 

In conclusion, three interesting properties play major role in the defect 

formation; the atomic radii, which is predominantly a size and steric effect, 

the electronegativity and magnetic moment effects, which charge and redox 

dependent effect. 

6.5 Electronic Structure of β-doped-Cu/CeO2(111) Nanocomposite. 

 

Spin polarise calculation was used to compute the local minima energies for 

the respective β-doped-Cu/CeO2(111), to effectively understand the 

contribution of the defect to the many polaron formation and configuration 

on  the CeO2(111) component of the nanocomposite. The method for 

localising these polarons (Ce3+) is as described in chapter four of this work. 

A fully optimised F2 configuration of the Cu/CeO2(111) (No. of localised Ce3+ 

= 8) was used as the reference copper-ceria model prior to doping. The result 

after full optimisation of each of the β-doped-Cu/CeO2(111) is compared with 

the polaron configuration in the F2 model. 

6.5.1 Ceria Ce3+ Polaron Configuration in β-doped-Cu/CeO2(111). 

The proposed hypothesis here is the potential of the doping agents to either 

contribute in further localisation of Ce3+ on the ceria thereby increasing the 

number of Ce3+ polaron on the CeO2(111). Otherwise, a reverse effect could 

also be possible via charge spin quenching action. This would occur when 

some of the nearest Cu atoms’ 3d and 4s valence electrons would rather enter 

inter the valence shell of the dopants than being localised at the Ce 4f state. 

When such quenching occurs, the magnitude of the charge involved could 

result in a reduction in the number localised Ce3+ on the ceria. As estabilised 
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in chapter four > 0.2 charge value is required to cause a significant polaron 

formation on the CeO2(111) surface. A charge value less than 0.2 may only 

induce polarisation but might fail to form a full polaron on the ceria. 

A neutral effect on the number of localised polarons on the CeO2(111) 

component is also possible, when the exchange of charge is just between the 

dopant and the nearest Cu, or even a charge relay from the next nearest 

neighbour (NNN) to the nearest neighbour (NN) Cu atom. In this case, it is 

assumed that the NN Cu atom may have been involved in the previous redox 

process and has electron deficient valence 3d or 4s orbitals. 

In chapter four, it was estabilised that localisation of Ce3+ and the number of 

Ce3+ have significant contribution to the adhesion energy of the Cu stripe on 

the CeO2(111), thus, a notable effect of defect on localisation of Ce3+ may 

also contribute to the stability of the β-doped-Cu/CeO2(111) nanocomposite. 
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Figure 6.5.1: Top View VESTA images of the spin density plot of the 

optimised β-doped-Cu/CeO2(111). β = Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Zn, Rh, 

Pd, Ta and Au respectively. F2 configuration is the reference Cu/CeO2(111). 

Colour descriptions are: blue blurbs for Ce3+ polarons with down spin electron, 

green blurbs for Ce3+ polarons with up spin electrons, green spheres without 

blurbs for non-reduced Ce4+ species, the red sphere are oxygen species. 

 

The spin density plots show three notable effects on the overall properties of 

the material and polaron formation on the ceria components. As expected, 

electrons are highly mobile, and could migrate from one Ce atom to another, 

in a so-called “polaron hopping” fashion [49 - 51]. This hopping effect could 

result in either the electron changing spins as observed in all the β-doped-
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Cu/CeO2(111). Polarisation of any of the Ce atom on the surface of the 

CeO2(111) is possible, and any of the Ce species can easily accept electron 

in the Ce 4f state, unless inhibited by a protecting group. A net increase in 

charge flow to the CeO2 surface could result in further polarisation and 

increase in the number of polarons formed. For β = Cr and Ta, there is a gain 

in the charge of the Ce, which results in additional localisation and formation 

of Ce3+ polaron. A reverse effect to this is a reduction in the number of Ce3+ 

polaron in a so-called polaron quenching. When the presence of a dopant (β 

= Ti) results in a significant loss in charge by either of the already localised 

Ce3+. When the loss in charge of the Ce is an overall contribution by all the 

Ce species, the number of localised Ce3+ polarons remains constant. 

However, polarons are energetic species, and variation in their configuration 

could have an overall effect on the formation energy of β-doped-

Cu/CeO2(111). Figure 6.5.2 shows the effect of formation and configuration 

of Ce3+ polarons on the defect formation energy of β-doped-Cu/CeO2(111). 

The trend in formation energy versus dopants is pretty much the same, 

however, the formation and configuration of polarons on the CeO2(111) which 

accounts for an overall effect in the system, results in further stabilisation of 

the dopants. This shows an interesting and rather surprising property of the 

interface as having high affinity for certain kind of impurities. 
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Figure 6.5.2: Comparative Plot of β-doped-Cu/CeO2(111) defect formation 

for spin induced Ce3+ polaron effect and non-spin dependent defect formation. 

Result shows an exothermic defect formation energy across the first transition 

series, in exception of Fe, which is endothermic with a compensation energy 

of 0.046 eV required to form a stabilised Fe-doped-Cu/CeO2(111). 

 

Table 6.3, shows the overall chemistry happening at the surface and interface 

of the β-doped-Cu/CeO2(111) nanocomposite. The relative charge differences 

reported in the table are with reference to the charge of a fully optimised F2 

configuration of Cu/CeO2 (111). In chapter four of this work, it has been 

shown that this configuration has eight localised Ce3+ polaron with equal up- 

and down-spin. For a spin dependent magnetisation, this configuration has 

eight polarons with a spin nullifying effect. 

-5.00

-4.00

-3.00

-2.00

-1.00

0.00

1.00

-3.00

-2.00

-1.00

0.00

1.00

2.00

3.00

Sc Ti V Cr Mn Fe Co Ni Cu Zn Rh Pd Ta Au

Sp
in

-P
o

la
r 

D
ef

ec
t 

Fo
rm

at
io

n
 E

n
er

gy
 (

eV
)

N
o

n
-S

p
in

 P
o

la
r 

D
ef

ec
t 

Fo
rm

at
io

n
 E

n
er

gy
 (

eV
)

Dopants

Nonspin Spin



 β-Doped-Cu/CeO2(111) Nanocomposite. 

237 
 

Table 6.3: Effect of β-species doped-Cu/CeO2(111)on polaron Ce3+ formation 

on CeO2(111) and the overall effect on the relative charges of the β-doped-

Cu/CeO2(111) species: For β = Sc, Ti, V, Mn, Fe, Co, Ni, Zn, Rh, Pd, Ta and 

Au. Values marked (*) are the respective charges already lost by Cu and 

Gained by Ce and O at the interface in the formation of Cu/CeO2(111) 

nanocomposite. The reported charges for β-doped-Cu/CeO2(111) models are 

the gain or loss relative to the already predetermined loss in Cu and gain in 

Ce and O. 

β-doped-Cu/CeO2(111) Number 

of Ce3+ 

Charge Transfer; loss (-), gain (+) 

  β Cu Ce O 

F2 Cu/CeO2(111)  (Ref.) 8 N/A 3.914* 2.802* 1.247* 

Sc-doped-Cu/CeO2(111) 8 -2.700 2.434 -0.243 0.505 

Ti-doped-Cu/CeO2(111) 7 -2.114 2.003 -0.352 0.452 

V-doped-Cu/CeO2(111) 8 -1.765 1.426 -0.182 0.511 

Cr-doped-Cu/CeO2(111) 9 -1.386 0.887 0.134 0.353 

Mn-doped-Cu/CeO2(111) 8 -1.128 0.835 -0.142 0.422 

Fe-doped-Cu/CeO2(111) 8 -0.790 0.639 -0.050 0.185 

Co-doped-Cu/CeO2(111) 8 -0.591 0.445 -0.057 0.188 

Ni-doped-Cu/CeO2(111) 8 -0.438 0.272 -0.024 0.175 

Zn-doped-Cu/CeO2(111) 8 -0.164 0.044 -0.132 0.241 

Rh-doped-Cu/CeO2(111) 8 -0.229 0.198 -0.009 0.025 

Pd-doped-Cu/CeO2(111) 8 -0.018 -0.022 -0.030 0.030 

Ta-doped-Cu/CeO2(111) 8 -2.778 1.524 0.014 1.230 

Au-doped-Cu/CeO2(111) 9 0.415 -0.420 -0.203 0.194 
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Figure 6.5.3: D-block first series β-doped-Cu/CeO2(111) induced charge 

transfer to Cu valence shell: For β = Sc to Zn. Dopants with the highest 

positive effect (least electronegativity), readily transfer electron to the Cu 3d 

orbital. 

 

Orbital energy level plays a significant role in the transfer of electron from 

the valence shell of one atom to another atom [52, 53]. What happens at the 

surface and interface of the β-doped-Cu/CeO2(111) as shown in table 6.3 is 

systematic and orbital energy mechanistic effect. The rule of thumb for the 

interactions and redox processes at the surface and interface of this material 

are thus: 
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 Low-lying Cu 4s-orbital in energy level than the filed or half-filled 

valence orbital of the respective dopants, would result in charge 

transfer from the dopant to Cu. 

 Cu 4s orbital above in energy level than an empty or half-field orbital 

of the respective dopants, would result in charge transfer from Cu to 

dopant. 

 If the Cu 4s orbital energy level is above all filled orbital of the 

respective dopants, but below the energy level of the dopants’ empty 

orbital with no half-filled orbital present on the dopants, there will be 

no charge transfer. 

The redox values from table 6.3 have shown that the formation of β-doped-

Cu/CeO2(111) results in significant flow of charge among the species in the 

composite material of Cu, Ce, O and dopants. High gain in oxygen as 

observed when the dopant (β) = range of the first transition elements, shows 

a good and strong correlation with the defect formation energy and the 

stability of the β-doped-Cu/CeO2(111). See figure 6.5.2 for formation energy 

versus dopants.  

The dopants that induced high charge transfer to the oxygen 2p valence 

orbital appear to have the least formation energy (most negative and most 

stable defect). This shows that the defect stability is predominantly depends 

on metal oxide formation at the interface than a metal-metal linkage with the 

Cu in the stripe. Impressively, these occur among the dopants at the left hand 

side (LHS) of the series (from Sc to Mn) with least to less electronegative 

values. Doping with dopants such as rhodium (Rh) gives a less negative 

formation energies (less stable) and results to a very little to no change in 

the charge of the oxygen but significant change in the charge of Cu. This 
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shows defect stabilisation is via formation of an energy intensive metal-metal 

linkage between the Cu atoms and the dopant, hence the endothermic 

formation energy. 

Further correlation between the electronegativity and charge, shows that, the 

electronegativity of the dopants increases across the series with a 

corresponding decrease in the fractional amount of charge being transferred 

to the oxygen species in the composite. The formation energies therefore get 

less negative and eventually positive, forming a less to least stable β-doped-

Cu/CeO2(111).  

The plot of the electronegativity of the dopants versus the charge gained by 

the Cu atoms in the stripe (figure 6.5.3), shows a very strong correlation, 

with the most electronegative dopants supplying less charge to the Cu atoms 

in the stripe. Significant charge, > 2.40 electrons were transferred to the Cu 

3d- and 4s- valence orbitals, when β = Sc, (less electronegative value at the 

LHS of the series). The magnitude of charge gained by Cu decreases across 

the series as the electronegativity increases very close to the electronegative 

value of Cu. When this is compared with the stability of the defect formed β-

doped-Cu/CeO2(111), the trend agrees with the least electronegative dopants 

forming a more stabilised doped-Cu/CeO2(111). However, break in the defect 

formation energy is observed among β-species (Co, Ni) that are very close to 

Cu in the series, where it is assumed that other contributory effects play a 

role in their β-doped-Cu/CeO2(111) stability over Fe-doped-Cu/CeO2(111). 

In contrast to all other β-species with notable transfer of charge from dopants 

to Cu (see table 6.3), for β = Au in Au-doped-Cu/CeO2(111), a reverse effect 

is noted. There is rather a transfer of charge from Cu to Au as shown in the 
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net charge values with Cu (-0.420) and Au (0.415). This phenomenon is 

considered orbital energy level dependent. Indeed, the 4s orbital of Cu lies in 

higher energy level than the 6s orbital of Au [53], hence Cu would readily 

transfer electron to the half filed Au 6s orbital, thus the gain in the Bader 

charge of Au and loss in the Bader charge of Cu. 

 

Figure 6.5.4: First series β-doped-Cu/CeO2(111) induced charge transfer to 

Cu valence shell versus atomic radii of the dopants (β): For β = Sc to Zn. 

Dopants  with their valence electron loosely held by nuclear electrostatic 

force, readily transfers electron to the Cu 3d valence orbital. 
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Figure 6.5.4, a plot of the Cu charge gain versus atomic radii, shows a good 

trend in what is expected to be the influence of nuclear potential on the 

valence electrons. Dopants with larger radii (valence electron held loosely by 

nuclear potential) readily donates the valence electron, hence increase in the 

amount of charge readily available for the Cu atoms. Scandium at the LHS 

has the highest radius and the charge analysis shows a very high charge over 

2.40 electron gained by the Cu.  

 

6.5.2 Density of State Description of the Orbital Interactions in β-

doped-Cu/CeO2(111). 

  

Interaction of the β-species with the Cu of the Cu stripe and the ceria 

component of the β-doped-Cu/CeO2(111) has shown significant charge 

transfer within the surface and interface of the composite. The redox 

processes shows notable difference in the charge of copper, oxygen and β-

species; a demonstration of feasibility of interaction between the orbitals of 

the species. Total density of state (TDOS) and partial density of state (PDOS) 

of the β-doped-Cu/CeO2(111) nanocomposite was used to study the orbital 

involved in this mechanistic interaction. Predetermined DOS and PDOS for 

Cu/CeO2(111) in this work as reported in section 4.5 have shown Cu 3d orbital 

interaction with Ce 4f orbital, resulting in Ce3+ polaron formation on the ceria. 

TDOS and PDOS plots of the β-doped-Cu/CeO2(111) will give more insight 

into any energy shift in the respective atomic orbitals of  the composite and 

the role of the orbitals in the formation of the doped-Cu/CeO2(111). 
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Figure 6.6.1: Density of State plots of the reference F2 Localised Ce3+ Configuration in an undoped Cu/CeO2(111). The DOS 

plot on the RHS is a close energy plot for clear understanding of each orbital contributions. 
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Figure 6.6.2: Density of State plots for Sc induced Ce3+ polaron configuration in Sc-doped-Cu/CeO2(111).  Defect is stabilised 

by Sc 3d orbital interaction with Ce 4f orbital, resulting in a defect induced broadening of the Ce 4f density peak from 0.5 eV 

to 0.0 eV. 

 



 β-Doped-Cu/CeO2(111) Nanocomposite. 

245 
 

 

 

Figure 6.6.3: Density of State plots for Ti induced Ce3+ polaron configuration in Ti-doped-Cu/CeO2(111).  Defect is stabilised 

by Ti 3d orbital interaction with Ce 4f orbital, resulting in a defect induced 0.5 eV red shift from 2.0 eV to 1.5 eV  and broadening 

of the Ce 4f density peak from 0.25 eV to -0.50 eV. 
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Figure 6.6.4: Density of State plots for V induced Ce3+ polaron configuration in V-doped-Cu/CeO2(111).  Defect is stabilised 

by V 3d orbital interaction with Ce 4f orbital, resulting in a defect induced broadening of the Ce 4f density peak from 0.5 eV to 

-0.5 eV. 
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Figure 6.6.5: Density of State plots for Cr induced Ce3+ polaron configuration in Cr-doped-Cu/CeO2(111).  Defect is stabilised 

by Cr 3d orbital interactions with Ce 4f orbital, resulting in a defect induced broadening of the Ce 4f density peak from 0.75 

eV to 0.0 eV. 
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Figure 6.6.6: Density of State plots for Mn induced Ce3+ polaron configuration in Mn-doped-Cu/CeO2(111).  Defect is stabilised 

by Mn 3d orbital interactions with Ce 4f orbital, resulting in a defect induced broadening of the Ce 4f density peak from 0.5 eV 

to -0.25 eV. 
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Figure 6.6.7: Density of State plots for Fe induced Ce3+ polaron configuration in Fe-doped-Cu/CeO2(111).  Defect is stabilised 

by Fe 3d orbital interactions with Ce 4f orbital, the density peak at 0.50 eV to -1.0 eV energy level is a significant contribution 

due to Fe interaction. 
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Figure 6.6.8: Density of State plots for Co induced Ce3+ polaron configuration in Co-doped-Cu/CeO2(111).  Defect is stabilised 

by Co 3d orbital interactions with Ce 4f orbital and Co 3d down spin electron interaction with Cu 3d orbital. The density peak 

at 0.50 eV to -1.0 eV energy level is a significant contribution due to Co 3d up spin electrons interaction. 
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Figure 6.6.9: Density of State plots for Ni induced Ce3+ polaron configuration in Ni-doped-Cu/CeO2(111).  Defect is stabilised 

by Ni 3d orbital interactions with Ce 4f- and Cu 3d- orbitals. The density peak at 0.25 eV to -1.25 eV energy level is a significant 

contribution due to Ni interaction. 
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Figure 6.6.10: Density of State plots for Zn induced Ce3+ polaron configuration in Zn-doped-Cu/CeO2(111).  Defect is stabilised 

at the top layer of the Cu stripe by Zn 4s orbital interactions with Cu 3d and Ce 4f- orbitals.  
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Figure 6.6.11: Density of State plots for Rh induced Ce3+ polaron configuration in Rh-doped-Cu/CeO2(111).  Defect is 

stabilised by Rh 4d orbital interactions with Cu 3d and Ce 4f- orbitals. The density peak at 0.25 eV to -1.25 eV energy level is 

a significant contribution due to Rh interaction. 
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Figure 6.6.12: Density of State plots for Pd induced Ce3+ polaron configuration in Pd-doped-Cu/CeO2(111).  Defect is stabilised 

by Pd 4d orbital interactions with Cu 3d- and Ce 4f- orbitals.  
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Figure 6.6.13: Density of State plots for Ta induced Ce3+ polaron configuration in Ta-doped-Cu/CeO2(111).  Defect is stabilised 

by Ta 5d orbital interactions with Ce 4f orbitals.  
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Figure 6.6.14: Density of State plots for Au induced Ce3+ polaron configuration in Au-doped-Cu/CeO2(111).  Defect is stabilised 

at the top layer of the Cu stripe by Au 5d orbital interactions with Cu 3d orbital, and Au 6s interaction with Ce 4f.  
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The DOS plots analyses of the surface and interface of the stable β-doped-

Cu/CeO2(111) show defect formation and stability due to  the β-species 

valence orbitals interactions with the 4f-orbital of ceria and in some cases, 

interactions of the dopant valence orbital electrons with the 3d-orbital of 

copper. And in some cases, the stabilised β-doped-Cu/CeO2(111) is due to 

dopants valence orbital interaction with both the 3d-orbital of copper and 4f-

orbital of  ceria. 

From scandium to nickel, (lower energy forming defects with decreases in 

stability across the series from left to right), the doped-Cu/CeO2(111) is 

majorly stabilised by the interaction between the  β-3d orbital (β = Sc to Zn) 

with the Ce 4f orbital of the ceria. These orbital overlap and interaction could 

suggest that some of the formed Ce3+ polarons at the ceria component is due 

to this form of interaction and charge flow from the 3d orbitals of the dopants 

into the initially empty 4f orbital of Ce. Polaron localisation in Ce 4f splits the 

Ce 4f state into two Ce 4f of filled and empty states [4]. A notable charge 

gain in the Cu species, during the formation of these doped-Cu/CeO2(111) is 

an account of an overall in-situ transitional processes, in what could be 

referred to as polaron quenching and formation pathway. In the presence of 

the β-species defects, the 3d and/or 4s orbital(s) of the Cu species reabsorb 

the initial electron forming polarons to form a reduced Cu at the interface. 

The incoming β-species dopant substitutes the Cu in the stripe, to reform the 

polarons by localisation of electrons from the 3d-orbitals of the dopants to 

the 4f orbital of Ce. Hence, the cheap energy defect-forming pathway seen 

with exothermic formation energies. 
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Defect induced polaron formation on ceria accounts for the overall effect 

occurring within the surface and interface of the composite. This overall effect 

is energy dependent, hence the variation in β-doped-Cu/CeO2(111) defect 

formation energies between spin- and non-spin polar- simulations. 

Stabilisation at the top layer of the Cu stripe as seen in Zn-doped-

Cu/CeO2(111) and Au-doped-Cu/CeO2(111), are  due to interaction between 

the Zn 4s orbital and Cu 3d orbital for a stabilised  Zn-doped-Cu/CeO2(111). 

For a stabilised Au-doped-Cu/CeO2(111), this    defect is stabilised by  orbital 

interaction between Au 6s and Cu 3d . Both defect formation are less energy 

pathway that is more of surface atom displacement from the Cu stripe, with 

little to no contribution towards the interfacial/surface chemistry occurring at 

the ceria component of the materials. 

The geometrical parameter shown in table 6.4 shows, for β = first transition 

dopants, the strain/stress on the Cu stripe is relatively small, and the β-Cu 

bond length in close agreement with the average Cu-Cu bond. Atoms with 

larger radius caused significant stretch and the β-Cu distances varying greatly 

from the average Cu-Cu bond length. 
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Table 6.4: Geometrical parameters of the β-doped-Cu/CeO2(111) 

nanocomposites: Average bond values of β-Cu and β-O bonds in β-doped-

Cu/CeO2(111) and effect of β on Cu-Cu bonds of the Cu stripe.  

β-species β-Cu (Å) Effect on Cu-Cu (Å) β-O (Å) 

Sc 2.854 ± 0.126  0.419 1.955 ± 0.045 

Ti 2.695 ± 0.095 0.260 1.849 ± 0.039 

V 2.436 ± 0.068 0.001 1.727 ± 0.000 

Cr 2.393 ± 0.096 -0.042 1.735 ± 0.000 

Mn 2.391 ± 0.126 -0.044 1.746 ± 0.000 

Fe 2.397 ± 0.075 -0.038 1.827 ± 0.000 

Co 2.394 ± 0.078 -0.041 1.849 ± 0.000 

Ni 2.403 ± 0.081 -0.032 1.881 ± 0.000 

Zn 2.470 ± 0.082 *0.035 2.140 ± 0.000 

Rh 2.510 ± 0.050 0.075 2.139 ± 0.000 

Pd 2.621 ± 0.145 0.186 2.179 ± 0.000 

Ag 2.912 ± 0.532 0.477 2.307 ± 0.000 

Ta 2.680 ± 0.137 0.245 1.871 ± 0.049 

Pt 2.535 ± 0.027 *0.100 2.129 ± 0.000 

Au 2.597 ± 0.022 *0.162 2.486 ± 0.000 

Ref. (Cu- Cu) 2.435 ± 0.014 0.000 1.887 ± 0.016 

 

Effect values marked with (*) are stretching effects of the β-species relative 

to the Cu-Cu values, for defects that have least formation energies at the top 

layer, that is, β-doped-Cu/CeO2(111) is stabilised most at the top layer of the 

Cu stripe. Negative effects are bond contraction, while positive values are 

bond stretching. The β-O values with ± 0.000 deviation from the β-O mean 

value are for β-species that forms oxides with just one ceria oxygen atom, 

while species such as Sc, Ti and Ta, form oxides with the two nearest ceria 

oxygen atoms at the interface. 
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6.6 S-species Interaction on β-doped-Cu/CeO2(111): Effect of 

Doping on the stability of H2S adsorption on the Cu Stripe. 

 

In chapter five of this work; testing the S-species (H2S and S) interaction on 

bulk –like Cu/CeO2(111) NC as a sulphur tolerance efficiency test, the results 

have shown preferential adsorption of the H2S and the S on the Cu stripe 

component of the NC. This observation as previously mentioned informed the 

decision on designing a site specific Cu-stripe functionalised β-doped-

Cu/CeO2(111). The functionalisation is aimed at designing a material with 

further improved nanocomposite properties, that could reduce or inhibit the 

interaction of S-species on the doped-Cu/CeO2((111) relative to the undope 

Cu/CeO2(111). 

The S-species used in this study is hydrogen sulphide (H2S), and the test site 

is the nano-surface of the Cu stripe, this surface shows an enhanced nano-

shape property and the preferential adsorption of H2S at the Cu-Cu. 

The result of similar study in chapter five of this work; on H2S interaction at 

the Cu-Cu bridge of an undoped Cu/CeO2(111). Spin and non-spin polar 

calculations have H2S adsorption energies of 1.347 eV (non-spin-polar-

calculations) and approximate 1.30 eV (spin-polar-calculation). Such 

variation of about 0.047 eV is relatively not a large effect since the interaction 

is at the Cu stripe not the ceria surface. The study also shows no notable 

variation in number and configuration of Ce3+ polarons on ceria component 

of the material. 
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Spin polar calculations for the simulations of the bulk-like Cu/CeO2(111) and 

analogue β-doped-Cu/CeO2(111) materials under test are computationally 

expensive and since the studies as reported in the previous chapter have 

shown no effect on Ce3+ localisation when H2S interacts on the Cu/CeO2(111) 

for ISPIN = 2. Thus, this section of the work will be investigating only the 

non-spin calculations (ISPIN = 0) ground state energy related interaction 

energies for H2S adsorption at the Cu-Cu bridge of the nano-shaped Cu stripe. 

This site-specific bridge position is the preferential interaction site of H2S on 

the Cu stripe component of the Cu/CeO2(111).  

The adsorption energies on different β-doped-Cu/CeO2(111) materials  will 

be compared to the  1.347 eV reference Cu-Cu site specific adsorption energy 

on the undoped Cu/CeO2(111). Adsorption energy calculation is as described 

in chapter three of this work (see subsection 3.11.5). 

The defect-enhanced performance will be expressed as percentage gain in 

surface tolerance. 

Energies less than 1.347 eV are considered a gain in efficiency (sulphur 

tolerance), while energies more than 1.347 eV will be considered a loss in 

efficiency. 

For this study, the sulphur tolerance expression is given as: 

Sulphur Tolerance (%) = (134.7 – 100βH2S)/1.347    [6.0] 

Where βH2S is the H2S adsorption energy on β-doped-Cu/CeO2(111). A 

positive value is a gain while a negative value is a loss. The more positive, 

the more tolerance and less susceptibility to S-species accumulation.
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Figure 6.7: Side view (x-plane) images of adsorbed and stabilised H2S at the Cu-Cu bridge of the doped-Cu-stripe component 

of β-doped-Cu/CeO2(111): (a-h) for β = Sc, V, Cr, Mn, Fe, Co, Ni, and Zn, (i-k) for β = Rh, Pd, and Ag, (l-n) for β = Ta, Pt and 

Au. Figures labelled h* and j* are the top views of figure h and k. Colour code: G = Ce, Red = O, Blue = Cu, gold = β, purple 

= S, grey = H. 
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Figure 6.8: Hydrogen Sulphide Interaction on the Ti-doped-Cu/CeO2(111) Nanocomposite. The presences of titanium in the 

nanocomposite splits the H2S into three fragments (S + H + H) when it interacts on the doped-Cu/CeO2(111).  The ability of 

Ti to cause such a splitting effect on H2S interaction on the material even when Ti is not the nearest species to the interaction 

site of the H2S is a positive gain on the catalytic and H2S cleaning application, where regeneration of hydrogen could be 

considered a gain in H2S atomisation and hydrogen fuel powered devices. 
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Table 6.5: Geometrical Parameters of adsorbed H2S on β-doped-Cu/CeO2(111): *Cu-S, and **Cu-S are the two bond lengths 

of hydrogen sulphide’s S-moiety at the Cu-Cu bridge; S-H1 and S-H2 are the two sulphur-hydrogen bonds of H2S, while H-H 

is the electrostatic repulsion distance between the two hydrogens of H2S. 

β-doped-Cu/CeO2(111) *Cu-S (Å) **Cu-S (Å) S-H1 (Å) S-H2 (Å) H-H dist. 

(Å) 

H2S Adsorption 

Energy (eV) 

Cu/CeO2(111) undoped (ref.) 2.229 2.234 1.361 1.361 2.007 1.347 

Sc-doped-Cu/CeO2(111) 2.215 2.191 1.366 1.368 2.009 1.364 

Ti-doped-Cu/CeO2(111 Splits H2S on interaction at the Cu-Cu of the Cu stripe nano-surface 

V-doped-Cu/CeO2(111) 2.218 2.200 1.367 1.367 2.009 1.310 

Cr-doped-Cu/CeO2(111) 2.848 2.216 1.360 1.364 1.974 1.325 

Mn-doped-Cu/CeO2(111) 2.224 2.202 1.367 1.368 2.010 1.337 

Fe-doped-Cu/CeO2(111) 2.231 2.201 1.366 1.369 2.009 1.266 

Co-doped-Cu/CeO2(111) 2.647 2.210 1.360 1.367 1.985 1.269 

Ni-doped-Cu/CeO2(111) 2.233 2.198 1.366 1.369 2.008 1.308 

Zn-doped-Cu/CeO2(111) 3.975 2.239 1.359 1.360 1.956 1.342 

Rh-doped-Cu/CeO2(111) 2.231 2.202 1.367 1.369 2.008 1.256 
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β-doped-Cu/CeO2(111) *Cu-S (Å) **Cu-S (Å) S-H1 (Å) S-H2 (Å) H-H dist. 

(Å) 

H2S Adsorption 

Energy (eV 

Pd-doped-Cu/CeO2(111) 2.221 2.192 1.367 1.369 2.010 1.343 

Ag-doped-Cu/CeO2(111) 2.221 2.197 1.367 1.368 2.007 1.336 

Ta-doped-Cu/CeO2(111) 2.207 2.196 1.366 1.367 2.009 1.149 

Pt-doped-Cu/CeO2(111) 2.218 2.191 1.366 1.368 2.011 1.349 

Au-doped-Cu/CeO2(111) 2.221 2.193 1.366 1.367 2.008 1.355 

 

*Experimental values for Cu-S (2.13 - 2.35 Å) and S-H (1.33 - 1.36 Å) [ref. 18, 19]. 

*Experimental H-H distance, 2.00 – 2.10 Å [54, 55]. 
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Table 6.6: H2S adsorption energies and gain in sulphur tolerance for various 

examined β-doped-Cu/CeO2(111).The sulphur tolerance is expressed as a 

percentage gain or loss relative to the adsorption of H2S on undoped 

Cu/CeO2(111) NC. Positive tolerance values denote a gain, while negative 

values denote a loss. 

β-doped-Cu/CeO2(111) H2S adsorption 

energies (eV) 

Gain in sulphur 

tolerance (%) 

Cu/CeO2(111) undoped (ref.) 1.347 - 

Sc-doped-Cu/CeO2(111) 1.364 -1.262 

V-doped-Cu/CeO2(111) 1.310 2.747 

Cr-doped-Cu/CeO2(111) 1.325 1.633 

Mn-doped-Cu/CeO2(111) 1.337 0.742 

Fe-doped-Cu/CeO2(111) 1.266 6.000 

Co-doped-Cu/CeO2(111) 1.269 6.013 

Ni-doped-Cu/CeO2(111) 1.308 2.895 

Zn-doped-Cu/CeO2(111) 1.342 0.371 

Rh-doped-Cu/CeO2(111) 1.256 6.756 

Pd-doped-Cu/CeO2(111) 1.343 0.297 

Ag-doped-Cu/CeO2(111) 1.336 0.817 

Ta-doped-Cu/CeO2(111) 1.149 14.699 

Pt-doped-Cu/CeO2(111) 1.349 -0.148 

Au-doped-Cu/CeO2(111) 1.355 -0.594 
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Figure 6.9: H2S sulphur-tolerance factor of β-doped-Cu/CeO2(111) relative 

to the adsorption energy of H2S on undoped Cu/CeO2(111) nanocomposite.  

β-species above the horizontal dotted line drawn from the reference tolerance 

for β=Cu, are defect forming  β-doped-Cu/CeO2(111), with tolerance better 

than the ab ignition simulated bulk-like Cu/CeO2(111), below the line are 

species that performs worse (higher adsorption energy for H2S) than the 

Cu/CeO2(111). Β-species at the RHS of the vertical dotted line drawn from 

the formation energy axis, are high to higher energy β-doped-Cu/CeO2(111) 

species, while those at the LHS are less to least energy β-doped-

Cu/CeO2(111) forming species. 
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The sulphur tolerance S-species test of H2S interaction at the Cu-Cu bridge 

of the β-doped-Cu/CeO2(111) nanocomposite stabilises at the Cu-Cu bridge 

for all β-dopant species, except for β = Cr, Co and Zn, with of the Cu-S bond 

stretched beyond the experimental Cu-S bond length , an indication of less 

feasibility of such bond to occur. For these species (Zn, Cr and Co), the 

respective *Cu-S values are approximately 1.63 Å, 0.50 Å and 0.30 Å longer 

than the 2.13 – 2.35 Å Cu-S experimental values [19]. 

The H-H repulsion distances (proton-proton repulsion distance) for these 

three dopants, (Zn, Cr and Co) are approximately 0.04 Å, 0.03 Å and 0.02 Å 

shorter than the 2.0 Å minimum H-H distance [54, 55]. The H-H values less 

than 2.0 Å, (the minimum proton-proton repulsion distance) results in an 

interaction that distorts the stability of H2S on Cu-Cu, leading to a 

conformational change and stretching of one of the Cu-S bond. Thus, a 

stretched Cu-S bond (1.63 longer than 2.35 Å) connotes an adsorption at 

atop Cu (one Cu-S bond must agree with the experimental values) than at 

the Cu-Cu bridge, in which the two Cu-S bonds must agree with the 

experimental value range of the copper-sulphur bond length. Stretched 

values (0.30 – 0.50 Å) connotes a transition from Cu-Cu adsorption site to 

atop Cu site; for this transition, one Cu-S must agree with the experimental 

value, while one (the transition site) will slightly deviate from the 

experimental values, showing a Cu-S weak interaction to broken Cu-S bond. 

This adsorption pattern of H2S on the β-doped-Cu/CeO2(111) as reported in 

table 6.5, shows stretched Cu-S bonds that varies in the same direction with 

the H-H repulsion distance. H2S adsorption on the Zn-doped-Cu/CeO2(111) 

has the highest stretched Cu-S bond (3.975 Å) and the shortest H-H distance 
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(1.956 Å), while adsorption of H2S on Co-doped-Cu/CeO2(111) has the least 

stretched Cu-S bond (2.647 Å) and a proton-proton (H-H) repulsion distance 

(1.985 Å) relatively closer to the 2.00 Å  value , than Cr-doped-CeO2(111) and 

Zn-doped-Cu/CeO2(111). Thus, the shorter the H-H distance, the stronger 

the distortion on H2S interaction at the Cu-Cu, and the longer the stretched 

Cu-S bond. An effect that gives preference in forming an atop Cu site 

adsorbed H2S than adsorption at the Cu-Cu or at a β-Cu bridge (β = Zn) as 

shown in figure 6.7(h); adsorbed H2S on Zn-doped-Cu/CeO2(111). 

Results from table 6.5 show, for all the β-dopant species, in exception of β = 

Zn, Cr or Co, the geometrical parameters (Cu-S, S-H, and H-H) from H2S 

interaction on β-doped-Cu/CeO2(111) have close agreement with the 

experimental Cu-S (2.13-2.35), S-H (1.33 – 1.36) and H-H (2.00 – 2.10) 

values [18, 19, 54, 55]. 

Studies on the sulphur tolerance factor of the β-doped-Cu/CeO2(111) relative 

to the H2S adsorption energy  (see table 6.6) on the undoped Cu/CeO2(111), 

show adsorption energies less than the reference 1.347 eV (site-specific H2S 

adsorption energy on the Cu/CeO2(111)) for β = V, Cr, Mn, Fe, Co, Ni, Zn, 

Rh, Pd, Ag and Ta. The reverse effect is seen for the same site-specific H2S 

interaction on β-doped-Cu/CeO2(111) for β = Sc, Pt and Au, the adsorption 

energies of H2S are higher than the reference 1.347 eV value. Adsorption 

energies for H2S on β-doped-Cu/CeO2(111) < 1.347 eV implies a gain in 

tolerance of the material, while energies > 1.347 eV shows a loss in the 

performance of the material relative to the reference Cu/CeO2(111) 

nanocomposite (studied in this work and reported in chapter five). 
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Results from figure 6.9; correlation of the defect formation energies of the β-

doped-Cu/CeO2(111) with the H2S S-species tolerance values, show an 

inverse relationship between the formation energies and the sulphur 

tolerance of the β-doped-Cu/CeO2(111) materials relative to the undoped 

Cu/CeO2(111). High energy forming defects give β-doped-Cu/CeO2(111) with 

better sulphur tolerance (less H2S adsorption energy) than the Cu/CeO2(111), 

while least energy forming defects give β-doped-Cu/CeO2(111) material that 

performs worse than Cu/CeO2(111) in S-species tolerance.  

This trend in properties of the β-doped-Cu/CeO2(111) materials is an 

interesting result that would guide material scientists in decision making with 

respect to cost and efficiency. However, this study has discovered an 

interesting material with an outstanding sulphur tolerance factor that could 

substitute or complement the properties of the bulk-like Cu/CeO2(111) 

studied in this work. This study has shown that defect formation via a unit Cu 

atom substitution with either V, Ni, Fe, Co, Rh or Ta has a potential significant 

effect on the overall property of the bulk-like Cu/CeO2(111). The significant 

2.7%, 2.9%, 6.0%, 6.0%, 6.8% gain sulphur tolerance by V-doped-

Cu/CeO2(111), Ni-doped-Cu/CeO2(111), Fe-doped-Cu/CeO2(111), Cr-doped-

Cu/CeO2(111) and the 14.7% gain by Ta-doped-Cu/CeO2(111) demonstrate 

the potential application of the β-doped-Cu/CeO2(111) materials in devices 

where less susceptibility to sulphur attack is required. 

Evidence from this study has shown that, the Ta-doped-Cu/CeO2(111) bulk-

like material reported here could interface over the copper-ceria material as 

energy material of the future. Ta-doped-Cu/CeO2(111) has an interesting 

exothermic defect formation energy and an outstanding  > 14% gain in 

sulphur tolerance over the Cu/CeO2(111) analogue, with an additional 



 β-Doped-Cu/CeO2(111) Nanocomposite. 

271 
 

potential of inducing polaron formation and localisation of electron at the Ce 

4f orbital 

This work, has also discovered another β-functionalised Cu/CeO2(111) 

nanocomposite (Ti-doped-Cu/CeO2(111) with potential H2S splitting catalytic 

property. Splitting of H2S into fragments of S + H + H and adsorption of the 

sulphur fragment even when the defect is not nearest to the adsorption site 

of H2S is an engineering material property of interest that shows potential for 

applications in sulphur cleaning and hydrogen regeneration devices. 
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Chapter Seven 

7.0 Conclusion and Emerging Proposed Future Research. 

 

Chapter one of this work stated detailed the end aim of this research and the 

research questions the project is tailored to answer as contribution to learning 

and material discovery. Evidence from the results (chapter four, chapter five 

and chapter six have) have shown a good match between the objective and 

the achieved aims. 

7.1 Is simulation of a Bulk-like Cu-CeO2(111) nanocomposite 

possible?  

 

This research has been able to outline a comprehensive computational 

pathway to simulation of a Cu/CeO2(111) nanocomposite comprising of a Cu 

nanorod adhered strongly on the CeO2(111) surface and geometrical 

parameters that are in close agreement with the experimental values.  Using 

local density approximation functional with predetermined Hubbard 

parameter U = 6 eV (LDA + U) applied only on the ceria Ce 4f electrons, this 

work have modelled close to experimental values a stabilised four layer Cu 

nano-rod on dense CeO2(111) surface with an excellent lattice match 

(~99.62%). The bulk model is a nanocomposite from p(1X3) Cu rod drawn 

from Cu(111) surface geometry and a p(3x2) CeO2(111) super cell slab. The 

Cu-ceria is an over layer of 3:2 Cu : CeO2(111) interface (~0.38% lattice 

mismatch) with the Cu stripe stabilising over the ceria at an approximate 

interlayer distance of 1.90 Å which is in close agreement with the 1.95 Å Cu-

O experimental bond length [15]. This shows Cu-O bond at the interface 
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between the Cu stripe atoms and the top-layer ceria oxygen atoms. The high 

adhesion energy (> 12 eV) and the interface energy (~ 0.180 eV/Å2) of the 

stripe on the ceria (111) surface shows highly stabilised interface material. 

Thanks to the Cu 3d orbital interaction with the ceria Ce 4f orbital as shown 

by the DOS. 

Electronically, the formation of the Cu/CeO2(111) induces a redox process 

(oxidation at the Cu stripe interface layer and reduction at the CeO2(111) top 

layer) at the materials interface and wild distribution of many Ce3+ polarons 

localised at the top layer of the CeO2(111) component. With many Ce3+ 

polarons (4 – 9 Ce3+) at the interface and surface, this novel architecture of 

Cu/CeO2(111) demonstrates potential for interesting electronic and energy 

materials applications. Each polarons carries not less than 0.20 electrons and 

up to 0.44 electrons for highly polarised Ce. The charge flowing within the 

interface and surface is between 2.3 electrons (2.443 x 10-19 Coulombs) to 

4.1 electrons (4.354 x 10-19 Coulombs) which are concentrated at the 

interface and the ceria surface with no diffusion into the bulk of ceria. 

For a material with such stability and a surface area of 151.52 Å2 (equivalent 

to 1.5152 x 10-18 m2 in S.I unit), the estimated charge density is 0.161 C/m2 

for a minimum charge up to a maximum value of 0.287 C/m2. 

 

7.2 Does this New Material (Bulk-like Cu/CeO2(111)) demonstrate 

a Good Sulphur Tolerance Property Potential? 

Simulation of hydrogen sulphide and sulphur interaction at the different sites 

on the Cu/CeO2(111), shows the material could potential inhibit sulphur 

diffusion into the bulk of the ceria base. The preferential adsorption of the S-
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species (H2S and S) at the Cu stripe away from the interface (catalytic site of 

the material) shows that, any available S bearing impurity would rather 

diffuse towards the Cu stripe, hence protecting the ceria base from sulphur 

attack and the interface from any potential poisoning. The oxygen vacancy 

formation and hopping of oxygen vacancy is one of the essential properties 

of CeO2(111) in electrolytic applications. The interface of the Cu/CeO2(111) 

is very essential for the catalytic action of Cu/CeO2(111), thus the potential 

of this material to keep sulphur and sulphur bearing species away from the 

interface itself and bulk of the ceria is an outstanding and a gained 

nanocomposite effect. The nano-shape surface on the Cu stripe has further 

improves the H2S directing effect of the Cu stripe, the H2S is preferentially 

adsorbed at the Cu-Cu bridge of the nano-shaped stripe. This is a good gain 

supporting the variation in properties of nanomaterials with which changes in 

size and shapes [56].  For a clean Cu, the interaction energy of H2S at same 

site (~ 1.01 eV) varies from the ~ 1.35 eV adsorption energy at the same 

site on Cu/CeO2(111). This variation (~0.35 eV) is shift in property and 

nanocomposite behaviour resulting from the Cu and ceria interaction. 

Interestingly, this work has shown that a richly Cu functionalised ceria can 

inhibit totally the feasibility of H2S blocking the interface of Cthe 

Cu/CeO2(111) and also protects the ceria surface from sulphur attack. The 

notable negative adsorption energy of H2S on the ceria component shows H2S 

will not likely adsorb on the ceria part. This is an impressive result (a shift 

from ~ 0.6 eV on clean ceria to ~ -0.3 eV in the presence many Cu atoms). 

In addition to this interesting results, a notable catalytic property of splitting 

H2S into SH + H and eventually S + H + H on interaction at the Cu/CeO2(111) 

interface suggest potential application of this material in hydrogen 



 Conclusion and Emerging Future Research 

275 
 

regenerating and hydrogen fuel devices. The copper nano-catalytic property 

acting in synergy with the massive charge transfer at the interface could 

responsible for this inherent behaviour of Cu-ceria material regardless of the 

ceria facets. 

Extension of the sulphur tolerance using elemental sulphur also shows, the 

sulphur would rather prefer a low coordination bit of Cu (the nano-shape and 

edge to corner regions) away from the interface. Regardless of the ceria 

presence, the sulphur would rather prefer these low coordination sites of the 

Cu stripe to anywhere near the interface. Indeed a simulation of S interaction 

at the Cu/CeO2(111) has the S migrate from the interface to the edge of the 

Cu-stripe where it is stabilised by a coordination four Cu-S bonds in the form 

of a planar hollow centre adsorption geometry. With the adsorption energy of 

S at the ceria component (~0.56 eV), it shows sulphur apparently does not 

like to interact with an oxygen reach ceria in the presence of Cu. However, it 

is ok at a flat Cu surface where it is stabilised by a three Cu-S coordination 

bond at the hollow centre, but would prefer a non-flat surface where it is 

stabilised by a four Cu-S coordination bond. 

This interaction behaviour of S, shows a gain in performance of the 

engineered nano-shape structure of the Cu stripe to add to the overall bulk 

properties of the Cu/CeO2(111) nanomaterial. 

In addition to the enhanced material properties by the nano-shape surface of 

the Cu stripe exposing the low coordination Cu atoms, the adsorption energy 

of S on the Cu stripe (2.43 eV) is ~1.87 eV greater than any feasible 

interaction at the ceria components of the Cu/CeO2(111).  This also 

demonstrate the enhance sulphur cleaning behaviour of the modelled 
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Cu/CeO2(111) architecture, which demonstrates the potential of the bulk-like 

Cu/CeO2(111) as a material with interesting engineering application to 

interface as a high performing SOFC anode and catalytic nano-rod for other 

green and sulphur cleaning technology. 

 

7.3 Is there a Computational Pathway and Thermodynamic 

Feasibility of Functionalising the bulk-like Cu/CeO2(111) to design a 

doped-Cu/CeO2(111) Nanocomposite? 

 

Chapter six of this thesis contains results from the explored feasibility of 

engineering the Cu/CeO2(111) through substitutional doping of atoms at the 

Cu stripe component with  series of d-block elements to design varieties of 

β-doped-Cu/CeO2(111) analogue of the  Cu/CeO2(111) nanocomposite. The 

results as reported in chapter six show an interesting less defect formation 

energy pattern for some class of d-block species.  

The reaction pathway for the formation of β-doped-Cu/CeO2(111) 

nanocomposite is exothermic (less formation energy) for some impurities 

such as β = Sc, Ti, or Zn in the first d-block series. The trend is such that Sc 

at the far left in the series forms Sc-doped-Cu/CeO2(111) with the least defect 

formation energy. Whereas β-dopant species close to Cu in the series fit in 

the Cu network fairly well with defect formation energies close to 0.0 eV. 

These species tends to mimic Cu in the stripe. On the 4d- and 5d- orbitals 

electron bearing β-dopant species (that is second and third transition series), 

the defect formation energy follows an exothermic path for Pa, Ta and Au, 

and a near but great than 0.0 eV  formation energy for Rh (that is an 
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endothermic defect formation pathway). Formation of Fe-doped-

Cu/CeO2(111) also follows an energy intensive pathway.  

For all range of β-dopants species studied, over 70 % of the exothermic defect 

forming β-doped-Cu/CeO2(111) have the interface Cu layer as the minimum 

energy doping site and in some case such as Au-doped-Cu/CeO2(111) where 

the defect would rather stabilise at the low coordination top layer than at the 

interface layer. This is an evidence of site-specific and orbital energy 

controlled stabilisation sites. The low in energy 6s orbital of Au relative to the 

Cu 3d and 4s would rather sit fairly at a doping site where electron transfer 

from Cu to the half-filled 6s orbital of Au is easily permissible. The exothermic 

pathway of some incoming defects substituting Cu at the interface shows the 

interface has great affinity for certain kind of impurities. 

Correlation of the defect formation energies with some physical properties 

such as atomic radii, electronegativity and atomic magnetic moment shows 

neat variation of the energies with the properties. This shows a connection 

between nuclear force acting on the valence electrons, and the available 

number of unpaired electron in the system playing a role in the mechanistic 

and systemic doping pattern. 

 

7.4  Does this Functionalised doped-Cu/CeO2(111) have Potential 

for enhanced S-species Tolerance Property for SOFC Application? 

 

Test for S-species tolerance using H2S adsorption on the respective β-doped-

Cu/CeO2(111) and the 1.347 eV reference adsorption energy at the same site 

on undoped Cu/CeO2(111), shows a gain in sulphur tolerance on 

functionalisation with some β-dopant species. Fe-doped-Cu/CeO2(111), Co-
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doped-Cu/CeO2(111) and Rh-doped-Cu/CeO2(111) yield  6.0% , 6.0% and 

6.7% respective gain in tolerance (that is less susceptible to sulphur 

poisoning). For β = V, Ni or Cr, the gain in efficiency of β-doped-

Cu/CeO2(111) is relatively small (~ 2.0% - 3.0%), while for β = Mn, Zn, Pd 

or Ag, the β-doped-Cu/CeO2(111) has slightly small less than 1.0% percent. 

A reverse effect and loss in sulphur tolerance of the Cu/CeO2(111) occurs for 

β = Sc, Pt and Au, and the formed Sc-doped-Cu/CeO2(111), Pt-doped-

Cu/CeO2(111) and Au-doped-Cu/CeO2(111) may just be more prone to 

sulphur attack and accumulation than the undoped Cu/CeO2(111) analogue.  

Correlation of the defect formation energy with the respective S-tolerance 

factors, shows rather a surprising trend; with the least energy forming defects 

performing slightly worse than Cu/CeO2(111) and the high energy forming 

defects performing reasonably well with > 6.0% in enhanced sulphur 

tolerance. High-energy pathway implies the formation of the defect is energy 

intensive and such systemic doping will not easily occur under standard 

conditions. However, design of these materials might be very feasible in high 

temperature solid-state synthesis. 

Two interesting engineering material with potential catalytic and energy 

efficient properties resulting from the defect formation study, are for β = Ta 

or Ti in the formation of Ta-doped-Cu/CeO2(111) and Ti-doped-Cu/CeO2(111) 

analogues of the Cu/CeO2(111) nanocomposite. 

Formation of Ta-doped-Cu/CeO2(11) from Ta substitutional doping of 

Cu/CeO2(111) at the interface layer of the Cu stripe follows an exothermic 

pathway. A very low exothermic formation energy; ~-2.5 eV for spin polar 

calculation and ~-0.3 eV for non-spin polar calculation. The Ta dopant shows 
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significant contribution in the Ce3+ polaron formation, losing ~ 2.8 electrons 

to stabilise at the interface layer of the stripe. This amount of charge is 

reasonably large enough to cause localisation of six Ce3+ polarons (for a 0.4 

electron per polaron system). The PDOS for this material indeed shows an 

orbital interaction between the Ta 5d orbital and the Ce 4f orbital of ceria. 

Moreover, a defect-contributing characteristic peak at about -0.5 to 0.5 eV 

energy gap between ceria O2p and Ce 4f orbitals. Ta-doped-Cu/CeO2(111) 

shows an outstanding gain in sulphur tolerance, performing over 14% better 

than Cu/CeO2(111) analogue. For a low formation energy material with 

greater than 14 percentage gain in tolerance over bulk Cu/CeO2(111), Ta-

doped-Cu/CeO2(111) shows potential for application as a better performing 

SOFC anodic and catalytic material of interest to interface in green 

technology. 

Defect engineered Ti-doped-Cu/CeO2(111), splits H2S into S + H + H when 

the molecule interacts on the Ti-doped-Cu stripe component of the material, 

with a re-adsorbed S at the low coordination region (stabilised by four Cu-S 

coordination bonds) and free non-interacting hydrogen atoms. The ability of 

a unit atom of Ti (which is not nearest to the simulated interaction site of 

H2S) in the bulk Cu/CeO2(111) to trigger fragmentation of H2S molecule on 

interaction with the stripe shows an interesting material property. This novel 

material shows potential for application in in areas where atomisation of 

hydrogen sulphide, regeneration of hydrogen fuel and sulphur cleansing is 

required. Indeed a good material for catalysis in green technological 

processes. 
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7.5 Conclusion Statement. 

In conclusion, this research has been able to achieve the set objectives 

evidently supported by the results presented herein; not only has the 

research shown a unique computational pathway for novel Cu/CeO2(111) 

architectural design, it has also been able to study the fundamental 

microscopic processes at the interface and surface of the material.  

With sulphur-tolerance efficiency test demonstrated using first principle study 

of S and H2S interaction at the surface and interface of the material, the 

material has shown a good sulphur tolerance and sulphur directing effect 

away from the bulk ceria. The uniqueness of this model has shown the 

potential of the material to inhibit H2S interaction at the ceria component, 

evident from the negative adsorption energy as shown in figure 5.1.1, which 

denotes in the presence of a richly Cu functionalised ceria, it will be almost 

impossible for H2S to approach the ceria component of the material. This is 

interestingly a positive gain and a property that could heal the ceria 

component from sulphur attack in high concentration. It has also shown a 

hydrogen sulphide catalytic splitting property at the interface of the material.  

In addition to the Cu/CeO2(111) model, this research has shown another 

pathway for better and catalytic functional doped-analogues of 

Cu/CeO2(111); where Ta-doped-Cu/CeO2(111) and Ti-doped-Cu/CeO2(111) 

are emerging materials of interest that could interface as green technology 

catalytic material and potential for a high efficient solid oxide fuel cell anodic 

material. 
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7.6 Emerging Proposed Future Research. 

 

The model of Cu/CeO2(111) nanocomposites and the doped-Cu/CeO2(111) 

derivatives  though complex interfaces, the material has shown interesting 

chemistry with widely potential applications in many polaron forming 

devices and induced oxygen vacancy formation and storage. However, the 

emerging material properties have opened research window for future and 

continuous work on understanding the material. 

1. With the functional and interface chemistry in Cu/CeO2(111), what is 

the computational possibility of simulating an inverse same architectural 

model; that is a  CeO2 stripe on Cu(111) to form a CeO2/Cu(111) 

nanocomposite? If possible, will the material demonstrate the same 

properties or would it rather show an enhanced or worsen properties? 

2. The interface of the Cu/CeO2(111) has shown to be an arbitrary perfect 

“sponge” for certain kind of impurities, with low defect energy forming 

pathway, a mono atomic substitution in the Cu stripe has yielded a hydrogen 

sulphide S-species tolerance over 14% greater than the non-defect bulk 

Cu/CeO2(111). Would a complete stripe layer substitution be possibly through 

an exothermic pathway? If yes, how good bad is the new material relative to 

the predetermined S-species tolerance of the base Cu/CeO2(111) and 

analogue Ta-monoatomic-doped-Cu/CeO2(111)? What other alternative 

doping pattern would give a least defect formation energy and what surface 

and interface chemistry could this new material have with a tailored potential 

application in renewable energy devices? 

3. Ti-doped-Cu/CeO2(111) has shown a desirous material property with 

tailored application in Hydrogen fuel devices as catalyst and could well 
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interface as a good anode for SOFCs, however the mechanism of this catalytic 

splitting of H2S is not understood yet. The fundamental chemistry and the 

underlining physics of this material is an interesting research question that is 

worth answering in future research on the novel Ti-doped-Cu/CeO2(111). 

4. Doping at the Cu stripe of the Cu/CeO2(111) has shown to be 

reasonably feasible for some type of impurities. Is ceria component 

functionalised Cu/CeO2(111) feasible? Which lanthanide or actinide doping 

species would yield a minimum energy forming defect with an enhanced 

overall performance in the electrolytic and catalytic property of the bulk 

Cu/CeO2(111)? 

Research on these four interesting questions would be quite novel and an 

excellent contribution towards the design of copper-ceria materials with 

enhanced functional properties Cu/CeO2(111) nanocomposite and composite 

properties. 
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7.8 APPENDICES 

 

 

APPENDICE I A: CeO2 Lattice Constants at Various U values for DFT+U (Published 

by Castleton et al., J. Chem. Phys. ,127, 2007) 

 

 

APPENDICE IA: Lattice Consta 

 

 

 

 

 

 

 

 

 

 

 

APPENDICE I B: Cu Lattice constants at various U values for DFT+U. The dotted 

line cuts the grapgh at the experimental alttice parameter value. 
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APPENDICE I C: Description of CeO2(111) and effects of slab thickness on (a) 

total energy and (b) surface energy of the slabs. 

 

 

APPENDICE I D: Thickness and surface energies of CeO2(111) slab at different 

vacuum gaps 

 
Surface Energies (J/m2) 

10 Å 12 Å 15 Å 18 Å 20 Å 

1-layer 1.1298 1.1301 1.1302 1.1301 1.1299 

2-layer 1.0190 1.0184 1.0181 1.0181 1.0181 

3-layers 1.0244 1.0245 1.0245 1.0245 1.0244 

4-layers 1.0245 1.0227 1.0236 1.0223 1.0230 

5-layers 1.0231 1.0226 1.0219 1.0220 1.0226 

6-layers 1.0229 1.0219 1.0217 1.0221 1.0218 
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APPENDICE II A. DFT/DFT+U descriptions and lattice dimensions of Cu structures 

relatively to CeO2(111) model (please see figure 1). The figures in blue are of less 

than 0.4% lattice stress. 

Top/bottom layer 

intra-atomic 

distances 

LDA + U; 

with U = 6 

eV on Ce 

only 

LDA + U; with 

U = 6 eV on 

both Ce sand 

Cu 

GGA + U; 

with U = 5 

eV on Ce 

only 

GGA + U; with 

U = 5 eV on 

both Ce and Cu 

Cu(111) 2a 4.3111 4.2499 4.4581 4.3845 

Cu(111) 2b 4.9780 4.9073 5.1477 5.0629 

Cu(100) 2a 3.5200 3.4700 3.6400 3.5900 

Cu(100) 2b 4.9780 4.9032 5.1477 5.0770 

CeO2(111) 2a 3.8184 3.8184 3.8678 3.8678 

CeO2(111) 2b 4.3274 4.3274 4.3835 4.3835 

 

 

 

APPENDICE II B: Plane energy Cut off (ENCUT) Convergence Test. 
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