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Abstract

Human interests and behaviour change over time and often affected
by multiple factors. In particular, human emotions, mood and its
constituent processes change and interact over time. Therefore, mod-
elling human behaviour should take into account the changes over
time for customization and adaptation of systems to the users’ spe-
cific needs. Understanding and assessing the temporal dynamics of
mood are critical for modelling human behaviour for both individuals
and group of people who share similar habits, life style and personal
circumstances. Thus, in order to construct a personalized recommen-
dation for a given user, it is first necessary to have some knowledge
about previous user interests and behaviours. However, the challenge
of obtaining large-scale data on human emotions has left the most
fundamental questions on emotions less explored: How do emotions
vary across individuals, evolve over time, and are connected to social
ties? We address these questions using a large-scale dataset of users
that contains both their users’ interactions with momentary emotions
and topical labels. Using this dataset, we identify patterns of human
emotions on different levels, starting from the network level, group-
level (cluster) and moving towards the user level. At the user-level,
we identify how human emotions are distributed and vary over time.
In particular, we model changes in mood using multi-level multimodal
features including users’ sentimental status, engagement and linguis-
tic queries. We also utilise language models to model and understand
patterns of mood change. We model the changes of users’ mental
states based on replies and responses to posts over time and predict
future states. We find that the future mental states can be predicted

i



with reasonable accuracy given users’ historical posts, current par-
ticipation features. Our findings form a step forward towards better
understand the interplay between user behaviour and mood change
exhibited while interacting on mental health network and providing
some interpretable summaries that can be used in the future by health
experts and individuals and work on possible medical interventions
together with clinical experts.
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Chapter 1

Introduction

1.1 Background and Motivation
Behavior has been defined as a range of actions and mannerisms made by indi-
viduals, and it plays an essential role in people’s lives and health. For example,
smoking and a poor diet can contribute to many diseases. Human behavior is
a general term that includes various aspects of people’s lives, including eating,
movement, and technology-use behaviors. In addition, the advent of the com-
puting revolution and the internet engaged multiple types of behaviors, including
internet-use browsing behaviors and social networks.

To suggest behavioral change interventions that can improve well-being, we
need to understand human behavior. Creating and modifying a conceptual un-
derstanding of user behavior is called ”User Modeling” (UM). For a given user,
modeling infers unobservable information from observable behaviors, including
the user’s actions and utterances. In addition, user modeling inferences a user’s
preferences, goals, and future activities and locations from understanding that
user’s behavior. This understanding can help to develop practical actions or be-
havioral change interventions. For example, Rothengatter [189] modeled road-use
behavior to establish suitable measures to influence driver behavior. Furthermore,
modeling user behavior in networked games has led to providing and charging for
the quality of network services [95].

Monitoring and assessing mental health and emotion through smart devices
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1. Introduction

and social media is an active and promising research area [217]. A lot of work
in this area aims to distinguish between users of different types (e.g., users with
a condition vs. controls). Consequently, it increases the ability of computer
devices to improve the quality of people’s lives by understanding them and pro-
viding intuitive interventions. In recent years, with the advances in technologies
and smartphones with various computational and communicational capabilities,
specifically in social networking platforms, the opportunities to model people
and their behavior and emotion have been raised. As smartphone ownership
and social media users have increased exponentially, massive data about users
become available. The improved user data enhance the ability to understand,
model people and their emotions, and then contribute to their lives by intro-
ducing the help and suggesting behavioral change interventions to improve their
mental well-being. The improved user data exhibits a range of attractive proper-
ties, facilitating the delivery of state-of-the-art models and methods to monitor
and model users. Another line of work aims to use data derived from users (e.g.,
mobile phone sensor data) to predict a target value such as mood or stress scores
based on a psychometric test or discrete labels.

People with mental health issues turn to online forums or mobile social media
networks not only for advice but also to find people who will listen and provide
emotional support. Previous research has indicated that the dynamic of emo-
tional status can be studied through the change in patterns of an individual’s
posts overtime [217]. Social media’s growing popularity has fundamentally intro-
duced social media as a tool for (mental) health and behavior monitoring. As
these networks are considered as a critical user information source, this provides
opportunities to model users and emotions on a large scale. Furthermore, people
interact and describe their emotional experiences in text through the network;
therefore, the text is the primary source of data from social networks. It is rich
in both emotion and subjectivity. Given that background, this work will focus
on modeling users and emotion based on text, which is a part of affective com-
puting [224].

People living with mental health conditions have a smaller social network
than the general population. They hence face a higher risk of loneliness and
isolation, even though the benefit of social support in mental health and psycho-
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1. Introduction

logical wellbeing is well-documented [13]. For instance, studies have found that
people with higher informal social support are more likely to recover from psy-
chiatric symptoms [34]. Furthermore, social support may have enhanced mental
wellbeing by promoting a sense of meaning and purpose in life. In addition, social
connections could foster a sense of responsibility and concern for others, which
leads individuals to care for others and their own health issues.

Beyond controlled experiments, researchers have examined social interactions
that happened naturally ”in the wild” on social media platforms to infer some
understanding of health behavior expressed online. A growing number of people
are now describing their healthcare experiences on platforms such as Facebook
and Twitter. The increasing availability of patients’ health accounts online in
a public forum presents an unprecedented opportunity to gather new forms of
health data and advance the patient-centered care agenda. Social media provides
online communication in real-time at low cost, which allows researchers to moni-
tor and track disease outbreaks [202], detect the public’s moods and responses to
certain health issues, and through these identify target communities to dissemi-
nate health information. We believe that social media can be used as a tool for
mental health monitoring, where population data can be captured, serving as a
record and sensor for events in peoples’ lives [53].

More specifically, linguistic features, interaction patterns, and sentiment anal-
yses of social media posts can offer a novel methodology for measuring and un-
derstanding mood changes when engaging with online peer-to-peer mental health
support. For example, Pruksachatkun et al. [181] proposed a model that can pre-
dict whether a conversation thread in an online mental health forum is associated
with ‘cognitive change’ where people reframe their negative belief into a positive
one. Various work has also been done using social media data to predict people’s
suicidal ideation, depression level, and sleep issues. These studies examine four
categories of features: i) user profile, e.g., age, gender, length of membership,
number of posts and followers; ii) post characteristics, e.g., linguistic charac-
teristics of texts, analysis of images; iii) patterns of engagement, e.g., the time
gap between post, passive use (browsing) vs. active use (posting); iv) relational
activity, e.g., social network analysis of the interaction between users. Studies
have found that features relating to how social media are used (i.e., patterns of
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1. Introduction

engagement and relational activity, and to a specific extent post characteristics)
are often more indicative of people’s wellbeing. For instance, it was found that
passive forms of use contribute to a depressive mood. It is claimed that passively
browsing others’ photos of vacations might have triggered envy and loneliness.
While social relationships are an essential source of emotional support, they can
also be stressful. A systematic review of social media use in adolescents high-
lighted potential harms such as social isolation, depression, and cyber-bullying.
Possible adverse effects on people using social media for healthcare have also been
raised, including loss of privacy and being targeted for advertising.

Therefore, it is important that we understand how mental health social media
is used to maximize the benefits and mitigate the negative impacts. Concretely
within the context of this study, we will investigate the use of social media data
to characterize negative and positive changes in people living with mental health
problems, along the four features dimensions: user profile, post characteristics,
patterns of engagement, and relational activity.

The current study aims to address the following research questions:

• Do mental health social networks enable us to model people’s mental well-
being and the change in the mood during the time(i.e., do people feel more
positive or negative over time?)

• If so, what factors/features contribute in modelling users and what fac-
tors/features are driving this difference/change, and how can this inform
better social media design for mental healthcare?. In addition, do all users
interact similarly, and do they get impacted by the same triggers?

Advances in deep learning present new opportunities for the inference of well-
being by alleviating the need for manual feature extraction. When combined
with physical manipulation tools, it opens the door for new natural interactions
and responsive interventions. This work will take advantage of the latest de-
velopments in deep learning, natural language processing, and user modeling to
understand and model user behavior when interacting on Mental Health Social
Network and its impact on their emotion and wellbeing.
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1. Introduction

1.2 Aims and Objectives
The overall aim of the present research is firstly to utilize existing theory and
techniques in user modeling, Natural Language Processing and deep learning to
understand and model user behavior on Mental health social networks. In addi-
tion, we also want to investigate the patterns of mood changes triggered while
interacting with their peers to enable a variety of interventions and recommen-
dations. This thesis then explores a real and live large dataset from a mobile
social network platform using a range of state-of-the-art multi-level features ex-
traction, feature fusion, and deep learning classifiers. To achieve the project aim,
the identified objectives include:

• To extract various multi-model features at multi-levels based on users’ in-
terests, language use, app interaction, and communication with others

• To investigate efficient affective classification models, including the transfer
learning with pre-trained language models.

• Explore the potential of Deep Learning in studying the temporal dynamics
of users’ mood over time.

• Explore the capabilities to build robust longitudinal NLP models to capture
temporal dynamics and changes in language use and other online behavior
over time.

• To explore the ability of modeling users of social networks using unsuper-
vised approaches.

1.3 Key Contributions of the thesis
My Ph.D. project will model user emotions using interacting with Mental health
social networks, and It will also seek to use these data to explore personalise user
modeling. The main contributions of this thesis are as follows:

• We have processed and manipulated a large dataset acquired from an active
Mobile Mental Health Network to characterize and model users’ emotions.
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• We have proposed deep learning architecture to classify emotion based on
the text of mental health dataset social network dataset. A range of Ma-
chine learning and deep learning models, including SVM, LSTM, GRU, and
others, have been trained using a huge labeled dataset. Moreover, the ap-
plication of the state-of-the-art pre-trained Language models to explore the
impact of these networks have on users’ emotions.

• We have developed multilevel feature extraction and multi-model data fu-
sion from unstructured Mobile Mental Health Network to improve emotion
analysis from unstructured social network text feed. This will include the
merging of the following features: linguistic, static (e.g., demographic),
meta, and asynchronous information (e.g., network metrics) that can rep-
resent a user or a feature in a longitudinal fashion and study their effec-
tiveness in capturing mental well-being in an intra-user and in an inter-user
validation setting.

• We have investigated novel longitudinal NLP models for capturing changes
in language use and other online behavior over time as proxies for assessing
mental well-being. Moreover, our model predicts the direction of change to
positive or negative emotion, and the influence of peers on the user mood
has been explored.

• We have provided interpretable summaries of these findings that can be
used by health experts and individuals and work on possible medical inter-
ventions together with clinical experts.

• We have built a user model to identify normal states and anomalies for
individuals by considering changes in their emotional, network interaction
style, and language use over time. This will be achieved by proposing a
novel technique employing BERT’s Users embeddings to cluster users.

1.4 Thesis Outline
This thesis consists of eight chapters that are summarised as follows:
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Chapter 2 provides a literature review exploring the concept of user emotion,
modeling user emotion, and user modeling in addition to methods to monitor
emotions and model users using the text approaches.

Chapter 3 introduces the Mental health social network dataset, explores the
network’s details, and proposes a detailed analysis.

Chapter 4 explores the classification of emotion based on text data using
a range of deep learning classifiers. Furthermore, a state-of-the-art pre-trained
Language model is devised to model social network users’ emotions as it improves
performance by understanding the language.

Chapter 5 of this thesis investigates the fusing of Multi-feature with Language
models to improve the classification of emotion based on unstructured social
media text. This approach helps to reduce the traditionally challenging of social
networks dataset to train the language models.

Chapter 6 explores the modeling temporal Dynamics of users and predicting
change in mental wellbeing based on their activities in the network.

Chapter 7 investigates the potential of modeling mental health networks by
exploring the use of unsupervised learning in addition to language models.

Chapter 8 concludes the work with a summary of each contribution and for-
mulates future researchs.
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Chapter 2

Literature Review

The following chapter will review the related work regarding the modelling users
of social network starting with modelling emotion from social network, followed
by modelling the change of emotion, then reviewing advances in modelling users
of social network.

2.1 User emotions
It is most likely that there is no specific definition of emotion. Kleinginna [116]
suggests a definition with a rather broad consensus: ’Emotions describe a com-
plex set of interactions between subjective and objective variables that are me-
diated by neural and hormonal systems, which can (a) give rise to affective
experiences of emotional valence (pleasure-displeasure) and emotional arousal
(high-low activation/calming-arousing); (b) generate cognitive processes such as
emotionally relevant perceptual affect, appraisals, labeling processes; (c) activate
widespread psychological and physiological changes to the arousing conditions;
and (d) motivate behavior that is often but not always expressive,) goal-directed
and adaptive’ [116]. Accordingly, Panksepp [168] suggested the following defini-
tion: ’Emotions are the psych-neural processes that are influential in controlling
the vigor and patterning of actions in the dynamic flow of intense behavioral
interchanges.’ This definition seems more comprehensive to important aspects of
emotional systems, such as how emotions create subjectively experienced feelings
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and how they control personality dimensions.
Emotion considered one of the most complicated and attractive human behav-

ior. It has an infrastructure that includes neural systems dedicated to emotion
processes, at least in part, motivates cognition and action and recruits response
systems [103]. Therefore, it has attracted many studies from different aspects
such as the emotion mechanisms, expression of emotions, and emotions recogni-
tion [103]. Identifying what emotion is and how emotion is generated is mainly a
research area in psychology and neural science. Thus, this thesis will not review
the details on this area of emotion. However, emerging of Affective Computing,
which is the field of creation and interaction with machine systems that sense,
recognize, respond to, and influence emotions [176], made several researchers from
different computer science areas interested more and more in emotions, especially
in Natural Language Processing (NLP), and Human-Computer Interaction.

There are several related terms to emotion, such as moods, feelings, and ef-
fects. The terms mood and affect are found in literature and associated with
emotion. Sometimes it is confusing to one who is not an expert in the emotion
field. I find it worth briefly mentioning how we deal with the term in the rest
of this thesis. Some authors consider feelings a general category that includes
attitude, emotions, moods, and other affective states. Affects are subjective ex-
perienced emotional feelings that are difficult to describe but have been linked to
bodily states such as homeostatic drives (hunger and thirst), and external stimuli
(visual, auditory, taste, touch, smell) [169]. Affect, then, is the experience or
feeling of emotion. The terms affect and emotion has been used interchangeably
within the professional literature. For example, the words’ affect’ and’ emotion’
are used interchangeably in [52]: ”Sin 2: Affect is subcortical. There is a ten-
dency among some investigators to regard emotions as largely subcortical and to
sometimes also assume that cognitions are cortical.” [52].

Mood is defined as ’transient episodes of feeling or affects’ [237]. There is
an agreement in research literatures that the deferent between them is mood
lasts longer than emotions [194] [237] [144]. Additionally, it has been reported
that mood generally has low intensity and shows little response synchronization
[194]. Mood has symptoms that patients may report, such as depression [102].
However, mood can be characterized by positive and negative moods shared by
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emotion. Generally, this thesis does not specialize in defining emotions or their
related mechanism in neurosciences as it’s not the main subject of my research.
Therefore, I want to raise a question: does distinguishing affect, mood, and
emotion make any sense for my work. In brief, fundamental valence (positive
and negative ) is the crucial characteristic shared by emotion, mood, and affect
[225]. Therefore, I will go with the idea that ’The term emotion exemplifies the
”umbrella” concept that includes affective, cognitive, behavioral, expressive and
physiological changes’ [225] for the rest of this thesis. Also, the term mental
health will be used in exchange for emotion, as mental health includes mood,
emotion, affect, and feeling.

2.1.1 Emotion modelling

Emotion modeling is representing of emotion. Therefore, emotion models are
used to define how to describe emotion. Two fundamental viewpoints guided
forms of expressing emotion in literature [148]: emotions are considered discrete
and fundamentally different constructs as the first viewpoint, and emotions are
characterized on a dimensional basis in a combination of two or three dimensions
as the second point of view. Depending on these views, we have two different
emotion models: The first category is discrete emotional models (DEM), The
second category is affective dimensional models (ADM).

Discrete emotional models rely on Categorical descriptions of emotion theorize
that there is a set of independent “basic” emotions. For example, James [104]
identified fear, grief, love, and rage as basic emotions. Ekman et al. identified six
basic emotions: Anger, Disgust, Fear, Happiness, Sadness, Surprise [64]. Orthony,
Clore, and Collins (OCC) model is proposed by Ortony et al. [165] based on the
theory of appraisal, which stated that emotion arose from individual perceiving
of events. They added 16 emotions to the emotions Ekman suggested as basic:
relief, envy, reproach, self-reproach, appreciation, shame, pity, disappointment,
admiration, hope, fears-confirmed, grief, gratification, gloating, like, and dislike
[165]. In total, they classified emotions to 22 types according to the degree of
intensity of how humans perceive events [165]. Polarity classifying sentiment as
positive, negative, and neutral is also applied as a discrete emotion model [112]
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[229].
Dimensional emotion models assume that emotions are not independent and

can be placed in a spatial set of values. Thus, they map emotion into a contin-
uous spectrum. one of these representative models is proposed by Russell [191],
which adopts the concept of Valence and Arousal, Arousal differentiating emo-
tions by Activation and Deactivation. In contrast, Valence determines emotions
by Pleasantness and Unpleasantness Figure 2.1. Another model presents emotion
in 3 dimensions: Pleasure-Arousal Dominance (PAD) emotional model [147]. In
addition to Arousal and Valence, as they represent how pleasant/unpleasant or
active/inactive an emotion is, respectively, the third dimension of Dominance
describes the degree to which experiencers had control over their emotions.

Figure 2.1: The model of Emotion by Russell [191]

Due to its simplicity, the categories models have been widely used for emotion
classification in computational approaches [35]. However, compared with dimen-
sional models, emotional categories models may not cover all emotions sufficiently
because they are limited in categories, whereas dimensional models can capture
wider emotion concepts that differ only slightly. However, a dimensional emo-
tion model can be recommended for measuring the similarity between affective
states [4]. As the dataset used by this project is labeled as discrete labels, and
this thesis is not interested in measuring the similarity of emotions, will utilize a
discrete emotion model.
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2.1.2 Modelling user emotion from the text

According to [194], to measure the emotion, we need to measure:

• Changes in the evaluation process of the central nervous system.

• Response patterns in neuroendocrine, autonomic, and somatic nervous sys-
tems.

• Motivational changes derived from the appraisal result in a particular ac-
tion.

• Facial and voice expression patterns and body movements.

• The nature of the feeling state of subjective experience reflects the changes
of all these components.

This comprehensive emotional measurement is unlikely to become standard
procedure [194]. Nevertheless, researchers in the different subjects used some
of these measures. First, the first three measures regard Neurocognitive and
Neurolinguistics. While computer science researchers mostly use the last two
measures.

As it is possible to measure the emotion based on behaviour [194], and with the
emerging field of human-computer, research in automatic emotion recognition has
been attracted to extract or detect emotion (modelling emotions ) on parts from
people behaviour, including: text [242], audio [117], visual [108], and physiological
data [201]. They aim to develop machines that can detect users’ emotions and
express different kinds of emotions.

Earlier research proved that emotions could be sensed in text-based computer-
mediated communication [217] [90] [85]. Emotion appears to be detectable lin-
guistically in text-based communication via word choice, word count, punctua-
tion, and timing [217]. Experience of sadness in text-based CMC is related to
fewer words, more disagreement, and slower response times than happiness [90].
There is numerous literature available in modeling emotion from the text. This
thesis will focus on modeling emotion from the text. Therefore, another method
will not be reviewed.
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Many researches has been conducted to enable machines detect and under-
stand human emotion states from user generated text. Linguistically observed
patterns prove to be effective hints for emotion. For example, the incidence
of abnormal language in writing of highly scored depression students was ob-
served by psychologists and they found that students had more frequent usage of
first person singular pronouns and more frequently expressed negative emotion
words [47] [190]. In another case, it has been founded that people can observe
diagnostic information on a wide range of psychiatric disorders used online, such
as depression and post traumatic stress disorder (PTSD) [10] [190]. Moreover, the
differences in language practitioners between disordered and control groups on
social media have been noticed by applying language-analysis methods to social
media data [183].

Social media and emotion modelling
Online social media are Internet-based services that enable express and ex-

change thoughts between people, recording and sharing their details of daily
life, and making relationships [109]. There are various forms of social media
like social networking (Facebook and LinkedIn), microblogging (Twitter), social
search (Google and Ask.com), photo sharing (Flickr and Instagram), video shar-
ing (YouTube), instant messaging (Skype and WhatsApp) and social gaming
(World of Warcraft) [7]. With the revolution of internet and advances in technol-
ogy and mobile phone, users of social media increased dramatically. Recently, it
have been showed that over 3.6 billion people were using social media worldwide,
a number projected to increase to almost 4.41 billion in 2025, and the average
time a person spends on social media a day is 2 hours 24 minutes [62]. Conse-
quently, huge data has been available which provides opportunities to observe
people health problems on a large scale by studying people’s thinking, emotions,
concerns, activities and socialization based on user-generated data on social me-
dia [58] [54] [99] [198].

It is claimed that passively browsing others’ photo of vacations might have
triggered envy and loneliness [120]. Whilst social relationships are an important
source of emotional support, they can also be stressful. A systematic review [25]
of social media use in adolescents highlighted potential harms such as social iso-
lation, depression and cyber-bullying. Potential negative effects on people using
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social media for healthcare have also been raised, including loss of privacy and be-
ing targeted for advertising [204]. In the other side, emerging research has begun
to examine how social media can be used to improve people’s mental wellbe-
ing. Several studies have demonstrated the effectiveness of online social support
for mental health through randomized controlled trials, where participants were
recruited to engage with purpose-built social technology platforms. One study
showed that after 3-weeks of use, participants, especially those with depression
symptoms, reported a significant improvement in depression [161]. A 12-week
study found a positive effect of online support groups and automated depression
training programs in reducing depressive symptoms [81].

Use of social media as a tool for (mental) health monitoring
With the pervasiveness of social media, social media is used as key health in-

formation source. This provides opportunities to learn more about health prob-
lems on a large scale. A growing number of people are now describing their
healthcare experience platforms such as Facebook and Twitter. The increasing
availability of patients’ accounts of their health online in a public forum presents
an unprecedented opportunity to gather new forms of health data and to advance
the patient-centred care agenda such as sleep issues [146], eating disorders [41],
and smoking cessation [48]. Moreover, Twitter has been used to automatically
measure the incidence of a set of health conditions [180]. Chunara et al analyzed
cholera-related tweets published during the first 100 days of the 2010 Haitian
cholera outbreak [46]. Posts were used to looking for regular language patterns
to detect potential suicide attempts [9]. As well as food consumption and di-
etary choices have been investigated based on social media data [57]. A large-
scale linguistic analysis on tweets has been done to the posts from top 100 the
most populous counties in the U.S., and indicated significant correlation between
Twitter information and health statistics, such as ingestion of healthy foods and
obesity [51].

Regarding digital mental health monitoring, social media has been examined
as a new tool for mental health measurement and surveillance [54], stress [131],
and the severity of mental illness [40]. A ground body of research that detect
and modelling mental health and mood from social networking text. A recent
review by Chancellor and de Choudhury [39] highlighted the works has been
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done in mental health and it has been found that the number of studies using
social networking: Twitter (30/75), Sina Weibo (13), Reddit (13), Facebook (6),
Instagram (4), Tumblr (3), and ReachOut (2). Single papers inspect Flickr, PTT,
mixi, LiveJournal, and TOBYO Toshoshitsu [39].

Behavioural and linguistic cues from social media data have been used by
researchers to predict the presence of emotion and psychosocial disorders [21].
De Choudhury et al. [56] [55] utilized signals of social activity, emotion, and
language from Twitter to propose analysis of population depression. Statistical
methodology in a prediction framework was developed to derive different markers
of shifts to suicidal ideation from modelling user of Reddit, Inc data [57]. The
frequency of determiner my and me’s use was used as a marker for depression in
Twitter, Inc messages [162]. Machine learning in combination with clinical ap-
praisals was utilised to proposed a method that identifying social media markers
of schizophrenia [26].

Now, we can find an enormous experience and feeling states published by
users in every social network. However, due to the vast amount of data generated
by the different users in different times, detecting emotions and feeling from
social networking is very challenging. Therefore, automatically detecting the
emotion from text is crucial to save time and effort and take advantage of the
huge data available in social network. Consequently, researchers have started
investigating and developing approaches that can and can effectively detect and
classify emotion, and they proved the effectiveness of these approaches.

Sentiment analysis a common approach to quantify people’s attitudes by ap-
plies natural language processing (NLP) and text analysis. It is identifying the
opinion or sentiment polarity of user towards some topics [133]. Applying senti-
ment analysis techniques in social media can detect health issues like adverse drug
reactions [118] and predict the user feeling on political issues like election [223].

Sentiment analysis and text emotion recognition are closely related. Sentiment
analysis is goal-oriented and aims to determine opinions or attitudes about topics
or entities (such as products, movies). On the other hand, emotion recognition
focuses on recognizing the emotion expressed in the text or caused by the text and
does not depend on a specific objective [255]. In fact, there is relationship between
these two terms emotion and sentiment. Moreover, emotions and sentiments
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can express experiences that be caused by the biological, the cognitive, and the
social [255]. Stating the attitude of someone towards a particular target or topic
can be the sentiment in general. Moreover, defining the polarity of a piece of
text is the common aim of the sentiment analysis as a binary classification or as
positive, negative, or neutral classification. In either case, emotional analysis will
be considered as a comprehensive term of sentiment analysis. In overall, there
is similarity in modelling sentiment analysis and emotion analysis in the NLP
works. However, due to the complexity emotion representation models, there
is minority of emotion analysis works compared to sentiment analysis which is
polarity-based. Both terms (sentiment analysis and emotion analysis) will be
used interchangeably in this thesis when there is no ambiguity.

Emotion detection (analysis, extraction, modelling) from the text can be done
mainly at various levels: from words level (Aspect-level or features level); from
sentences level (chat messages, post, and tweets) and from a whole document
level. Even more, streams of texts such as tweets mentioning an entity over time.

At aspect-level classification, which is also also called feature-based level or
entity-based sentiment analysis, features or aspects in a sentence (which is a user-
generated review of an entity) is identified and then the emotion is determined
regarding the features as positive or negative. At Sentence-level emotion such
as positive, negative, or sad, happy is assigned to whole sentences. Summing
the polarities of the words of the sentence can not considered as the emotion of a
sentence but using models which can learn from labelled training data. Moreover,
models use sentences’ low-dimensional vector representations to represent the
text. At document level, such as data comes from product reviews, and news
comments, the emotion state assigned to the whole document as one unit. Some
literature extract emotion and sentiment in level of streams of documents and
tweets. Their aim is to detect aggregate trends in emotions over time. For
example, Fraser, et al [71] analysed emotions in the tweets that mentioned a
hitch-hiking Canadian robot. This thesis mainly focus on sentence level emotion
analysis. Hence related works in sentence-level emotion analysis will be will
specifically be introduced.

Emotion Resources
There are two common types of data resources for emotion analysis in text:
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word-emotion lexicons and text corpora (datasets).
Emotion lexicons
Word-emotion lexicons were baseline for text-based emotion modelling meth-

ods. Emotion lexicons provide label or rating to individual words depending
on the type of emotion model either categorical or dimensional. Either man-
ual annotation or automatic annotation can do obtained the value for words..
Manual annotation for emotion effected word can be done by crowdsource or by
researchers. Below are some most used manual annotated emotion lexicons.

• General Inquirer (GI) [207]: considered to be the first sentiment lexicons in
English and contain 3,600 English terms annotated for associations.

• The Affective Norms for English Words (ANEW) [30]: valence, arousal,
and dominance annotation for 1,000 English words.

• Multi-perspective Question Answering (MPQA) Subjectivity Lexicon [240]:
contain 8,000 English terms classified by valence to strongly positive, weakly
positive, strongly negative and weakly negative.

• AFINN [164]: This lexicon consists of 2,500 English terms rated for valence
between -5 (most negative) to +5 (most positive).

• Linguistic Inquiry and Word Count (LIWC) [173]: consist of 1,400 En-
glish terms manually annotated to the affect categories: positive emotion,
negative emotion, anxiety, anger, and sadness.

• NRC Emotion Lexicon (EmoLex) [160]: was the first crowd sourcing an-
notated emotion lexicon and it is contain14k English terms annotated by
Amazon’s Mechanical Turk. Each word has ten binary scores (0 or 1) indi-
cating no association or association with anger, anticipation, disgust, fear,
joy, sadness, surprise, trust, positive and negative.

• NRC Valence, Arousal, and Dominance Lexicon (NRC-VAD) [155]: it is
crowdsourced emotion lexicons that include 20K English words and their
valence, arousal, and dominance scores between 0 and 1.
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• NRC Emotion Intensity Lexicon [156]: researchers annotated 10K English
words for intensity scores corresponding to eight basic emotions including
anger, anticipation, disgust, fear, joy, sadness, surprise, and trust.

Manually annotated Emotion lexicons is simple and effective to analyse emo-
tion in text and it is used by many machine learning systems. If the training data
is quite small, researchers use them to improve the accuracy of the prediction.
However, it is costly in time and resources and limited in words entries. Thus,
automatic annotation approaches to emotion lexicons have been considered.

Automatic annotation methods for sentiment lexicons manly rely on three
basic methods: label propagation method, a large lexical resource method, and
set of seed terms method.

In propagation methods, sentiment information propagated from a seed word
to lexical resource other terms. For example, Mohammad et al. [160] used a
simple word–seed co-occurrence in text to propagation. It is common to produce
a word graph and then label propagation using graph-propagation algorithms in a
semantic network like SENTIWORDNET 3.0 [19]. Hamilton et al [88] combined
domain-specific word embeddings with a label propagation framework to induce
sentiment lexicons using small sets of seed words.

The second approach relies on using commonly lexical resources such as Word-
Net [94], or text corpora such as collections of tweets [160] [2] to create a dense
vector for the word. Then regression model or a classifier is used to mapping this
vector to emotion value. Recently, word embeddings (word vectors generated
from large text corpora) have been used as a primary lexical resource [68].

The third approach of automatic methods depend on seed words that are al-
ready labelled either manually or through existing manually created sentiment
lexicons. By using statistical information, the target word will be labelled de-
pending on the relation with the seed word. For example, hashtags (angry, sad,
good, terrible, etc.) and emoticons (:), :() were used to determine and emotion
scores [160]. likewise, Mohammad and Kiritchenko [159] used Point-wise Mutual
Information (PMI) from twitter hashtags to annotate discrete emotion lexicon.

Here we also list some other popular resource for Emotion lexicons:

• WordNet [151]: an online English lexical database inspired by psycholin-
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guistic theories of human lexical memory. It groups verbs, nouns, adjec-
tives, and adverbs into sets of synonyms called synsets.

• WordNet-Affect [209]: a lexicon extend WordNet by annotating some of
WordNet synsets, words.

• EmoSenticNet [177]: extends WordNet-Affect by using fuzzy c-means clus-
tering and support-vector-machine classification to providing both emotion
labels and polarity scores for a large set of natural language concepts.

• DepecheMood [206]: lexicon of 37 thousand terms annotated with emotion
scores by regression and classification methods.

Text corpora
The requirement of large text corpora or datasets increased recently with the

rise of machine learning and deep learning models to modeling emotion from
the text. Recently, the availability of enormous text data on the internet and
social media makes the existence of the dataset easier for researchers. However,
building a large dataset is still a challenging task. A labelled corpus is essential to
quality and accuracy of machine learning models, especially deep learning models.
There is an increasing demand for the labelled dataset with the improving of deep
learning methods and increasing of text data. As well as annotation of emotion
lexicons, annotation of text corpora can be divided into three forms: manual
annotation by experts or crowd-sourcing, semi-automatic and automatic In the
first category is manual annotation, earlier work by Scherer and Wallbott [195]
generated a labelled dataset from collection of sentences from questionnaires.
Strapparava, Mihalcea [208] provided a labelled dataset with 1,250 news headlines
from major newspapers such as New York Times, CNN, and BBC News, and
from the Google News search engine. This dataset focuses on the classification of
emotions and valence (emotion polarity) and labeled with the six Ekman emotion
labels. Roberts et al. [187] annotated around 3,500 tweets manually for 7 emotions
(anger, disgust, fear, joy, love, sadness and surprise) for 14 topics which they
believe should include emotional tweets. Schuff et al. [196] annotated the SemEval
2016 Stance Data set [157] with emotion annotation by six annotators. 15,553
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tweets with 28 emotions have been annotated by crowdsourcing through Amazon
Mechanical Turk (AMT) [129].

The second and third category of building emotion datasets has been done
though semi-automatic or automatic methods. Statistical and machine learning
models have been used with text witch generally contains evidence for emotion
categories. For example, labelling Twitter messages automatically through hash-
tags and emoticons [91]. An example of a semi-automatic approach is the work
of Li et al. [127]. They produced an emotion corpus from micro-blogs through
a three-stage method. They started with verifying hashtags automatically by a
lexicon-based voting approach. Then, they used an SVM classifier to select the
data with natural labels, and professional annotators annotated the remaining
parts. Below are some of the annotated datasets that are available for research
purposes.

• ISEAR Dataset [195]: dataset consisted of 7665 sentences labeled with emo-
tions (joy, sadness, fear, anger, guilt, disgust, and shame) through question-
naires.

• SemEval “Affective Text” [208]: dataset contains 1250 labelled text from
Arabic and English news headlines.

• IMDB [138]: dataset consisted of movie reviews labelled on a scale of 1–10.

• SSTb (Stanford Sentiment Treebank) [205]: dataset consisted of labelled
reviews in 5 classes for multi-class classification.

• Yelp 2014 [15]: dataset consisted restaurant review labelled on a scale of
1–5 derived from Yelp Dataset Challenge.

• Emotion-Stimulus [75]: dataset consisted of 1594 sentences labelled with
Ekman’s basic emotion categories.

• EMOBANK [33]: dataset of 10k English sentences annotated with dimen-
sional emotion in the Valence-Arousal Dominance (VAD) model.
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• WASSA-2017 [158]: datasets consisted of tweets annotated for anger, fear,
joy, and sadness emotions. the data were used for the WASSA-2017 shared
task on detecting the intensity of emotion.

• DailyDialog [128]: manually labelled dataset with emotion information. It
consisted of a total of 13118 sentences from daily communication dialogs
annotated for neutral, anger, disgust, fear, happiness, sadness, surprise
emotions labels.

Generally, the manual annotation dataset approach seems to have higher qual-
ity than automatic or semi-automatic methods. However, it is considered a time
and effort-consuming method and seems to be limited scale. Moreover, it is not
taking advantage of the huge text data available recently. However, the automatic
method enables researchers to consider big datasets from social networking and
another resource, which seems to increase the corpus’s noise.On the other hand,
both manually annotated and automatic annotated dataset seem to have lack of
quality as the label is assigned by an annotator or automatic method which de-
signed by annotator and both could wrongly decide what the writer feeling. This
is a notable gap in the datasets that used by researchers in this area. Scherer
believes that letting users report their feelings is the best way to reflect mental
changes [194]. Consequently, the quality of training machine learning models will
increase and will classify the text with more accuracy. Existing of huge dataset
with self-labels of writers themselves is a gap in this field. This thesis will fill
the gap by using a new dataset with millions of labelled posts. Moreover, this
dataset is labelled by certain emotion labels, and this is an advantage as giving
users certain emotion labels better than let them express in their words [194].

Emotion recognition from the text approaches
The general categorization for emotion analysis approaches presented in lit-

erature is: knowledge-based techniques, statistical techniques, and hybrid ap-
proaches [245].

knowledge-based techniques
Emotion analysis’s early methods were based on predefined knowledge, and

it can be categorized into two classes: keyword-based method and rule-based
models.
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In the keyword-based method, the sentence is classified into effect emotion
based on emotion words like ’happy’, ’sad’, ’angry, and ’good’. These words
are predefined in emotion lexicons such as WordNet [151], WordNet-Affect [209],
EmoSenticNet [177], DepecheMood [206]. For example, Strapparava and Mi-
halcea [208] used WordNet-Affect lexicon to classify the text by inspecting the
attendance of emotion words. Then the score of the frequency of the words is
computed. The emotion words might be assigned to the emotion category by
computing every word’s intensity and taking the category with the highest inten-
sity level as the final emotion label [206]. However, this straightforward approach
depends on the context, and consequently, it leads to inaccuracies in the classi-
fication. For instance, if we have a sentence like ’I am happy because I see my
teacher’, the sentence will be labelled by ’happy’ emotion. As well as the sentence
’I should be happy to see my teacher, but I am not will be labelled with the same
emotion.

In rule-based models, emotions will be analysed based on the presence of man-
ually defined logical rules, or linguistic patterns. For example, [43] developed a
rule-based system based on linguistic features, using WordNet, SentiWordNet,
and WordNet-Affect lexical resources to analyze news headlines’ emotions. The
authors also aimed to identify the expression that carries the title’s main topic and
make it weigh more. Another work by Ma et al. defined the emotional content
of online textual messages based on the role of a verb in a sentence [137]. the au-
thors used the word spotting technique to decide the emotion of the basic phrase
type, and then the extracted emotion category is transferred to the upper layer
phrase. However, this approach is considered consumer to time and computing
during the rule definition process and is hard to generalize.Generally speaking,
knowledge-based techniques need a comprehensive knowledge base that encom-
passes human knowledge. Consequently, it is hard for the machine to define the
emotion associated with natural language. Furthermore, this method is affected
by the limitation of keywords, the ambiguity of keywords, and the lack of linguis-
tic information. Therefore, another limitation of knowledge-based approaches lies
in the need for a reasonable number of predefined emotion categories. With the
vast amounts of data we currently have, the need for a more intelligent system
and not consuming time and predefined rules is increased. Thus, statistical and
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machine learning techniques is developed.
Statistical techniques
Statistical emotion recognition techniques is designed to learn from the data.

Most of the statistical emotion methods are essentially machine learning methods.
Machine learning systems learn a model from given some text and associated true
emotion labels, and then the model predicts the emotion label of new previously
unseen text. To assess the model’s performance, the accuracy on a held-out test
set for which emotion labels are available as well is measured. Basic machine
learning-based approaches can be categorized into two methods unsupervised
machine learning [251] and supervised learning, including Support Vector Ma-
chine (SVM) [54], Naïve Bayes (NB) [241], Maximum Entropy (ME), Random
Forests [212], and regression [254]. However, according to a recent review by [245]
the supervised learning method is mainly used by text-based emotion analysis re-
searchers. Deep learning approaches will be discussed in the next section.

Figure 2.2: Illustration for basic machine learning approach

The procedure of classical machine learning-based approach shown in Figure
2.2. In this approach, given some text and associated true emotion labels, the
basic framework starting from pre-processes input text. The pre-processing steps
may include tokenization, stop words removal and lemmatization. Then the text
will be converted into a feature vector representation, such as the Bag-of-Word
(BOW) features (frequency of occurrence of each word), the Part-of-Speech (POS)
features (labelling each word with parts of speech such as nouns, adverbs, verbs,

23



2. Literature Review

adjectives, etc.) [167], the n-gram features (combination of a contiguous sequence
of n words in the input text) [167]. Vectors can be a series of 0s and 1s or a series
of real-valued numbers. In the initial researches representation, the sentences
converted by hand-engineered vectors, such as, the presence of the word as a
positive term in the sentiment lexicon, the presence a negation followed by of the
positive word, the frequency of positive words in a sentence, and so on. Most
of the vectors is represented by collection of zeroes and a few non-zero integer
values since most of features were binary and sparse. Given the feature set and
emotion labels, the system will be trained to produce an optimal hyperplane that
can classify emotions. SVM has been proved to be the most effective algorithm
on text-based emotion categorization tasks and robust on large feature space
[115]. However, feature engineering and feature extraction are time-consuming
processes in addition to the lack of ability to generalize well for other domains
or areas. Hence, deep learning is introduced and will be reviewed in the next
section. Due to the need for these approaches to huge of data to sufficiently
train themselves in machine learning approaches, researchers observed hybrid
approaches that combine knowledge-based techniques and statistical techniques
to emotion recognition.

Hybrid approaches
Combination of machine learning models and knowledge-based techniques to

model emotion from the text has been proposed and applied by researchers. For
example, the joint use of knowledge bases from lexical resources and machine
learning has been conducted by [31]. Gievska et al. [76] combined a lexicon of
emotion words related to Ekman’s six basic emotions and several classification
algorithms, including naïve Bayes, SVM, and decision trees. He found that the
lexicon approach improves when it is a combined SVM classifier and provides the
best results. Due to resolve polarity disambiguation in contextual concept, Xia
et al. [244] used SenticNet as a Knowledge approach and a Bayesian model.

2.1.3 Deep learning in text processing

Due to the challenges in traditional approaches of text-based emotion analysis
such as the lack of generalization for other domains and time-consuming and
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tedious process of using handcrafted features, deep learning models have been
applied recently. Deep learning automatically creates the required features for
the classification process, in contrast with traditional machine learning models
which need feature extraction process. Additionally, the recent rapid growth of
available text shows that there is an increasing demand to methods other than
traditional machine learning models to extract emotion effectively. At the same
time, deep learning models outperform the machine learning approaches in fields
that have massive features with large datasets like Computer Vision [110] and
Speech Recognition [80]. Moreover, statistical text classifiers need a sufficiently
large text input like a page- or paragraph-level to classify well as it is need features
extractions and can not work individually. Hence, smaller text units such as
sentences, or posts will be not classified appropriately. However, non-linear and
complex patterns in the data can be learned effectively with architecture of deep
learning which is multiple layers. Thus, I believe deep learning models improved
performance more than traditional machine learning models, and this thesis will
continue the work and utilise the state of the art deep learning models to the
text based emotion modelling. Furthermore, deep learning take advantage of
increasing of available computation and data as it does not need much engineering
by hand.

Deep learning model is a machine learning model that a hierarchy of concepts
is applied to learn from experience and historical data by where each concept is
defined in terms of its relation to simpler concepts which learning complicated
concepts by building them based on simpler ones [125]. Deep learning made up of
artificial neural networks having multiple hidden layers between the input layer
and the output layer. The back-propagation algorithm is used in deep learning
to change its internal parameters that are used to compute the representation
in each layer from the representation in the previous layer. In NLP domain,
deep learning has produced extremely promising results for various tasks such as
question answering [28], language translation [105] and sentiment analysis [245].
Deep learning is one of the fastest-growing areas, this section provides overview to
some of the state of the art deep learning models that have been used in emotion
modelling from the text.

Word embedding
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In NLP, when the input is a text, words and sentences are represented using
a real-valued vectors. These continuous word vectors called word embeddings. It
is depending on the hypothesis that the word occur in similar context will have
similar meaning. Thus, words that are closer in the vector space are expected to
be similar in meaning. One-hot encoding technique to represent the word is not
able to capture the relationship between words. Thus, word embedding become
a trend as it can capture the semantic and syntactic representation of word and
it has capability to represent the relation of a word with other words. Conse-
quently, the accuracy of modelling the word will be increased. Word2vec [149]
is a technique of NLP uses a neural network models to learn word embeddings
from a large corpus of text. Two main learning algorithms in word2vec to obtain
the word embedding: continuous bag-of-words (predicts the current word from
surrounding context words) and continuous skip-gram (predicts the surrounding
context words from the current word) [149]. Basically, mapping the words to a
word matrix and words converted to vectors in an n-dimensional vector space.
Global Vectors (GloVe) [174] as well is an unsupervised learning model to gen-
erate vector representations for words. It is trained in parallel thus it is trained
quickly on more data. Char2vec [36] is a model generate embedding associated
with each character of a word instead of learning the embedding of the full word.

Convolutional neural networks (CNNs)

Figure 2.3: CNN architecture
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CNN is a neural network initially used in Computer vision. It is depend in
the math operation of a discrete convolution to filtering the feature map and
that where the name come from. The architecture of a typical CNN is structured
as Three main types of layers: Convolutional Layer, Pooling Layer, and Fully-
Connected Layer, these layers stacked to form a full CNN architecture (Figure
2.3).

In more detail, In the convolutional layer, the input will be convolved and
passed the result to the next layer. Convolutional layer contains feature maps of
organized unites. units arranged in 3 dimensions: width, height, depth. Each unit
is connected to local patches in the feature maps of the previous layer through
a set of weights called a filter bank. ReLU activation function used to pass this
local weighted sum. The filter bank is shared between all units in a feature map
to enable the same convolution to be used to find the result, allowing filters that
are invariant across the time dimension to be learned. Basically, the convolutional
layer detect local conjunctions of features from the previous layer.

Pooling layers reduce the dimensions of data by merging semantically similar
features into one. Pooling could be local pooling (a sliding window aggregates
the feature map reducing it by length) or global pooling (acts on all the neurons
of the feature map resulting in a single value). There are tow types of pooling
functions: Average Pooling: Calculate the average value for each patch on the
feature map and Maximum Pooling (or Max Pooling): takes the maximum value
for each patch of the feature map. It is hard to manually choose the optimal
pooling type; it is determined based on the empirical performance. In addition
to pooling layers, normalisation layers can be used to help a network converge
quicker.

Moreover, Two or three stages of convolution, non-linearity and pooling are
stacked, followed by more convolutional and fully-connected layers. The final
output layer would have one dimension all the features map will be reduced to a
single vector of class scores.

CNNs have been used recently used by researchers in the field of sentiment
analysis. Convolutional neural networks used to extract from character to sen-
tence level features to predict sentiment analysis of short text [61]. Sentence
classification using one-layer CNN has been discussed in the work of Zhang and
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Wallace [260]. The authors explored how the performance of a model can be af-
fected by changing its configuration (hyperparameters, filter size, regularization
parameters, etc.). Convolutional neural networks also proposed the task of senti-
ment classification and the authors did experiments with three datasets and they
show that employing consecutive convolutional layers is effective for relatively
longer text [113]. Jianqiang et al. used a word embeddings with n-grams features
and word sentiment polarity score features as feature set integrated into a deep
convolution neural network for training and predicting sentiment classification
labels of Twitter dataset [106].

Recurrent neural networks (RNNs)
RNN is used for modelling the sequential data. RNN considers the time

factor for processing the elements in a sequence. The term “recurrent” based
on performing the same computation over each token of the sequence and each
time step the results of previous hidden state is an input to the next time step.
Basically, a sequence is represented by a fixed-size vector by feeding tokens one by
one to a recurrent unit [106]. Meaning, a “memory” over previous computations
is presented in RNN to use it in current processing. RNNs increasingly become
a popular for NLP tasks in recent years such as speech recognition [80], language
modeling [150], machine translation [213]. In the area of text classification like
emotion analysis, RNNs is popular more than CNNs in these areas due to its
ability to capture the inherent sequential nature present in text, ability to model
variable length of text and modeling such context dependencies in language and
similar sequence modeling tasks [252].

Figure 2.4: RNN architecture [252]
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The architecture of RNN is illustrated in Figure 2.4 which is connected mul-
tiple copies of RNN, and they communicate by passing information from one
state to another. If we consider xt as the input to the network at time step t,
st represents the hidden state at the same time step, function f is a non-linear
transformation such as tanh, ReLU and U ,V ,W signifies shared weights across
time, the current state is computed by using the previous state value and the
current input based as on the equation [252]:

st = f(Uxt +W st−1) (2.1)

However, long-distance correlations in a sequence is difficult to be modelled with
RNN because components of the gradient vector can grow or decay exponentially
over long sequence [97]. This problem called exploding or vanishing gradients.
Therefore, other types of RNN networks such as long short-term memory (LSTM),
gated recurrent units (GRUs) used to overcome this problem.

Bidirectional RNNs
Bidirectional RNNs [197] are accomplished by running two RNNs, a left and

a right networks allow to predict over a sequence with both the forward context
and “backward” context. Every two RNNs together constitute a single bidirec-
tional layer. The output of the two RNNs, is joined to form a single output
vector either by summing the two vectors, concatenating, averaging, or another
method. Furthermore, this approach can be extended to other forms of recur-
rent networks such as bidirectional LSTMs (BiLSTM). In text-based emotion
modelling, there are many uses for this type of structure and have been stated
bidirectional networks outperform forward-only RNNs [42] [263].

Long short-term memory (LSTM)
LSTM was first introduced by [98] to solve the problem of vanishing gradients

of RNNs by having a memory cell that is able to preserve state over long periods
of time. The hidden state of LSTM memory unit is calculated by utilizing three
gates: input, forget and output gates. The architecture of LSTM is shown in
Figure 2.5 and represents forget gate as ft, input gate as it, output gate as
ot. ht−1 is previous state information and xt is the current input. The LSTM
transition functions are defined as follows: the forget gate controls how much
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is remembered from step to step by output a value of 0 or 1 where 0 signifies
completely forget, and 1 signifies completely keep:

ft = σ(Wf .[ht−1, xt] + bf ) (2.2)

The input gate decides the values to updated and then a tanh layer creates a
vector of values Ct:

it = σ(Wi.[ht−1, xt] + bi) (2.3)

Ct = tanh(Wc.[ht−1, xt] + bc) (2.4)

The old cell state is multiplied with forget gate to forget the data previously
determined and then it*Ct is added:

Ct = ft ∗ ct−1 + it ∗ Ct (2.5)

A sigmoid layer will be operated to decide the part of the cell state that will serve
as an output:

ot = σ(Wo.[ht−1, xt] + bo) (2.6)

Finally, the cell state is passed through a tanh layer to for restricting the value
between −1 and 1:

ht = ot ⊙ tanh(Ct) (2.7)

It is seem to be that LSTM is the most used deep learning model in the filed
text based emotion or sentiment analyses, either by only LSTM [235] [42] or with
combine it with other lyres of deep learning networks such as LSTM and CNN
[100] [92] [6], with multiplayer self-attention mechanism [24]. LSTM was utilized
for twitter sentiment prediction and authors proved the effectiveness of LSTM
to dealing with complex sentiment phrases such as negation expression [235].
Chatterjee et detected contextual emotions from textual dialogues and classified
into one of four emotion classes as happy, sad, angry, and others using the long
short term memory (LSTM) [42].

Gated recurrent units (GRUs)
A popular variant of RNN is GRU cells with simpler design and significantly
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Figure 2.5: LSTM architecture [245]

reduce the time required to train models. As shown in Figure 2.6, only two gates
(a reset gate to defines how much information (memory) needs to be kept for
the future and an update gate to defines how much past information the network
will forget) used in GRU rather than the three gates used by an LSTM. When
performance is equivalent between the LSTM and GRU, GRU is chosen because
it is uses fewer parameters. Furthermore, if the dataset is small, It has been
stated GRU models out-perform LSTM networks [107] [266].

Figure 2.6: LSTM (left) and GRU (right) cells [233]

Attention Mechanism
It is unrealistic to expect a fixed-size vector in RNN networks to encode
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all information in a piece of text whose length can potentially be very long.
Additionally, traditional RNN approaches capture irrelevant information in the
piece of information-rich text and all the words are treated in equal weight. Hence,
a recent trend in text classification inspired by the visual attention mechanism
found in humans has been introduced which is the attention mechanism [20]. It
is the process of focusing on certain parts of sequences or regions and ignore the
remaining ones during the learning. In text classification, instead of encoding the
full sentence, It decides which part of the text should be focused on. Moreover,
attention provides a score for each time step and specify which inputs were most
useful for the prediction. Thus, interpreting the output and inspecting the quality
of a network will be easier. As shown in Figure 2.7 attention represented by a
vector, often the outputs of dense layer through softmax function.

if we consider hi is the word and h′
i is the the word representation obtained

through the previous layer, the model calculate the similarity between them first:

simi = Hi′.HT (2.8)

then normalized by the softmax function to obtain the corresponding weight
coefficient ai:

ai =
esimi∑Lh

j=1 e
simj

(2.9)

Finally, a weighted summation operation is performed to obtain the Attention
value Ci:

Ci =

Lh∑
j=1

ai · hj (2.10)

There are two common attention mechanisms that produce state of the art
results in NLP tasks: Self-attention [132] and Multi-Head Self-Attention [228].
Self-attention first introduced by Lin et al. and sometimes called intra-attention
[132]. It is using additive attention to compute the score for each hidden state,
then using all the hidden states to produce attention vector. After that, the final
sentence vector is computed by several hops of attention are performed by using
a matrix of vectors instead of a single vector that relating different positions of a
single sequence and extract an attention matrix. Multi-Head Self-Attention will
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be reviewed in section of transformer.
In sentiment analysis field, Yuan et al proposed a domain attention model for

multi-domain sentiment analysis where the attention is the domain representation
and select the most domain-related features in each domain [253]. Yang et al.
proposed Feature-enhanced Attention Network to improve the performance of
target-dependent Sentiment classification [248].

Figure 2.7: Illustration of Attention Mechanism [44]

Memory networks (MenNN)
MenNN was introduced by Weston et.al as a network with a memory m which

is an array of vectors or an array of string indexed by Mi and four components
I, G, O and R [239]. Input Feature Map I: converts the incoming input to the
internal feature representation. generalization G: updates old memories given
the new input. output feature map O: produces a new output (in the feature
representation space), given the new input and the current memory state. re-
sponse R: converts the output into the response format desired such as a textual
response or an action. MenNN is extended by Sukhbaatar et al. to end-to-end
memory networks or MemN2N [210]. MemN2N use attention mechanism in its
memory to retrieve, thus enabling end-to-end training. MemN2N proposed good
performance in answer a specific question and model for language modeling [210].

Transfer Learning (TL)
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TL is a common approach in machine learning to overcome the problem of
lack of data [166]. TL is based on the ability to learn new tasks quickly relying
on similar tasks or domines by pre-training a model on a task which is similar
to the target task and transfer the learned knowledge to the target task. This
method gave rise to many successes in various domains of traditional machine
learning algorithms. In the text emotion modelling and classification, TL used
such as using unsupervised techniques for word embedding from a large corpus
of data and employing it for various supervised tasks. It is possible to improve
modelling emotion from the text by using a pre-trained model from a different
domain while training using few samples. A common challenge of this field as well
is lacking of labelled data for emotion classification, thus using transfer learning,
would improve the performance of learning.

Transformer Networks
Vaswani et al. proposed a novel model that achieving the state of the art

results in NLP tasks like the translation task and beating RNN and CNN networks
and they called it transformer [228]. Transformers completely relying entirely on
attention. It is the first model compute representations of its input and output
without using sequence aligned RNNs or convolution. It is use “multiheaded”
attention directly on the input embeddings Instead a memory of RNNs of previous
states and that improve the computation by performing it in parallel. Similarly,
transformer network improves the computation time by reduces the number of
steps required for prediction.

In particular, the attention function that has been used in transformer is
mapping a query and a set of key-value pairs to an output, where the query,
keys, values, and output are all vectors. As shown in Figure 2.8, in the Scaled
Dot-Product Attention, The input consists of queries and keys of dimension dK ,
and values of dimension dv. Where Q is a matrix of queries, K is matrix of keys
and values also packed together into matric V , the matrix of outputs computed
as:

Attention(Q,K, V ) = softmax

(
QKT

√
dk

)
V (2.11)

Instead of performing a single attention function, Multi-head attention performed
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Figure 2.8: (a) Scaled dot-product attention, (b) multi-head attention [228]

as shown in figure 6 and applied as:

MultiHead(Q,K, V ) = Concat(head1, ..., headh)W
o (2.12)

Where
headi = Attention(QWQ

i , KWK
i , V W V

i ) (2.13)

The parameters of all W matrices are projection matrices.
BERT: Pre-training of Deep Bidirectional Transformers
Building on the power of Transformers, recently, a popular state-of-the-art

model has arisen in text classification which is BERT model [59]. It has been
approved that BERT outperform other methods in NLP tasks [78]. BERT is a
transformer-based, masked language model that is generating deep word embed-
dings. It is bidirectionally trained thus it is capture left-to-right and right-to-left
contexts. The generated embeddings by BERT require very little fine-tuning
to perform NLP tasks such as entailment or question-answering. Recently, in
language representations, BERT has broken multiple performance records. Basi-
cally, there are two steps in its framework as shown in Figure 2.9: pre-training
and fine-tuning. The model is trained on unlabelled large corpus in the pre-
training phase and then in fine-tuning phase, the BERT model is first initialized
with the pre-trained parameters and then all the parameters are fine-tuned using
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labelled data for specific tasks.
The input token sequence to may be a single sentence or two sentences packed

together e.g., Question, Answer. The first token of every sequence is always a
special classification token ([CLS]). for pair of sentences, they separated with
a special token ([SEP]) and a learned embedding to every token is added to
indicating whether it belongs to sentence A or sentence B.

Figure 2.9: Pre-training and fine-tuning BERT [59]

The pretraining has been done by training BERT on the Masked Language
Modeling (MLM) and the Next Sentence Prediction (NSP) mechanisms. In MLM,
some percentage of the input tokens is masked at random using the “[MASK]”
token, and then, predict those masked tokens. In NSP, given two sentences A
and B, 50% of the time B is the actual next sentence that follows A (labeled as
IsNext), and 50% of the time B is a random sentence from the corpus (labeled as
NotNext) [59]. BERT was trained on 16GB texts from the BooksCorpus datasets
(800M words) [265] and the English Wikipedia (2,500M words).

The Fine-tuning phase is straightforward since the self-attention mechanism
in the Transformer allows BERT to model many downstream tasks. Basically,
For each task, just simply plug in the specific inputs and outputs into BERT and
fine-tune all the parameters.

There are two models of BERT, i.e., the BERT-base and BERT-large models.
The BERT-base model comprises 12-layered transformer encoder blocks with each
block containing 12-head self-attention layers and 768 hidden layers and produc-
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ing �110 million parameters in total. On the other hand, the BERT-large is made
up of 24-layered transformer encoder blocks with each block containing 24-head
self-attention layers and producing a total of �340�340 million parameters.

However the BERT ability to trains faster due to its bi-directional ability; it
is limited to monolingual classifications, and limited to the length of input sen-
tences. Thus, researchers developed variants model from BERT to overcome the
limitation of BERT. For example, The Generalized Autoregression Pre-training
for Language Understanding (XLNet), [250] which is eradicates the fixed-length
problem in BERT by using the positional encoding and recurrence mechanisms,
whereas BERT masks the data and tries to predict the masked data using a
bi-directional context. Similarly,A Robustly Optimized BERT Pretraining Ap-
proach (RoBERTa) [136] does not use the next sentence prediction task in the
training mechanism and can handle large tokenized sentences with a maximum
length of 512 words where each sentence is mapped to an embedding of 1024
floating points. Additionally, DistilBERT [216] a model is faster and lighter than
the original BERT by reducing the number of layers in the BERT-base model by
removes token embeddings.

BERT and its variants are being used actively in question answering (QA),
natural language inference (NLI), text summarization (TS), and other NLP tasks.
However, little attention has been seen in text based emotions modelling. Thus,
This thesis will fill the gap by shed light on the efficacy of the BERT models in
modelling emotions from social networking apps. There is no work has analyzed
the efficacy of BERT models on TalkLife dataset to the best of our knowledge.

2.2 Modeling temporal dynamics (emotion change)
Emotions are dynamic by nature. They vary over time and transition from one to
the next. As emotions are essentially responses or reactions to external stimuli,
understanding emotion changes might help understanding the external environ-
ment, such as what is happening to the speaker, or what triggers these emotions.
These demands motivate research aiming to detect emotion changes in time. Re-
search on extracting emotions from text has focused primarily on steady-state
emotion rather than on emotional transitions, the movement between emotion
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states. Can we predict if the user will change his/her emotion.
During social interactions, people do not necessarily stay in one steady emo-

tional state; they can and do move between emotional states based both on their
own intrapsychic changes and in response to environmental stimuli [72]. Hence,
we need to model this change.

Previous research shows that when a person of a group experiences a particular
emotion it can lead the other [93]. Moreover, when a person interacts with
another, he will catch his emotion state via emotional contagion. Emotional
state can also be transferred even by textual interaction. Previous researches
show that people can catch emotional states they observe in others in text-based
communication over time frames ranging from minutes to years [119]. Hancock et
al. [90] observed emotional contagion in text-based communication by experiment
the effect of the emotional contagion over a short interaction (approximately 15
minutes), suggesting that emotional contagion can operate quickly [90]. In other
side, and for the long-time experiments Fowler and Christakis [70] observed data
from social network collected over a 20-y period and the suggested that longer-
lasting moods (e.g., depression, happiness) can be transferred through textual
interaction as well [70].

Emotion transition is an research area where it can be defined as a movement
between two or more affective, or emotional states [69]. Researcher has studied
how people emotion change from one state to another [220] and the role of emo-
tional transitions on social interactions [69]. Several studies have demonstrated
that emotional changes can be observed from changes in body posture [60], facial
expirations [23], and during the speech [227] [17].

2.2.1 Modelling User Change of Emotion

In general, modelling the change of emotion in literatures have been done in
three ways: modelling the change of emotion intensity and its direction [65],
modelling the transition from emotion state to another [38], or modelling the
trend of emotion change [16], [23].

Modelling the direction of change of emotions state has been done by [220]
when they modelling emotion transitions in four dimensions: valence (positive vs.
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Figure 2.10: The proposed graph of emotions transition by [38]

negative), social impact (high arousal, social vs. low arousal, asocial), rationality
(cognition vs. affect), and human mind (purely mental and human specific vs.
bodily and shared with animals). Markov chains provide formal characterization
of how emotions change over time [220].

An example of modelling transition of emotions from state to another state is
the work done by [38]. In this work, they stated that a person’s emotional state
changes from happy to anxious on a negative input. On the other hand, with
increasing positive influence (pos), the human emotion has a gradual transition
from the disgusted state to the happy state Figure 2.10.

Modelling the intensity of change in emotions basically measuring the scales
of each state, like what have done by [227] in analysing records of speakers and
for each recording, the speakers rated 16 emotional states on a 10-point Llikert
Scale. The Random Forest algorithm was applied to 207 speech features that were
ex-tracted from recordings to qualify (classification) and quantify (regression) the
changes in speaker’s emotional state. They observed predicting the direction of
change of emotions and the change of intensity.

Modelling the trend of emotions changes basically can be done by observing
the patterns of emotions state by time. For example, [16] proposed a method
to model the emotional changes of the utterance during the speech by using a
statistical learning method. Their system classifies emotions of the utterance in
six standard types including, anger, boredom, fear, disgust, sadness and neutral
and then apply a classification approach based on statistical learning classifier to
simulate changes trend of emotional states.

Another example of modelling the trend of changes is the work of [23], this
work capturing the facial images of an individual using a visible and a thermal
camera to decide the present affective state of the person and then the emotional
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state changes are observed using the trained HMM. The pattern of changes was
used to classify the personality of an individual using trained HMM. The Idea of
classify individuals depending on emotion and the change of emotion is motivate
me to observe modelling user or user profiling as will discussed in next section.

2.2.2 Modelling emotion change from social network

Although there is recently rapid growth in emotion analysis from text are able
to tell us what people are feeling, we also need to be able to know how people
emotion change to be able to monitor the early signs of mental health problems
or to suggest behaviour changes or early recommendations to users.

Social media provides online communication in real time at low cost, which
allows researchers to monitor and track disease outbreak [203], sense the public’s
moods and responses to certain health issues [45], and through these identify tar-
get communities to disseminate health information [193]. Research on this field
has focused primarily on steady-state emotion rather than on emotional transi-
tions, the movement between emotion states. Since we can understand the user
emotional state from help of understanding complex patterns in which an individ-
ual interacts with an online community, then that mean we can understand when
the user mood change from his behaviour from social network. I believe that social
media can be used as a tool for mental health monitoring, where population data
can be captured, serving as a record and sensor for events in peoples’ lives [54].
More specifically, analysing from linguistic, interaction patterns, and sentiment
perspective of social media posts can offer a novel methodology for measuring
and understanding mood changes when engaging with online peer-to-peer mental
health support.

Text or social networking is considered as a tool to measure the change in
user behaviour. For example, Pruksachatkun et. al. [182] proposed a model that
can predict whether a conversation thread in an online mental health forum is
associated with ‘cognitive change’ where people re-frame their negative belief into
a positive one [182]. Likewise, researchers study the effect of posts in changing
opinion.

40



2. Literature Review

2.2.3 NLP works in modelling emotion change

Although emotion change has been well studied by psycho linguistics and be-
haviour scientists, there are very little attention paid on predicting emotion
changes from NLP perspective. A recent review illustrated that people change
their emotion during one conversation [141]. Moreover, they stated that, pres-
ence of emotion change is a hard problem to solve, as the state-of-the-art Emotion
recognition in conversation (ERC) model is more accurate in emotion detection
for the utterances without or with less emotional change. It is interesting and
challenging to track the dynamics of the users emotion by the time and how the
change their mood.

The works that have been done in the area of modelling emotion change in
social networking is done in two ways. Investigate the change of emotion in groups
of users [65] [27] and investigate the change of emotion of users [54] [86].

The work done by Elgarroussi et al. [65] that analyse temporal emotion change
by using tweets as the knowledge source for emotion analysis. They use the
location and time of the tweets as inputs to their system and their corresponding
emotion assessment score falling in the range [-1, +1], with +1 representing a
very positive emotion and -1 representing a very negative emotion [65]. Then the
author used VADER Sentiment Analysis Tool to assign an emotional score to each
tweet. A set of unary and binary change predicates are evaluated with respect
to the set of spatial clusters in batches uncovering the temporal variations in
happiness. Next, an emotion change graph whose nodes are the spatial clusters
and whose edges capture the temporal relationships of different types between
spatial clusters is constructed. However, this work analyse the temporary change
of emotions for groups or clusters. Moreover, they focusing in analysing the
differences between clusters (how spatial clusters describing areas of positive and
negative emotions appear, continue, disappear, intensify, grow and shrink in time
and space). Additionally, they just use time and space as inputs without the
consideration of text information.

Likewise, [27] observed tracking changes in the public mood state from the
content of large-scale Twitter feeds. They used two mood tracking tools: Opin-
ionFinder that measures positive vs. negative mood and Google-Profile of Mood
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States (GPOMS) that measures mood in terms of 6 dimensions (Calm, Alert,
Sure, Vital, Kind, and Happy). Then, they used causality analysis and a Self-
Organizing Fuzzy Neural Network to analyse the public mood states [27].

In the study of [56], they model the change of emotion of new mothers around
childbirth. They built predictive model about the influence of childbirth on the
forthcoming behavior and mood of new mothers. They built predictive model
to investigate how childbirth affects mothers’ mood and behavior. They tracked
the changes in Twitter posts, social engagement, emotion, social network, and
linguistic style. Then, statistical models have been built by the author to predict
substantial postpartum changes. These models achieved an accuracy of 71%
with predicting the significant changes following childbirth and this accuracy
increased to be 80-83% by adding more training data of 2-3 weeks of postnatal
data. However, it is give good sight to track the change of emotion, they model the
change of emotion around special events and not for long time series. Additionally,
they use statistical models and may be more accurate with machine learning
models for a short period.

Figure 2.11: The proposed model by [86] to model the temporal progression of
emotional status in online health forums

Research conducted by [86] is one of the very few works towards modelling
the temporal progression of emotional status in online health forums. They used
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textual and forum engaging features to model the temporal progression of user
mood using LSTM network as shown in Figure 2.11. To measure Temporal
Progression of Emotional Status, They define a Negative Motion Index (NMI) of
a post and ine case NMI < 0 points to those patients who are improving with
time; > 0 is for those who are deteriorating; otherwise it denotes those patients
who are stable. The prediction process is to predict the next NMI score given
past k post details (text, and other participation metrics). A single post-block
of time period to be 24 hours is constructed by combining the posts of the user
that written within this period.

Table 2.1 summarise the work have been done in this area. Although there
have been only a few studies that aim to detect the instant of emotion changes,
there is a lack of modelling user emotion change. Moreover, there is a gap in
modeling user emotion changes based on user’s timeline and posted texts during
a period of time.

2.3 User Modelling
User modeling is defined in Wikipedia as the process of building up and modifying
a conceptual understanding of the user. With the rise of adaptive system, which
can adapts itself to various circumstances, user model needed because this system
are based on user’s representation, knowledge, goals and preferences.

There are two common terms user profiling and user modelling to describe
the process of modelling user and they are often used as synonyms or only one
term is used by meaning of both in most of researchers community. However,
user profile may be considered as a collection of personal information that stored
without adding further description or interpreting whereas user modelling using
this information to build up a model of the user [73]. In this thesis, these terms
will be used in interchange as synonyms.

Since the early of 80’s, researchers have been exploring the problem of user
modelling [186]. Recently, with rapid growth of social media, vast amounts of
data is becoming available, which has enabled the resurgence of machine learn-
ing in user modelling. Moreover, user modelling in social networking is used
in different tasks in literatures, including news recommendation [3] [246], movie
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Table 2.1: Summarizing of the works of modelling the change of emotions in
social networking

recommendations [77], place recommendations [126] [257] and recommendation
smart mobility [12].

The key to model a user user profile is using dense vector representation user
activities. Moreover, based on user archives and user activities, a representation
of a certain user can be constructed. There are tow different types of user profil-
ing: explicit user profiles and implicit user profiles. In explicit profile can present
data like demographic attributes such as the user’s address, marriage status, job
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status, birthday, gender and age. on the other hand, latent information implicitly
expressed through the activities like user preferences. Collecting implicit informa-
tion can be done through machine learning techniques that analyse user activity
to predict the user’s future needs and recommendations [154] [126] [257] [3] [246].
However, to create an accurate user profile, a large amount of data about inter-
action between the user and the content is required.

2.3.1 User modelling approaches

User modelling approaches can be categorized to neighbourhood-based approach,
machine-learning approach, ontology-based approach, filtering approach, and sta-
tistical modeling approach [63]. This thesis will focus on machine learning ap-
proach thus it will be reviewed.

In the review of Eke et al. [63], it was stated that machine learning approach
is the mostly used as profiling techniques. Additionally, machine learning models
considered the standard method of user modelling in the recommendation sys-
tems [170]. Both forms of machine learning (the supervised and unsupervised
learning) are used in user modelling. In supervised learning methods, K-Nearest
Neighbour algorithm is utilized to user profiling based on personalization [29].
Likewise, Support vector machine classifier is used in user profiling to identify
the relevant documents on the web [215]. On the other hand, in unsupervised
Learning approach, multi-agent system is common used to user profiling as it used
multiple agents that handle different personalization issues and phases [153]. [89]
employed a fuzzy clustering technique to develop ontology-based user profiles.
K-means clustering likewise used to profile users to recommendation production
to smart mobility [12]. Recently, with deep neural networks and autoencoders
evolution, neural network has been used to model users to enhance the recommen-
dation performance [232] and for recommending music [226]. RNN was applied
to model user’s click behavior sequence [96]. users are modeled by LSTM and
attention mechanism by modelling all the corresponding content, behavior and
temporal information [163].

It has been classified user modeling into the following three classes: Behavioral
modeling, Interest modeling and Intention modeling [74]. In social networking
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the behaviour of the user can be considered as two different types of activities,
one and the rich valued is user composed content (including text like comments,
posts, and personal status, uploaded videos and pictures) and another is ego
network information such as connect with friends and followers, giving likes and
link information. However, text that produced by the user often state strong
perceptions about the user personality and the preferences on events and entities.
It has been modelling users based on the textual context on social networking
social network [14] [140] [66].

Depending on these behaviours, it has been profiling users of social network
for Several tasks. Recently, use of a social graph of interaction between users and
using network embedding to modelling users of social network become trending
in literature [11] [152]. As social networking modelling suffer from dimensionality
problem, lack of generalizability and overfittting problems with features engi-
neering Without proper feature learning, using automatically encode features in
low-dimensional embeddings become a critical tool to boost the performance of
modelling users in social networking.

User Text Embedding was introduced in section 2.1 as a general text
embedding but here will be discussed as a user text representation. In social
networking, a user’s posts will be mapped into a vector representation to capture
the linguistic style of the user. Instead of word embedding, user generated text
representation need to consider larger text units beyond words as a paragraph
or document embedding model. Le and Mikolov initially proposed Learning em-
bedded representations algorithm for larger text like documents and paragraphd
which is Doc2vec as an extension to word2vec to learn document-level embed-
dings [124]. In this work, there are two Doc2Vec taraining models: Paragraph-
Vector Distributed-Memory or PV-DM and Paragraph-Vector Distributed Bag-
of-Words (PV-DBOW). In PV-DM, word order is incorporated while training
and each sequence of words is mapped to a sequence vector as document vector
and each word is mapped to a unique word vector. Moreover, document vector
and word vectors will be aggregated to predict a target word in the context. On
the other hand, in PV-DBOW, words are randomly sampled and only learns a
vector for the entire document and creates Paragraph Vectors by training to pre-
dict words within a window of the paragraph. There are two typical methods
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for learning a user embedding from such vector representations: either concate-
nating all the posts from the same user (User-D2V), or simply deriving a user
embedding from all the post vectors from the same person using some pooling
methods (Post-D2V). Deep neural network models as well has been used to ob-
tain user generated text embedding such as Long Short-Term Memory (LSTM)
was used to to capture the sequential relations between words and posts during
the learning of text representation vectors [259].

User Network Embedding basically is construction of a function that maps
raw user features in a high dimensional space to dense vectors in a low dimensional
embedding space. For example, the video recommender system of Youtube by
embedding the users, videos and queries in the portal [50]. likewize, sarcasm
detection in social media task has been done by modelling context with User
Embeddings [11]. There are four most widely used network embedding methods
for User Embedding DeepWalk [175], Node2vec [82], deep neural networks and
Matrix Factorization.

In Matrix Factorization the connections between nodes represented by a
matrix and then the matrix will be factorize to obtain the embedding. The ma-
trices used to represent the connections include node adjacency matrix, Laplacian
matrix, node transition probability matrix, and Katz similarity matrix [79]. As
example, Wang et al. used a Non-Negative Matrix Factorization (NMF) which
is matrix decomposition method that all the entries in all the matrices have only
positive values to learn a network-based user embedding that preserves both the
first and second-order proximity [234].However, matrix factorization are compu-
tationally expensive for large scale user data [79], Therefore, Other methods were
proposed such as DeepWalk [175], Node2vec [82].

DeepWalk use truncated random walks to learn latent representations of
vertices in a network. Firstly, it generates short random walks and each random
walk is treated as the equivalent of sentences.Then, it performs the optimization
over sum of log-likelihoods for each random walk. After that, SkipGram model
(SG) is used in word2vec to learn the latent representation of a vertex [175].

In node2vec, a biased random walk is employed to nterpolate between Breadth-
first Sampling (BFS) and Depth-first Sampling (DFS) graph searches. With
balance between breadth-first approach and depth-first approach random walks,
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Node2vec can better preserve both the second-order and high-order proxim-
ity [82]. After generating neighboring vertices by biased random walk, the vertex
representation will be learned using the SkipGram model (SG) [82]. For example,
it has been used to represent users to Fake News Detection [87].

Deep neural networks based methods likewise applied to graphs to gen-
erate user embedding. For example, Wang et al. proposed Structural Deep
Network Embedding (SDNE) [231] which is consisted of semi-supervised and
unsupervised models to preserve the first and second order network proximi-
ties. An autoencoder with non-linear functions that able to capture the highly
non-linear network structure to find an embedding for a node which can recon-
struct its neighborhood. The unsupervised model to capture the global network
structure. Another example is Deep neural networks for learning graph repre-
sentations (DNGR) [37], which contain three components: random surfing to
generate a probabilistic co-occurence matrix to the input graph, calculation of
positive pointwise mutual information PPMI matrix, and feature reduction by
applied stacked denoising autoencoder to obtain the embedding.Graph Convo-
lutional Networkswas also used to generate User Embedding [114] to overcome
the problem of computationally expensive for large sparse graphs by aggregating
embedding of local neighborhoods of nodes. The general network architecture
of Deep User Perception Network (DUPN) takes user behavior sequence as in-
put and transfers each behavior into an embedded vector space and the apply
LSTM and attention-based pooling to obtain a user representation vector [163].
Recently, Author2Vec proposed to generating User Embedding by incorporate
sentence representations generated by BERT with a unsupervised pre-training
objective, authorship classification [243].

Fusing multi type of information such as text, attributes, and image, has
been applied to produce User Embedding. For example, User Profile Preserv-
ing Social Network Embedding (UPPSNE) was proposed to learn a joint vector
representation of a user by combining user profiles and social network struc-
tures [256]. Community-enhanced Network Representation (CENE) [222] as well
utilized both network link information and text information to learn embeddings
of both vertices and communities. Text is modelled as a special kind of nodes,
and then optimizes the probabilities of heterogeneous links.
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2.3.2 User modelling based emotion analysis

As emotions are a cognitive process and largely subjective, user bias will play a
significant role in emotion modeling. It is noticed that the user subjectivity has
been ignored by most of emotion classification models. As well as user modelling-
based emotion analysis is still in its infant stage.

The early stage of User profile based emotion analysis represented by using the
social network data like twitter to utilize user-user relationships and user-tweet
sentiment to improve the user-level sentiment analysis [214]. User intersubjectiv-
ity network (UserInter) is a network that proposed with linking review writers,
terms they used, as well as the polarities of the terms to learn writer embeddings.
Aftr that, the network use max-pooling layer of a CNNs to classify the writer em-
beddings [84]. Shen et al. proposed a dual user and product memory network
(DUPMN) model to learn user profiles and product information for reviews clas-
sification using separate memory networks. The DUPMN model capture user
profiles and product information by utilising two separate memory networks: a
User Memory Network (UMN) and a Product Memory Network (PMN) [199].
Similarity, a novel User-Product gated LSTM network (UP-LSTM) is proposed
which incorporates user and product information into LSTM cells at the same
time of generating text representations and it can dynamically produce user- and
product-aware contextual representations of texts [221]. For financial-related sen-
timent analysis, Wang et al. proposed hybrid user and topic embedding (UTE)
approach and then applied a deep contextual neural network architecture [230].

However most of the work of User modelling based emotion analysis has been
done for review of products or media or to recommendation.
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Chapter 3

The Mental Health Social
Network Dataset

3.1 Introduction
With the development of the Internet, researchers have examined social inter-
actions which happened naturally “in the wild” on social media platforms to
infer some understanding of health behaviour as expressed online. Social me-
dia provides easy-to-access peer-to-peer support online communication platforms
in real-time at low-cost to support users financially, emotionally, physically ,or
socially [179] and help them to describe their experiences in healthcare. On-
line peer-to-peer mental health support such as TALK-LIFE(talklife.com) and
7Cups(7cups.com) have provided new pathways for seeking social support and
that allows users to engage in the transference of informational and emotional
support and share their experiences with others globally [178].

As discussed in the previous chapter, social networks has contributed to im-
prove people’s mental wellbeing and provide valuable opportunities for researchers
to model users in different domains. More specifically, online peer-to-peer men-
tal health support can offer new mechanisms for measuring and understanding
mental health as users of these networks are more likely to express their thoughts
emotionally. Moreover, users engagement via posts and other interaction patterns
can reflect the internal emotional states of users.

50



3. Dataset

To model users’ well-being, their data is crucial to understand and predict
their behavior or emotion. The availability of Social networks provides emotion
and user modeling research communities with massive datasets. With the ad-
vances in machine learning models, these datasets made a distinguished improve-
ment in modeling users and users’ emotions. However, After reviewing most of
the existing available datasets in the previous chapter, it is evident that most
existing datasets are primarily small and not enough to train machine learn-
ing models efficiently or weakly labeled based on emotion-related hashtags or
emoticons. Moreover, most datasets in modeling emotion are either manually
annotated by professionals or automatically annotated by technique designed by
annotators. These techniques could wrongly decide the feeling of the user. There-
fore, the best way to model emotion precisely is to let user label their posts [194].
Unfortunately, there is a lack of massive data set with self-reflected labels in this
area. The dataset provided by this thesis will fill this gap.

We have been got access to a new dataset of peer-support online mental
health social networks with millions of labeled posts in TalkLife. This dataset
is self-labeled by the users of this network. This makes it different than most
social networks datasets as how humans generally express their emotions might
not align with labels produced by distant supervision using hashtags or other
methods. Moreover, specific emotion labels have been determined to users to
choose between them instead of letting them express by their own words, and
this way has been proven to be more efficient by researchers [194]. Throughout
this chapter, this dataset will be discussed in detail.

Talklife, a peer support social network for mental health founded in 2012, has
been designed as a safe space for people to be open about their feelings and seek
emotional support from others. As a result, users of this platform discuss diverse
topics from general social network discussion to depression and life distresses.
Talklife forum usage is characterized by individuals posting a message, often
asking for advice while dealing with deep emotions, and other users answering
questions or participating in a discussion in the form of replies to comments on
that initial post.

51



3. Dataset

3.2 The scial Network App

(a) TalkLife posting Feed (b) Posting with Emotion Picker

Figure 3.1: Screenshots of the interface of TalkLife App

Talklife platform is a free peer-to-peer network for mental health support that
lets users share their feelings and frustrations without fearing a negative backlash.
Users are required to register to use the app. However, verification is not essential,
and there is no option for users to connect to other social accounts, thus leaving
room for anonymity. The usage is characterized by individuals posting a message,
using the interfaces shown in Figure 3.1b to share their thoughts or things that
happen in their daily life or to ask for help or advice. After creating a post, they
proceed to the following interface to choose one of 61 predefined Mood labels,
including Heartbroken, Sad, lonely, Depressed, Stressed, Confused, and others.
The label “Meh” expresses a lack of interest or enthusiasm, which is interpreted as
a miscellaneous label for messages that the user couldn’t fit into another category.

Then users are required to select a category for their posts with a range
in specificity from the narrower category “Parenting” to the all-encompassing
“Others”. Users can browse through the feeds of other users (see Figure 3.1a),
and interact with them by commenting or reacting to their vents via a set of
emotions. Users can upload their status, send messages to the people they are
connected with, follow other users, and set up a profile for themselves with photos
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and demographic information such as gender, age, and status.
The platform consists of discussion threads. Typically, the original user

started the thread with a single post of comments with discussion or question
and several community members’ responses, which are generally relevant to the
original post in the discussion thread. The original post is associated with two
main features: category and mood. Responses in a typical network thread follow
a hierarchical structure, the responses to the original post are called answers, and
the responses to the answers are called replies. Responses posts have no affiliated
emotion labels, and they are tagged in the same category as the original post
within the thread. However, this thesis will consider both answers and replies
under the umbrella term of “responses”.

3.3 Dataset
We extracted data from the TalkLife platform from August 2011 to August 2020.
Access to the dataset has been done by logging into the TalkLife server with
a unique Username and Password obtained from TalkLife with consent. SQL
Management Server and Python have been used to collect the user data.

Privacy, Ethics and Disclosure: All data analyzed were sourced from
the TalkLife platform. All personally identifiable information was removed, and
formal license agreements have been signed-in accordance with ethical data usage
and GDPR regulations. All direct identifiers of users have been removed, as well
as shared URLs and usernames. In addition, all unique identifiers have been
masked to prevent user linking. This work does not make any medical treatment
recommendations or medical diagnostic claims.

Structure of the dataset
The provided dataset is structured in tables, each containing different entities

such as questions, Answer, Reply, and users. Entities referenced via the unique
identifiers (ID) are described as follows:

• User: the user table contains all user’s information and profile. It includes
User ID, Gender, Date of Birth, How many users are following this user,
The amount of posts and comments the user has made, User account cre-
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ation timestamp, User Type ((Volunteer, Moderator, Administrator, and
Standard User), and other information.

• Question: the Question table is the all the posts in the network, and it
contains all the information about the post such as Post ID, Post Content,
Post Category ID, Post Creator ID (the poster), Post Time Stamp, Post
View Count, The amount of hearts and gifts, flags a post has received,
HashTags, Mood and other information.

• Answer: it contains comments to the post, which are marked with the ID,
The content of a comment/post, The ID of the original post, Comment
Creator ID, Time Stamp, and other information.

• Reply: similar to Answer, however these are replies to Answers rather than
the original post directly.

• USER ACTIONS includes components such as Like, Gift, and Follow tables.

3.3.1 Dataset Exploration

Data Statistics
Number of Threads 9,849,271
Number of all Posts 43,990,097
Number of Original post 12M
Number of labelled Original post 10M
Number of responses 34,140,826
Number of Users 1,106,836

Table 3.1: Statistics of TalkLife dataset

Table 3.3 shows summary statistics for TalkLife dataset. It contains more
than 43M comments, 22% of them are original posts, and the rest are responses.
Not all posts are labeled. The labeled posts make up around 81% of them.

There are over 1M users registered in the dataset. Male represent 20% of them
and female are 40% of users while the rest specify their gender as ”others or prefer
not to say”. For the user types, there are around 150 users who are categorized as
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”Moderators”, ”Buddies” and ”Administrators” the rest of the users are standard
users who use the network to discuss their wellbeing and other everyday activities
and thoughts.

Figure 3.2 shows the distribution of users’ age, and it is clear that the highest
density in the age is around 20 years, whereas age over 40 and less than 18 is
scarce. The mean is 23 years, and 25 years represent (75-th percentile).

Figure 3.2: Distribution of TalkLife users’ age

Figure 3.3 shows the cumulative distribution function (CDF) of the number
of posts and replies per user after filtering users without posts. Both are governed
by heavy-tailed distributions that span four orders of magnitude, indicating that
a vast majority of more than 80% of the users posted less than 10 posts while
a small group of few users posted more than 100 posts. A similar pattern holds
for the number of replies per user. In our dataset, around 106K of users posted
without any replies activities. In addition, 90% of the rest with less than 100
replies. We noticed very few of them with more than 1000 replies.

The Social Network
Users can form social links to other users on the platform. However, There

are 697K users without any following activities, and only 37% of the users follow.
Therefore, they constructed a social network with approximately 400K of nodes
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Figure 3.3: Cumulative distribution functions (CDFs) of the number of posts per
user

(users) and around 2.5 million edges (directional links between them). If we
consider G as a directed graph of the network, it is a pair (V,E), where V is a
finite set of users and E is a follow relation on V . The main network indicators
of the graph listed as follows:

number of nodes V is 419,405, number of edges E is 2,518,335, Average degree
which is the average number of edges per node in the graph is 12, density D is
0.000028 which is meaning the network is not a dense network at all.

Figure 3.4a shows the degree distribution of the social network. A typical
heavy tail behavior is observed, with a vast majority of users linked to a small
number of other users and a small minority of users having more than 100 links.
Local clustering coefficient distribution is shown in Figure 3.4b, and it indicates
the extent to which any given node is located within a tight ’cluster’ of neighboring
nodes. Most users have very small or no ties that exist between the neighbors. In
contrast, a small minority of users have increased weighed coefficient, reflecting
users’ strong ties to neighbors that are themselves connected.

Temporal dynamics of the network activities
Figure 3.5 shows the number of posting activities per month, including original
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(a) Degree distribution of the social
network

(b) Local Clustering Coefficient of the network

Figure 3.4: Distribution of Degree and Clustering Coefficient

Figure 3.5: Aggregated monthly posts in the dataset

posts and responses. The activity shows a modest increase in the number of
posts from September 2013 and continued to flip up and down until it made a
sharp increase from 250K to 1M in May 2017. Then, it slowly decreased and
increased until it is reached a million again in the end of 2018. At the end of
2019, the number of posting reached 1.5 M; after that, it sharply increased until
a peak of activity was reached around May 2020. That maximum of activity
comprised more than 2.4 million posts during May, June, and July. It seems to
be a pandemic, and lockdown contributes to increasing engagement activities as
the peak was reached during the pandemic. Then the engagement rate went down
sharply to 1.6M in August when most countries have eased the restrictions.

No significant differences are observed in patterns of change in original posts
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and responses (p > 0.05). The notable change is in the quantities of increases
as the answers made considerable variances in the number of increases. For
example, during 2020 and the peak of activities, original posts increased from
300K to 400K, whereas responses increased from 1.1M to 2M.

Figure 3.6: Aggregated posts per day of the week and per hour of the day

Figure 3.6 shows patterns of posting regarding positive and negative moods
during the day of the week. There is no significant difference between the two
groups. The general trend shows both negative and positive emotions posts ap-
pear to be low during 8-11 am and this is might be because the beginning of the
day to work or study at the morning for most of people. People mostly busy
preparing or travailing to work, eating breakfast or for example preparing their
kids for schools. Therefor, we can see from 10 am, the posting trend start to
grow. In addition, we can see in Sunday, which is a weekend day for most of
people, the posting line more than other days during this time (8-11 am).

However, there are few variances in terms of the peak of posting and the
number of posts during the early morning hours. The general trend of posting
for all groups increases from 11 am until reaching the peak at 5 to 7 pm for
positive moods and 8 to 10 for negative moods. Then decreasing until reach the
bottom at 9 am. The most significant difference between groups is posting during
the night. People with negative emotions seem to be posting during the night
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more than people with positive emotions.
Regarding days of the week, for all groups, posting on Sunday from morning

until midnight is more than other days, whereas after midnight until 6 to 7
am, posting on Monday is the most. The opposite for Friday seems to be the
day where posting is the least most of the time until midnight. Whereas, from
midnight until 6 to 7 am Saturday is the least.

3.3.1.1 Emotion Categories and Their Usage

Users must select one of 61 emotion labels when posting. Talklife app divides
these moods into six thematically related pages, each consisting of words that
evoke similar feelings. These groups have been given descriptive names for ease
of interpretation in the work of [121]. Groups’ name and associated emotions are
shown in Table 3.2. Figure 3.7 shows the distribution of emotion labels in term
of number of posts per emotion. In addition, it shows the groups of emotions,
each group within a color. Categories of Sadness, Inadequacy, and Frustration
considered to be “negative” emotions where Support, Relief, and Positivity to
“positive” classes [121].

Figure 3.7: Histogram of number of posts per emotion label

In Figure 3.7 we can see that the most frequent emotions posted were domi-
nated by negative emotions, including: Sad, Meh, Lonely, Heartbroken and Tired
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Group Included Moods
Sadness sad, heartbroken, depressed, anxious, nervous, down,

lonely, tired, insecure, exhausted, overwhelmed, afraid
Inadequacy Worried, meh, inadequate, numb, confused, embar-

rassed, shocked,sick, bored, nothing
Frustration frustrated, annoyed, angry, furious, irritated, jealous,

stressed, moody, disgust
Support Supportive, hopeful, optimistic, loving, inspired, proud,

nostalgic, caring, loved, supported
Relief excited, amused, thankful, calm, relaxed, chilled, re-

lieved, jolly, determined, motivated
Positivity astonished, positive, surprised, encouraged, happy,

amazed, ecstatic, energetic

Table 3.2: Mood groups of TalkLife grouping scheme with associated mood labels

. In addition, the label ‘Meh’ expresses a lack of interest or enthusiasm. In ad-
dition, there is a significant disparity in emotion frequencies (e.g., admiration is
30 times more frequent than grief).

3.3.1.2 Analysis of posts text

(a) Chars histogram and CDF for the
number of chars per post

(b) Chars per post (CDF) of the
number of Chars per Negative and

Positive posts

Figure 3.8: Distribution of the number of chars per post

We take a preliminary analysis to examine some of the textual properties
of the posts. Network on Talklife tend to be short and conversational, with
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an average length of 151 characters and 75-th percentile of posts within 150
characters. Figure 3.8a shows the distribution of the number of characters per
post in general which have a well-defined typical length and indicates that a vast
majority of posts(more than 80%) with less than 200 characters. Posts with
more than 1000 lengths are infrequent, with around 148K. Figure 3.8b shows the
cumulative distribution function of the length of the post grouped by emotion
category. There are no huge variances. However, the positive emotions have
more probability mass for short posts more than negative types. On average,
Positive posts are 143 characters long (with 75-th percentile of 133), whereas
Negative posts are 154 characters long (with 75-th percentile of 158).

There are few posts with extreme length values, such as 7 posts with more
than a million characters and 30 posts with more than 500k length, whereas
130,493 empty posts and 26,041 with one character. Figure 3.9 shows a sample
of the post with more than 10K in length, and it is clear that almost all posts
like this are fake.

Figure 3.9: Sample of posts with more than 10K characters

Word clouds are also generated from the posts associated with two contrasting
groups of emotions: negative and positive. Figure 3.10 shows these two-word
clouds generated using Python package. It is clear that the word ’Like’ seem
to be the most word used in the both categories with equal frequencies. This is
might be because the ’like’ word give positively meaning with positive group, and
it might be used in the phrase ’I would like’ to express needs in negative group.
In additions, it might be used to give examples in both groups.

Positive words ’love’, ’life’, ’good’ and ’happy’ are presented in the positive
map with great frequencies more than negative map. These words express positive
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feeling more than negative feeling.
On the other hand, ’want’, ’help’ and ’feel’ words have been stated in the

negative group more than positive group and it might be because people with
negative emotion talk more about their feeling and ask for help. In the same
time, there are negative feeling words like ’hate’ and ’bad’ noted in only the
negative map. Likewise, swear words and harm words like ’kill’ have been stated
in the negative map.

(a) Positive Emotions (b) Negative Emotions

Figure 3.10: Word clouds for positive and negative categories

3.4 Dataset constructing
The use of 61 emotion labels to model and classify will be expensive and diffi-
cult and reduce the model’s accuracy. Also, the variation between using labels
has been found clearly as in Figure 3.7. Therefore, Simplifying the labels are
necessary. The classes or groups of emotions that seem to be not used in most
literature. In addition, we the need for labeling with scores to model the differ-
ence of change between emotions. Using polarity labels like positive, negative as
a discrete emotion model has been applied in literature as the work of [112] [229].
Thus, the labels are transferred to their polarity to 5 categories (very positive,
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positive, neutral, negative, very negative).

Group Included Moods
very positive Proud, Thankful, Amused, Loving, Positive, Happy,

Inspired, Excited, Supportive, Amazed, Playful, Sup-
ported, Loved, Optimistic, Motivated, Ecstatic, Ener-
getic, Jolly, Hopeful

Positive Encouraged, Calm, Astonished, Relaxed, Caring, Re-
lieved, Determined, Chilled

Neutral Empty, Surprised, Meh, Embarrassed, Nostalgic, Down
negative Hungry, Tired, Bored, Jealous, Confused, Numb, Over-

whelmed, Depressed
very negative Stressed , Shocked , Frustrated , Anxious , Annoyed, Ir-

ritated, Exhausted, Sick, Afraid, Lonely, Insecure, Wor-
ried, Nervous , Furious, Sad, Negative, Angry, Heartbro-
ken, Nothing, inadequate, Moody, Disgust, Inadequate

Table 3.3: Mood groups with polarity grouping scheme and associated moods

Each emotion label is mapped to it’s sentimental score. Then, we map the
continuous label values onto a small set of 5 discrete categories: 1=very neg-
ative, 2=negative, 3=neutral, and 4=positive, very positive=5 as in Table 3.3.
This labelling method will be summarized to be 3 classes (Negative, Positive and
Natural) when it is needed. The sentimental scores are calculated using Stan-
ford NLP Core [142] and also verified with other available online tools such as
Twinword 1.

Figure 3.11 shows category densities as each color represents an individual
category of emotions, with its total size being the percentage of the emotion
across all posts in that month. It is clear that the very negative class dominates
other groups most of the time, and it might be because the network cares of
people with mental health problems. Moreover, people seem to be posting when
they are in negative mood more than when they are feeling positively to ask for
help or seek for advice or just to talk.

Furthermore, regarding the very positive category, from the end of 2019 until
end of 2020 it increased until becomes equal or slightly more than the very positive

1https : //www.twinword.com/api/sentiment− analysis.php
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Figure 3.11: Category-Level densities of emotions on a month-by-month basis

group. This time was during the lockdown due to the COVID-19 pandemic. Thus,
people with positive mood seem to be posting more during the lockdown to help
others with negative emotion or to encourage other users to be in good feeling
during the pandemic.

3.4.1 Dataset Filtering

The dataset is extensive and with missing and nosing data. Thus, filtering will
be applied in different levels like users, posts and date.

Time filtering
The network dataset posts start from August 2011 until August 2020. It has

noticed that before 2016, the posting activities are too low and most of mood
labels have not used by users whereas after January 2016 the regularity of using
emotions has been noticed. Likewise, it is shown in Figure 3.11 categories of
emotions become defined and relatively stable from 2016. Therefor, posts before
2016 will be filtered.

Users filtering
Some users placed an unreasonable date of birth values for themselves; thus,

their age comes to be a negative value or over 200 years. Therefor, users who
claimed that their age over 100 years and below 8 years have been removed.

64



3. Dataset

Moreover, As there are different users’ type in the original dataset, some of
them ”Moderators”, ”Buddies” and ”Administrators”, we will focus on ”Standard
users”. Thus, non-standard users have been removed from the dataset. Further-
more, in the dataset, 47% of the users without posting activities; therefore, they
are removed from the dataset.

Posts filtering
Posts with extreme length values, such posts with more than 500k characters

length have been removed. Likewise empty posts and posts with one character
have been removed. Then, the probability distribution of the number of words
(tokens) per post has been calculated and the 75th percentile value was 32. There-
fore, it has been used 32 as the maximum number of tokens per post in alignment
with the 75th percentile in the length distribution.

3.5 Conclusion
This chapter has provided a comprehensive overview of the dataset, which will
be utilized as the primary data source throughout this thesis. With millions of
labeled posts and many users, this dataset provides a unique opportunity to delve
deep into users’ behaviors and the link to their emotions based on their regular
interaction on this platform, hoping that this data set encourages further research
on emotion analysis. Therefore, extensive studies on this large data set have been
done.

The next chapter will utilize users’ posts to model emotions using a popular
transformer model (BERT).
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Chapter 4

Exploring Language Models for
Text‐based emotion modeling

Abstract Text-based emotion detection is one of the most challenging problems
in natural language understanding. Therefore, building a system that under-
stands the context of the sentences and differentiates between emotions has re-
cently motivated the machine learning community. In this chapter, we explore
Bidirectional Encoder Representations from Transformers (BERT), one of the
most popular pre-trained language models based on Transformer, on both the
tasks of sentiment analysis and emotion detection. We have evaluated the BERT
model on the network dataset. And we observed that the BERT system shows
substantial improvements (F1-Score= 0.67) over the baseline models provided.

4.1 Introduction
With the introduction of BERT, using pre-training models to solve text classifi-
cation problems has become popular. Initially, pre-trained language models have
been applied as encoders to enhance performance and address problems related
to natural language understanding [59]. In addition, Many studies have showed
that pre-training Language Models are highly successful in different NLP tasks,
including text summarizing [135] [134], Text Generation [258] , translation [264],
question answering [249], and text classification [211]. However very recently,
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there have been few attempts to apply pre-trained models to text classification
tasks such as predicting whether any two sentences are in an entailment rela-
tionship; or determining the completion of a sentence among four alternative
sentences, text emotion classification is still in its infancy and requires further re-
search which is very challenging due to its complexity and subjectivity. Thus, the
influence of language model pretraining on text emotion analysis will be examined
in this chapter.

Although language models is pretrained, they could be fine-tuning for a spe-
cific task and their parameters can be jointly fine-tuned with additional task
specific parameters. In contrast to other deep learning models where the param-
eters is specify in the task. However, there is few research to enhance BERT to
improve the performance on text based emotion classification tasks. Therefore,
investigating how to maximize the utilization of BERT for the emotion modelling
task has been attractive. In this chapter, experiments will be design to make a
detailed analysis of BERT and its variants. The utilization of BERT and other
classical NLP approaches will be empirically examined in the network dataset
for first time to emotion analysis. Furthermore, the behaviour of BERT against
traditional NLP models will be utilized. Different experiments about text based
emotion analysis to adding empirical evidence to support the use of BERT on
NLP tasks.

With utilizing Language Models for a large scale social network dataset and
comparing BERT against other NLP approaches for emotion analysis in this
dataset, the contributions of this chapter is to;

• explore ML models and NLP approaches with large social network dataset,

• analyze the efficacy of utilizing transformers and other NLP approaches on
the social network dataset for modelling emotions,

• demonstrate the performance of BERT by fine-tuning on the dataset to
emotion analysis,

• compare BERT model with a traditional machine learning NLP approaches.

The chapter organization is as follows; section 2 discusses related works; sec-
tion 3 highlights the emotion detection pipeline and the model architecture. The
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experimental setup of the study, the dataset used, and how the model was eval-
uated are presented in section 4. The results obtained and their corresponding
analyses are presented in section 5. In section 6, the conclusion and future works
are highlighted.

4.2 Related works
Various neural network models have been proposed to perform textual emotion
analysis, and provide promising performance in this classification task. For ex-
ample, SVM has been utilised to classify emotions from blogs with F1 ranging
from 0.493 to 0.751 for each class [1]. The features were corpus-based UniGram.
Among deep learning models, LSTM have been proved to be useful to modelling
long and sort time dependencies in text emotion classification [235] [42] and give
more improvement when combine it with other lyres of deep learning networks
such as LSTM and CNN [100] [92] [6] [235] [42]. Also, GRU models some times
out-perform LSTM networks [107] [266].

Recent works have explored the use of deep representations for text for emo-
tion analysis in contrast to low level representations. Rule based was compared
with TF-IDF features and the best accuracy is 0.83, obtained by using SVM algo-
rithm and unigram with TF-IDF features [18]. GloVe is deep learning technique
which has been proved that it plays a vital role in improving the accuracy of
sentiment classification with deep learning model [261] [236].

To classify text with BERT, normally there are tow different ways, as word-
embedding or fine tuning approach. In the first approach, pre-trained BERT used
to extract word embeddings from text data and then word embeddings can be
used in ML model for specific tasks like classification, topic modeling, summari-
sation ..etc. For example, Kazameini et al. [111] after extracting contextualized
word embeddings from the text, bagged-SVM classifier was used to predict the
authors’ personality traits automatically. They predict the personalty from the
writer essays by dividing them into sub-documents, preprocessed, and fed into
a BERT base model. Word embeddings vectors for the document then were fed
into ten SVM classifiers to produce a prediction. They show that BERT increased
performance of 1.04% in comparison with baseline methods. In the fine tuning
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approach, a dense layer to be added on top of the last layer of the pretrained
BERT model and then train the whole model with a task specific dataset. Sun
et al. investigated fine-tuning BERT for the text classification task and they
achieved state-of-the-art performances on eight widely studied text classification
datasets [211].

Regarding modelling emotion, BERT achieved state-of-the-art results in based
Contextual Emotion Classification. For example, in the EmotionX shared task,
which is to capture contextual information, to understand informal text dia-
logues outperforms the previous state-of-the-art model and shows competitive
performance in the challenge [247]. Huang et al. investigated the emotion recog-
nition ability of BERT on continues dialogue emotion prediction tasks, and they
achieved the best results in the testing dataset [101]. However still these works on
the dialogue level which depend on various aspects of language such as utterance
and different background of the conversation, tone of speaking or personality.
Whereas, in this chapter, BERT will be investigated in social network post level.

Using BERT for emotion modelling has been explored by adding a classifier
on the top of BERT for predicting emotion classes on the ISEAR dataset, and it
is outperforming that of the state-of-the-art results in ISEAR dataset [5]. How-
ever, ISEAR dataset contain just 7666 sentences and BERT approach need huge
amounts of texts to deliver proper results.

Santiago and Eduardo appear to be the first and only work that compared
BERT against traditional machine learning text classification methods [78]. In
simple terms, they empirically test BERT against Term Frequency - Inverse Doc-
ument Frequency (TF-IDF) and they proved superiority of BERT in four exper-
iments. However, this work just examine BERT with (TF-IDF) whereas in this
chapter, multiple of NLP approach will be utilized. In addition, their experiments
with different datasets for different text classification purposes except of emotion
analysis and most of them in level of documents level.

4.3 Methodologies
After prepossessing data, Different encoding techniques have been explored to
convert the text into vector representation such as using TF-IDF, static word
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embedding (Glove), or contextualized word embeddings. These techniques have
been used in combine with different machine learning models. After that, the
results has been analysed to compare the contextualized word embedding like
BERT with other models.

4.3.1 Text Representation Approaches

To represent the text statistical and embedded representations method were ap-
plied, the following 4 different algorithms were selected as baselines:

• Bag-of-Words (with Unigram): this approach is a simple and effective rep-
resentation model for natural language. Each post is represented as a sparse
vector containing the counts of every word. We limit the vocabulary size
after filtering English stop words using Scikit-learn’s list [172] but without
applying any transformations like stemming.

• TF-IDF: ]TF-IDF algorithm is used to weigh a keyword in any content
and assign importance to that keyword based on the number of times it
appears in the document [188], the following equation used to compute
inverse document frequency as:

IDF (ti) = log
N

ni

(4.1)

Where N is documents in the collection, and the term ti occurs in ni of
these documents. Then, TF-IDF is defined for a given term ti in a given
document as follows:

TF − IDF (ti) = TFi · IDF (ti) (4.2)

Where TFi the frequency of the term ti in the document.

• GloVe [174]: a popular static word embedding model based on two promi-
nent model families: local context window and global matrix factorization
methods. Rather than training on the entire sparse, it only trains the
nonzero elements in a word co-occurrence matrix. Each element Xij in the
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matrix represents the frequency of the word wi, and the word wj co-occur
in a particular context window. As synonyms and similar words usually
have similar contexts, GloVe mapped them to feature vectors close to each
other. GloVe embedding consists of a 300-dimensional vector. Pre-trained
model of GloVe with 300 dimensions computed in this experiment1.

• BERT: BERT, which stands for Bidirectional Encoder Representations
from Transformers. Unlike recent language representation models, BERT
is designed to pre-train deep bidirectional representations from unlabeled
text by jointly conditioning on both left and right context in all layers.
As a result, the pre-trained BERT model can be fine-tuned with just one
additional output layer to create state-of-the-art models for a wide range
of tasks, including the text classification.

4.3.2 Models

Five distinct classification models are applied:

• Conventional Machine learning models: two conventional machine learning
models have been explored. The first mode, Random Forest(RF) is a pow-
erful and popular machine learning algorithm. It creates several decision
trees to classify a new object based on attributes. Each tree will predict
an output, and the voting is done for the prediction to get the highest
vote for a particular prediction class. The control over the model is less as
there are fewer parameters to tune. The second model is SVM, as it has
been proved to be effective on text categorization tasks and robust on large
feature space [115]. It produces a hyper-plane near the extreme points of
the dataset, which has one dimension less than the dimension of the data
points. Support Vectors are the data points closer to the other classes, and
they are pushing the boundary farther to make better predictions. These
models have experimented with Bag-of-Words (Unigram) and TF-IDF fea-
tures. RAPIDS cuML Python library used to perform fast modelling on a
GPU. cuML can provide a speedup of 500x relative to scikit-learn [171].

1https : //nlp.stanford.edu/projects/glove/
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• Deep learning models: two deep learning models are selected as baselines:
LSTM and GRU. They have been introduced in detail in chapter 2. They
experimented with GloVe embedding as a basic word representation.

Figure 4.1: The architecture of the proposed BERT model

• Transformer model: BERT has been detailed explained in chapter 2. Al-
though the BERT model is already pre-trained, it needs to be fine-tuned on
the dataset to a specific task to be used to classify the text. As it is stated in
the BERT paper [59], fine-tuning is straightforward since the self-attention
mechanism in the Transformer allows BERT to model many downstream
tasks. Therefore, as it is shown in Figure 4.1 a dense output layer has been
added on top of the pre-trained BERT model from TensorFlow Hub1 for
fine-tuning, with a cross-entropy loss function. 2

1https : //www.TensorF low.org/hub
2In the experiments of this chapter, BERT-base model with a hidden size of 768, 12 Trans-
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4.3.3 Evaluation metrics

To evaluate the performance of individual classifiers, the following evaluation
metrics were employed:

• Accuracy: consider P=# of positive instances, N=# of negative instances,
TP= number of instances correctly labeled as belong to positive class, and
FP= items incorrectly labeled as belonging to the class. The accuracy is
computed like:

Accuracy =
TP + TN

T +N
(4.3)

• Precision:
Precision =

TP

TP + FP
(4.4)

• Recall:
Recall =

TP

TP + FN
(4.5)

• F1 score:
F1 =

2 · Precision ·Recall

Precision+Recall
(4.6)

4.4 Experiments

4.4.1 Data pre-processing

We have using bellow pre-processing methods:

• Normalization text by removing http, https, RT and username as they do
not contain the sentiment information.

• Convert emoticon and emoji to the text describes expression of feeling as
thay considers user moods expression in the form of icons.

• Tokenised the post data on white space, converted all words to lower case,
Removal all non-ASCII and non-English characters.

former blocks and 12 self-attention heads has been used.
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• Spell correction: This is a process of checking for the text’s spelling to
correct the wrong spelt text. A PyEnchant spell checker python library
was employed to correct all the misspelt words.

• Removal all numbers as they do not significantly affect sentiment informa-
tion.

• Remove one character words, punctuation, multiple spaces, apostrophe, and
misspells,

• Replace contraction, and some noticed words

• Removal stopwords: Stop words usually refer to the most common words
in a language. removed using NLTK libtary in python1.

• Stemming and lemmatizing.

Standard pre-processing steps like stemming and removing the stopwords have
not been used in BERT because it can get more features from the raw data.
This is because stop words provide some context and as we also indirectly learn
the sentence representation while feeding the context as the output or input.
removing them can have a negative impact.

After the prepossessing and filtering phase, around 5.9 million posts with
moods have been left. The dataset was split using random sampling technique
into a training set of 76% data instances and evaluation set to be used during the
training of 20%, and the rest 20% is test set.

Figure 4.2 shows the distributions of emotion classes on the data set. As
discussed in the previous chapter, in Talklife App, the emotion labels are grouped
into 6 classes.

4.4.2 Results

Experiments settings proposed in details in appendix .1. All the experiments were
replicated 10 times (using the 10-folds method) for each model, with recording

1https : //www.nltk.org/
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Figure 4.2: Pie charts showing the distributions of the dataset with 3 classes
scheme and with 6 classes scheme

the average performance for each replication, the mean average accuracy, F1-
Measure, precision and recall values observed over 10 folds were reported.

Experiments with grouping of emotions

Figure 4.3: Results of experiments with two types of labelling methods of the
dataset (3 classes method and 6 classes method of TalkLife app)

Figure 4.3 shows the results for a Talklife 6 grouped model (F1-score = 0.48
with BERT and 0.44 with LSTM) and 3 grouped model (F1-score = 0.66 with
BERT and 0.64 with LSTM), respectively. The significant difference in perfor-
mance for deep learning models between these models is perceptible.

Experiment in comparing models with fine-tuned BERT model
Table 4.1 summarizes the five models’ performance (RF, SVM, GRU, biLSTM

and BERT). The model that achieved the highest scours in all metrics was BERT,
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whereas the model that obtained the worst result was RF +TF-IDF—although
using BoW text representation improved the performance of RF and SVM.

Conventional machine learning models (SVM and RF) did not perform well on
the dataset, with an average accuracy lower than 0.51 and an F-score lower than
0.45. On the other hand, in terms of deep learning models (LSTM and GRU),
it is clear that they improved the performance by around 16% of accuracy and
by 19% of F1 score. Moreover, biLSTM presents a slightly better performance
than GRU. Figure 4.4 illustrates the confusion matrices yielded by the LSTM and
BERT models, and it shows an improved classification with BERT in all classes.

Models Accuracy Precision Recall F1
RF(BoW) 0.4955 0.3400 0.4288 0.3663
RF(TF-IDF) 0.4922 0.3364 0.4260 0.3639
SVM(BoW) 0.5090 0.4600 0.4590 0.4500
SVM(TF-IDF) 0.5067 0.4558 0.4586 0.4453
biLSTM(GloVe) 0.6600 0.7086 0.6050 0.6475
GRU(GloVe) 0.6600 0.7000 0.6000 0.6400
BERT 0.6900 0.7200 0.6300 0.6700

Table 4.1: Results of the experiments with five models (RF, SVM, GRU, biLSTM
and BERT)

(a) BERT model (b) LSTM model

Figure 4.4: Confusion matrices of LSTM and BERT models
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Personlised experiments

Figure 4.5: Radar charts showing the accuracy and F1-score of BERT and LSTM
models based on ten users data

To examine the performance of BERT and LSTM on the personals dataset,
we select posts written by ten most posting users. We numbering users was by
the number of posts as User 1 is the most and User 10 is the least between them.
Radar chart in 4.5 shows the difference in accuracy and f measures levels of 10
users experiments. There is a high variation between users in two of the models,
and biLSTM resulted in the highest divergence between users with accuracy levels
ranging between 0.60 to 0.79 and between 0.59 to 0.79 in the F1 score.

4.5 Discussion
The objectives of this chapter were to (i) evaluate deep learning as a computa-
tional model for emotion recognition from our dataset following state-of-the-art
methodologies and (ii) to assess the overall power of BERT by fine-tuning on
the dataset to emotion analysis. This is the only study looking into emotional
classification on social media data using multiple NLP methods and comparing
models with BERT. The results have demonstrated that the BERT model outper-
formed other deep learning models. Moreover, in general, results have suggested
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that deep learning methodologies are appropriate for modeling emotion from so-
cial media text, and more importantly, Language models can be even the most
appropriate.

Although BERT is very large, complicated, and has millions of parameters, the
state-of-the-art performance has been achieved by adding a simple one-hidden-
layer neural network classifier on top of BERT and fine-tuning BERT. BERT
obtains these results because BERT was trained on a considerable amount and
already encoded a lot of information about the language contexts.

Regarding personalized modeling for users, it was evident that personalizing
the model by training it in the user text is better than generalizing it. In addition,
the more data we have to train BERT, the more performance to give us, and that
is clear when the last three users were worse performance.

Finally, in the experiments of comparing the two groupings types of labels,
the significant difference in performance for the BERT model between these two
grouping classes is perceptible. It might indicate that the six classes grouping
mitigates confusion among inner group lower-level categories.

4.6 Conclusion
This chapter has showcased how pre-trained contextualized language models can
be usefully applied in text-based emotion modeling. In addition, the compari-
son between pre-trained LMs and some other NLPs ML models has been intro-
duced. Furthermore, experimental results across these models show how BERT
has outperformed the traditional NLP approach, adding empirical evidence of
its superiority in emotion classification. Although it has been mainly focused on
text embedding for classification, in the next chapter, I would like to take advan-
tage of the capabilities of BERT by fusion other features with BERT features for
emotion modeling.
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Chapter 5

Feature Fusion with BERT for
Emotion analysis of unstructured
social media text

5.1 Introduction
Emotion can be presented in and predicted from the text. The people were writ-
ing text in different styles and genres, such as formal styles like news text and
informal styles like social media text. Therefore, emotions suppose to be pre-
sented differently depending on the text type. Social media texts are typically
rich in emotion because they are often written as immediate, unfiltered reactions
to breaking events or expressions of personal feelings. However, social media text
is indeed noisy, less grammatical than edited text and with more misspellings [22].
Therefore, using only word vectors to classify the text might be less effective than
the formal text as some of these words might be misspelled or used grammatically
wrong. Also, the social media text is usually short; thus, most words will be rep-
resented in different classes simultaneously. These reasons motivate researchers
to fusion other features (semantic) with word embeddings to classify text of social
networking [115].

Integrating multiple sources of data has gathered significant interest and has
been successful in various applications of NLP tasks, especially text classification
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[200] [67] [54]. The main goal for integrating sentiment data and other sources of
data to form a unified picture or make a better decision in text classification with
deep learning models, and it is achieved this goal with many pieces of literature
such as LSTM [184] and convolution neural network [106].

However, even though BERT is one of the most potent NLP models available
and it achieved ground-breaking performance on text classification tasks, there
is a gap in exploring BERT integration with other sources of features. There-
fore, the focus of this chapter is to examine the potential for BERT in emotion
modeling from social media (casual language ) text under a general framework
encompassing both sentiment and other features paradigms.

To better handle social media text, this chapter approaches emotion analysis
from a novel perspective by taking advantage of pre-trained language models that
have been produced the state of the art results in emotion classifying. Language
models make semantic vectors that capture the semantic meaning of the text.
By incorporating linguistics and grammatical features associated with user posts,
including punctuation or parts of the speech, Mental health language-based such
as Anxiety, Sadness, and Anger. Likewise, some features regarding the user post,
such as Word counts, the number of hashtags, and the count of emoticons and
emojis in the post. These features with other features will be discussed in section
5.3 and fused with the semantic vectors produced from the pre-trained BERT
model. The proposed model incorporates these fused features to classify emo-
tion from social network posts. The proposed system combines a fully connected
neural network architecture and BERT model, and it is evaluated by our large
dataset used in this thesis to test how the classification will be improved with so-
cial media text. The performance results of the proposed model show substantial
improvements over the baseline models that have been used to compare in the
same dataset.

5.2 Related works
Integrating semantic, and sentiment features has been successful in modelling
emotion and sentiment analysis form short text. The early exploring of integrat-
ing these tow source of features has been done by Kiritchenko et al [115], and the
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system is based on a supervised statistical text classification approach leveraging
semantic and sentiment features. Moreover, sentiment features were derived from
sentiment lexicon elongated, and semantic features were emoticons,punctuations
and hashtags counts, occurrences of each part-of-speech tag and the number
of negated contexts. This system obtaind state-of-the-art performance on the
SemEval-2013 dataset. Later, with deep learning models and advances in word
embedding, word embeddings were combined with other features and integrated
into a deep learning models for predicting sentiment classification in social media
such as convolution neural network [106].

LIWC [173] is a tool for text analysis that counts words in psychologically
meaningful categories. LIWC reads raw text files in batches and counts the per-
centage of words that belong to each category, which can be grouped as linguistic,
punctuation, psychological, and summary features. It utilises over 60 categories,
and dictionaries of words related to each category. It is has been used widely in
literature to represent text features for several NLP tasks and empirical results.
Such wide use of LIWC demonstrate its ability, for example, predicting depressed
and non depressed social media users from text classification [200], profiling so-
cial media users by inferring age, gender and personality traits of users [67] and
predicting the emotion of the user [54]. It has been proved the ability of LIWC to
detect meaning and to show attentional focus, emotionality, social relationships,
thinking styles, and individual differences [219]. Moreover, it has been proved
that LIWC can be reliably used to identify emotional state in the user posts [49].

Combining BERT with other deep learning models in the infant stage recently
and even if it is very few studies exploring it, it is achieved the state of the art
results in emotion classification from text. Recent work by Adoma et al [5]
presented a model for predicting emotion with tow stages, the first stage has
(BERT) model, the second stage consisting of a Bi-LSTM classifier. The results
become the new state-of-the-art in detecting emotions on the ISEAR dataset.

The only work that has been found in literature that has been combined
BERT Embeddings and a set of other features is the work that integrated psy-
cholinguistic features from AffectiveTweets Weka-package with BERT [8]. In this
work, they proposed a system (EmoDet2) that combining BERT and BiLSTM
neural network and they obtained performance results that show substantial im-
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provements (F1-Score 0.748) over the baseline model provided by Semeval-2019
(F1-score 0.58) [8]. However, the system was for English textual dialogue and
the input to the system are utterances along with three turns of context which
is completely different from the goal of this chapter which is modelling informal
social media text.

5.3 Methods
This section will introduce the proposed system by presenting the proposed fea-
tures and model.

5.3.1 Proposed Features

Several features have been included for analyzing the cognitive, affective, and
grammatical processes in the text, which helps examine the difference between
the writing style of posts among emotion states and how they will contribute to
predicting the current emotion. In addition, most of the extracted features from
LIWC as all the LIWC features have been used. Thus, in addition to BERT
features, every post will be represented into a vector of features as follows:

-BERT embeddings will be of dimension 768. These embeddings have been
treated as features of the post itself.

-Post summary features: Word counts, the number of hashtags, URLs and
other users mentions, Words, sentences, Words > 6 letters, How many emoticons
and emojis. Also, the frequency of words that reflect the writer’s thoughts, per-
spective, and honesty. There are a total of 12 features under this category.

- Sentiment Analysis of the post: the polarity value and the subjectivity
were computed by TextBlob package1.

-Punctuation-based: Features derived from the punctuation used in the
forum, such as exclamation points and question marks. There are 11 features
under this category, all of them extract from LIWC.

-Mental health language-based: Features derived from the occurrence of
mental health-related words in posts include Positive emotion, Negative emotion,

1https : //textblob.readthedocs.io/en/dev/
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Anxiety, Sadness, and Anger.
-Linguistics and grammatical features: refer to features that represent

the functionality of text, such as negations as well as parts of the speech (adjective,
noun, verb, conjunction) frequencies. Also, Grammar words like adjectives and
Comparisons. There are 20 features in this category.

-The use of informal language such as swear words.
-Personal concerns features such as job, work, family, and money.
- Other Linguistics features can be used to scrutinize the emotional part of

the posts. There are a total of 28 features under this category, including the
following features:

-Time orientations words like Past focus(did), or Future focus(will).
-Perceptual words such as see and hear.
-Social features such as friends and family.
-Biological words used like body, health, and sex.

5.3.2 Features extraction

Following methods have been used to extract the proposed features.

• Direct extraction based on the specific symbols: This method can be ap-
plied to all, Emoji (E-mark),the number of hashtags, URLs and other users
mentions.

• Extracting based on processing tools: LIWC has been used to extract the
rest of features. TextBlob1 is a Python library for processing textual data
was used to compute the Sentiment Analysis value.

The Emojis were extracted from the notifications retrieved and processed with
a python script. According to [218], today’s lexicon-based approaches typically do
not consider Emoji. Conversely, one of the first steps in most current work is to
remove the Unicode symbols, including Emojs, ignoring that Emoji may express
emotions when regular text fails to do so and be classified as anger, disgust, fear,
happiness, sad, and surprise.

1https : //textblob.readthedocs.io/en/dev/

83



5. Feature Fusion with BERT for Emotion analysis of unstructured
social media text

To scale features, the Min-Max normalization method is utilized to scale every
feature vector into [0,1] by obtaining the values 0 and 1 at the minimum and
maximum points, respectively, for the features that had not been scaled by LIWC
such as Word counts, the number of hashtags and emoticons and emojis. Lastly,
the number of proposed features was 95.

5.3.3 The proposed model

Figure 5.1: The proposed model architecture of fused features to classify emotions
from social network posts

Figure 5.1 shows the architecture of the proposed model. Each user post is
fed into the LIWC tool to extract the features and combined with other features
which results in 95 features as total. Layers of the model as alligned as follows:

• The first layer: is the input layer to set the inputs to the model, which
is two sets of information: text input(the post itself) will feed the BERT
model and the second set is the proposed features introduced in the previous
section.

• The BERT layer, which will produce embedding for every post with 768
dimensions as BERT base, has been used in this layer. These embeddings
can be treated as features of the post.
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• Concatenation layer: The main task of the connection layer is to combine
the results from the BERT layer (semantic features) and the proposed fea-
tures from LIWC (syntax features) to construct the full represented feature
of the post. The concatenation of the embeddings is defined in Equation
(5.1).

• Fully Connected layer (FC) with ReLU activation and dropout after the
BERT layer.

a = LIWC(XSyn), b = BERT (Xembeddings), xfuse = [a, b] (5.1)

Finally, the Fully Connected layer is fed into the Softmax layer to classify the
deep-extracted features. The Softmax function transforms the numerical results
of the neural network to the output of probability and decides the predicted class
with the max probability.

In the model training process, the classification task employs the Cross-
entropy loss function (is defined in Equation (5.2) to calculate the error between
the prediction and the true value to achieve better results:

L = −
2∑

i=1

tilog(pi) (5.2)

5.4 Experiments

5.4.1 Data pre-processing

The data set used in this thesis was introduced in chapter 3. The Similar steps
that have been represented in chapter 4 to prepossessing the data were used in this
chapter, but before data cleaning, the number of hashtags and URLs have been
counted as they are variables that we need. Then it is followed by feeding data
to the LIWC tool to extract the features. After that, data cleaning steps have
been utilized to the text and spell correction. After the data cleaning, we have
around 6 million labeled posts with three classes( %47 Negative, % 12 Natural,
%41 Positive).
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5.4.2 Baseline models

The baseline models utilized in this chapter utilised the raw text features to
represent the text information and the proposed features in section 5.3 to the
baseline experiment.

Two baseline Machine learning models have been explored: Random For-
est(RF) and Support Vectors Machine (SVM). These models experiment with
Bag-of-Words (Unigram) as a representation of the text as this method outper-
formed Term Frequency times inverse document frequency (tf-idf) in this dataset
(chapter 4). The proposed features have been added to these models by pipeline
in the RAPIDS cuML Python library.

Another two Deep learning models: LSTM and GRU, have been utilized
with GloVe embedding as text representation. Finally, the proposed features are
concatenated with GloVe embedding features to classify emotion.

Lastly, the pre-trained BERT model has been compared with the proposed
model.

5.4.3 Experimental Setup

Experiment data is divided into a training set, validation set, and a test set at
a ratio of 70:15:15. The training set has a total of around 3.7 million of labeled
posts, and the test set and validation set includes 900K of data for every set. All
the experimental is based on the Python language using GPU as the data size is
huge. The experiments utilize the following metrics( the precision, recall, and F1
score) to evaluate the model’s performance.

In search of the optimal model, we explored the following hyperparameters:
batch size has been set as 32 and learning rate to 3e-5 and Number of epochs is
four after preliminary experiments with various values. A Regularization lambda
of λ=0.01 along with drop rate of 0.1, and batch normalization were applied on
the fully connected layers in the network to reduce overfitting. The Max sequence
length of the set to 40 represents 75% of dataset length. Warm-up steps set to
10,000 and Training steps to 100,000.

In experiments with training the model in a limited set of data of users posts,
and similarly to avoid overfitting the model, Cross-validation with 10 folds has
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been used. Cross-validation allows for using every observation in both training
and test sets as the dataset is small for the complicated model.

5.4.4 Results and Discussion

Models Accuracy Precision Recall F1
RF(BoW) 0.49 0.34 0.43 0.36
RF (BoW+ Features) 0.48 0.34 0.43 0.37
SVM(BoW) 0.50 0.46 0.46 0.45
SVM(BoW + Features) 0.52 0.46 0.49 0.47
biLSTM(GloVe) 0.66 0.71 0.60 0.65
biLSTM(GloVe+Features) 0.66 0.70 0.62 0.65
GRU(GloVe) 0.66 0.70 0.60 0.64
GRU(GloVe+Features) 0.66 0.70 0.61 0.65
BERT 0.69 0.72 0.63 0.67
The proposed model 0.69 0.72 0.64 0.68

Table 5.1: Results of the experiments with all Models compared to the proposed
model

The results are compared with the current mainstream models to verify the
feasibility and effectiveness of the model. The comparative experimental models
include RF, SVM, LSTM, GRU, and BERT. All of these models have been exper-
imented with and without the proposed features. The experimental evaluation
results are shown in Table 5.1.

In general, integrating the proposed features with text represented features
improves the performance of all models as F1 value has been improved by (0.90%
to 2%) among all models. However, it is slightly improved. It is good evidence
that modeling emotion from social media text can be improved by integrating
more than one source of features. Additionally, the comparison results of the ten
models show that the proposed text classification model achieves a better classifi-
cation effect than all other models in 3 evaluation metrics (Accuracy, Recall, and
F1), whereas, in the Precision value, the BERT model outperform the proposed
model.
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Figure 5.2: Comparison of F measures levels of models for 10 users

0 1 2
Precision 0.66 0.53 0.66
Recall 0.73 0.04 0.79
F1-score 0.69 0.09 0.72

Table 5.2: The classification report for the three classes in BERT model

0 1 2
Precision 0.67 0.41 0.70
Recall 0.78 0.02 0.79
F1-score 0.72 0.05 0.74

Table 5.3: The classification report for the three classes in the proposed model

Furthermore, Even though adding features to deep learning models has im-
proved the classification performance, the pre-trained BERT model still has
achieved better accuracy of nearly %69 and a higher F1 score (0.67) by a reason-
able difference of around 2% from other scores. This indicates the power of the
BERT model in understanding the context and capturing complementary facets
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of word meaning better than other deep learning models. Our results outperform
other similar models in the literature. For example, [143] has achieved F1 scores
between 0.30 to 0.67 for 6 different classes using the basic BERT uncased model
after fine-tuning.

Figure 5.2 presents charts of 10 users models for LSTM, LSTM+ Features
BERT model, and the proposed model as they the best performance in the results.
There are variations in the Comparison of the performance between the proposed
model and whether it improved the classification’s performance. The results
indicate the proposed model improved the performance in 6 users models, did
not improve remained in the same results for 3 users whereas decrease the values
of scores for one user (user 6). This variation in the performance in the proposed
model among users might be the result of the cased text for different personalities.
Some of them give extra features to the model to understand the context better.
Additionally, The under-performance on the user dataset might be related to
over-fitting.

Tables 5.2 and 5.3 show the classification reports for the three classes in the
BERT model and the proposed method respectivly. Classes in the table as 0 is
Negative, 1 is Neutral, and 2 is Positive. The proposed BERT fusion method
performs better than the BERT-only approach in F1-score in three classes. The
two models did not predict Neutral emotion and other emotion classes, and this
is expected as this class is the lowest number of posts in the dataset. However,
Integrating features with the BERT model improved the classification of this class
and the classification performance for all classes.

5.5 Conclusion
In this chapter, the potential of fusing BERT Language Model features and syntax
features, the popular linguistic features in social psychology features, have been
investigated. Moreover, integrating different sets of features with BERT for emo-
tion analysis based on users’ posts in social media. The system’s performance
(F1-Score 0.6795) surpasses the performance of the baseline models indicating
that this approach for modeling informal text is promising, adding empirical evi-
dence of its superiority in average social networks classification problems. In the
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proposed model, word embedding from BERT with feature vectors extracted us-
ing the LIWC and other features from user posts have been integrated to obtain
the predictions for user emotion.
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Chapter 6

Modelling the Temporal
Dynamics of User Mood Change

6.1 Introduction
Considering the importance of social media, recent studies looking into the impact
of online communication and social media on mental well-being have found po-
tential benefits to understanding users’ mental health based on social media. For
example, using Twitter data to propose analysis population depression [56] [55]
and using Instagram data to predict people’s suicidal ideation [32]. Meanwhile,
social interactions and text analysis have been examined widely on social me-
dia to infer some understanding of mood behavior expressed in these networks
(chapter 2). However, most works on emotion modeling treat individual emotions
independently without considering user profiles.

With the growing peer support networks, people with mental health issues
turn to these online forums to seek advice and who will listen and emotional
support. Furthermore, studies proved that using these networks helps to track
the changes in user’s health [203] [45]. Thus, the dataset adopted in this thesis
can be used as a benchmark for monitoring mental health change.

By analyzing a real-world dataset from an extensive Mental Health social
network, this chapter will bridge the gap in modeling the change in mood of
social networks. It will model the changes of users’ mood states based on how
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they interact and respond to posts over time and predict future change states. We
propose a novel model to find that future mood change states can be predicted
and in which direction. The Mood Change model predictive model has achieved
a good accuracy level using three different Deep Learning unite (2 BERT units
and LSTM units).

In the current study using the mental health social network dataset, the fol-
lowing contributions have been made in this chapter :

• Prove to what extent the mood change can be modeled and predicted (i.e.,
do people feel more positive or negative over time?).

• Propose a novel predictive model and framework to model the emotion
through time.

• Analyse and explore what factors/features are driving this change.

The rest of the chapter is organized as follows; section 2 discusses related
works; section 3 present the dataset. The proposed framework to predict the
change in the mood and the model architecture is presented in section 4. The
Experiments, the results obtained, and their corresponding analyses are presented
in section 5. Finally, in section 6, Peer influence has been discussed, and the
chapter conclusion in section 7.

6.2 Related works
It seem to be only two works in literature have been done in the change in
cognitive state in Talk life user. One of them is the work of Pruksachatkun et
al. [182] which is analyzing support comments on a thread. They built a model
for predicting whether the thread leads to a positive cognitive change for the
individual. Furthermore, they used a dictionary of phrases where people self-
reported their change to check if there was a positive cognitive change. However,
the focus of this study is the change of the user’s cognitive state in each topic,
whereas the work in this chapter aims to model user mood change in general.

92



6. Modelling User Mood Change-Modelling Emotions Through Time

The other one is done by [122] to explore temporal patterns of the user posting
in Online Mental Health Forums. They found that user activity follows a dis-
tinct pattern of high activity(bursts) periods with interleaving periods (breaks)
of no activity, and they proposed a method for identifying these periods based
on activity. They provide statistical analysis to examine characteristics of user
activity that lead some users to find support and help while others fall short.
Furthermore, they use metrics of the previous study [182] which is (moments of
cognitive change) to robustly test some features such as Engagement with Others
and Linguistic Features and if it might contribute to the change of the cognitive
state. Similar features in this work will be used with other features to predict a
moment of change. In addition, their analysis was focused on a short period, by
considering the first original posts within a burst to identify a general mood for
a burst, and then see the change of the mood in the next burst, a user’s mood
across a period may vary. While this is ignored in their analysis, the presented
work will consider every reported mood. [54]

6.3 Dataset
A part of the dataset will be used in this chapter. The goal is to monitor users’
mood progressions through time and how it is changed, the focus will be extract-
ing users’ data instead of extracting posts. Users of the dataset were sorted by
the number of posts, Then the first 100 users with the most posting activities
have been selected to this chapter to model their mood change. For a given user,
their timeline activities will include:

• All original posts.

• Reply threads for each of their original posts.

• Replies written by the user on other’s posts.

• Personal information such as age and gender.

In addition, every user generates a time series of their activities to employ
measures/features extraction and labeling.
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6.4 Model Framework
Mainly, the user posts a post with a mood, such as a negative mood. Then, the
user may engage with others in the same thread or in other threads, after which
the user will post a new post with a new mood. Can we predict whether the
individual new post will include a change of mood from Negative to Positive or
from Positive to Negative, or the new mood will not change?.

To this end will pursue the use of supervised learning to build a classifier
trained to predict the user’s emotional changes depending on their reported mood.

6.4.1 Data Labeling

Given observed data for the user during the period from the last mood reported
until the current post, the prediction framing will be a classification problem per
measure of change. The progression of the mood among the categories of mood
will be in three directions (see figure 6.1):

• Mood changes from negative to positive.

• Mood changes from positive to negative.

• Mood remains the same.

Consequently, we model this change as a three classes classification problem:
Positive change, Negative change, and No change.

Figure 6.1: Illustrating of mood change labeling: change from negative to positive,
change from positive to negative or remaining in the same mood
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Moreover, The self-reported mood is adopted in this chapter to reflect how
the user feels. Therefore, instead of using manually annotated labeling to the
mood change like (moments of cognitive change) [182], we use the self-reported
labels to categorize an individual’s change in mood. Change in Mood is defined
as the difference in the Mood of the last post from the user to the current post.
Quantitatively defining the change in the Mood as follows:

If the Positive class is assigned to = 1, and the Negative class is assigned to
= 0, the following equation will give the label of change:

ifLt − Lt−1 > 0, X = 1

ifLt − Lt−1 < 0, X = −1

Otherwise,X = 0

(6.1)

Where Lt is the current mood, Lt−1 is the previous mood, and X is the label
of the change. The result of this equation will be one of the three values -1, 0,
1. Meaning, the scenarios of changes will be the following: If the current mood
is Positive (1) and the last mood is negative (0), then the change is equal to 1,
which is a positive change. On the other hand, if the current mood is one and the
previous mood was one, then the result is 0 representing no change—a similar
calculation for Negative mood. As a result, the three classes to classify the change
of mood: -1 will represent the change in a negative direction, change of mood in
a positive direction yields = 1, and No change in the mood =0. Figure 6.2 shows
an example of a random user timeline with labels indicating positive, negative,
and neutral mood changes during the time.

Figure 6.2: Example of user timeline with labels indicating positive, negative and
neutral mood changes.

6.4.2 Proposed Features

Training a classifier from labeled data will represent each post into a vector of
features to capture features describing the emotion change between the current
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and last posts. Feature selection plays an important part in the effectiveness
of the classification process. For this study, we explore the usage of different
features:

User Post text representation: To represent the text used in the user
post, the pre-trained language model BERT will be utilized as the BERT proved
its ability to understand the language and classify the emotion in this dataset
(chapter 4 and 5). Thus, the post will be represented in the vector of 512 dimen-
sions. We use BERT to classify the change in mood as the novelty of this chapter
as the previous works use LIWC [54] [122] or bigram and trigrams [182].

Post’s Replies text representation: To utilize the supports given to the
user, the replies that deceived the previous mood until the current reported mood
will be aggregated and fed to BERT to understand the kind of support if there
is support from other users. Furthermore, only the replies from other users will
be included in this set of features as sometimes the poster user reply in the same
thread of his post. Whereas, In the study of [182], they include all the threads in
a trigrams representation.

Linguistic Features: Following [122] [182] [54], as they used LIWC Features
as indicate the change in user cognitive or depression. For example, LIWC fea-
tures are used as indicators of questions and exclamations that often occur during
cognitive restructuring [182]. In addition, in the analysis of [122], users who expe-
rience a Moment of change are more likely to use positive affective language and
receive replies from others containing positive affective words. In this category
of features, two sets of Features will be included: User’s Linguistic Feature’s set
to capture the change in the user language and Replies Linguistic Feature set to
capture the effect of replies language.

Time Since Last Post (TSLP): The time between the last mood and the
current mood is important to the predictive system to analyze the effects of social
networks in this change. For example, if the user posts with a negative mood
and after 5 days posts with a negative mood, this second mood is not necessary
because of the interaction with the network. Consequently, it will confuse the
prediction process. Thus, the time between two moods will be a trainable feature
in the model. Furthermore, the time gap between a user’s posts can represent
her diminishing social interactions [192]. In the study of [122], they used Activity
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Burst where such that the time between any two consecutive posts remains within
this period to be included in their analysis.

Mental health and emotion language: These features will be derived
from LIWC to observe the emotions or support in replies which might help the
poster user to change their mood. It will include Positive emotion, Negative
emotion, Anxiety, Sadness, Anger, and Sentiment Analysis.

Post Engagement: As it is stated that the attraction of the post in a social
community and getting attention from the community, more likely to make this
post persuasive [238]. Similarly, in mood change, the more posts attract people to
engage in it, the more likely these people will affect the mood of the poster. Post
Engagement here means how the post has engaged with users in the network,
such as the number of views, likes, replies, gifts, supports, etc. Following the
formula given by to [238] to quantify the engagement of posts on Twitter, the
formula 6.2 will be used with modifications to calculate the Post Engagement.

E =

∑
(2×Nofreplies) + hugsrank + likesrank + flagrank + giftsrank

V iewRanks
×100

(6.2)
Engagement with others: Sometimes, the user replies to people who en-

gage in their post. This might lead to a change in their mood. Moreover, the way
that the user engages, in addition to the frequency, can be indicative of her emo-
tional health [192]. Thus, following the formula that has been used in [122], the
engagement of the user in the previous mood (E) will be calculated as following:

E =
numberofrepliestoothersinthepost

totalnumberofreplies
(6.3)

6.4.3 Mood Change Predictive Proposed model

To characterize the behavior of the mood and in any direction of change will be,
the following model is proposed as it is shown in Figure 6.3. After generating
the user activities and the activities that happened between the last and current
post features, it will be fed to the model, which consists of layers as follows:

• Input layer: consists of three types of inputs: i)the user’s current post,
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ii)the replies received from the last post until this post, and iii)the other
features extracted from the thread.

• BERTs encoding layers: 2 layers from pre-trained BERT model, one for the
post input, the other one for replies text inputs. These layers will produce
2 vectors with 512 dimensions.

• LSTM layer: the input to this layer is the proposed features in this chapter
to be trained.

• Concatenation layer: the three outputs from BERTs layers and LSTM layer
will be concatenated in this layer to construct the full represented feature
of the post.

• Fully Connected layer (FC) with ReLU activation and dropout after the
BERT layer.

• Softmax layer as the final layer to classify the concatenated vectors. The
Softmax function transforms the neural network’s numerical results to the
output of probability and decides the predicted class with the max proba-
bility.

6.5 Experiments

6.5.1 Feature extraction

We follow a multi-level feature extraction approach as follows:

• Hand-Crafted features: such as user engagement and the time differences.

• Linguistic and Sentimental, and word counts Features using LIWC and
TextBlob tools.

• Text embeddings from BERT model.
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Figure 6.3: Mood Change Model based on multi model features and two BERT
units and LSTM unit

To this end, we used the Min-Max normalization method, which scales every
feature vector into [0,1] by obtaining the values 0 and 1 at the minimum and
maximum points, respectively. If the features are categorical, it will be ideal for
converting to one-hot vectors and concatenating them.

6.5.2 Experimental Setup

The dataset is divided into three parts as 60:20:20. The total size of the data
is 120k records. There is a noticeable imbalance in the data as the class. No
change(0) represents around half of the data (54% of the data). The rest of the
labels (positive and negative change) are nearly equal. Thus, the class (0) data
has been down-sampled t nearly 10%.

In the experiments, small pre-trained BERT from TensorFlow Hub1 has been
chosen to reduce the dimensions that represent the posts to avoid the over-fitting
problem in the training process. To evaluate the proposed model, in addition

1https : //www.tensorflow.org/hub
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to the metrics that have been used in the previous chapters, Area Under Curve
(AUC) has been utilized [182]. Furthermore, we compare the model’s performance
using different features combinations to cover various scenarios. The model per-
formance will be evaluated on five sets of features added one after the other to
evaluate the impact of these features (Posts, Replies, TSLP, Engagement, Emo-
tion language, Linguistic).

6.5.3 Classification Results and Discussion

Features Accuracy Precision Recall F1 AUC
Posts 0.48 0.42 0.32 0.36 0.60
Posts+Replies 0.56 0.56 0.50 0.53 0.73
Posts+Replies+TSLP 0.55 0.56 0.50 0.54 0.74
Posts+Replies+TSLP
+Engage

0.55 0.56 0.49 0.53 0.74

Posts+Replies+TSLP
+Engage+Emotion

0.56 0.59 0.51 0.56 0.75

Posts+Replies+TSLP
+Engage+Emotion+
Linguistic

0.58 0.60 0.51 0.57 0.76

Table 6.1: Comparison of model performance based on different features sets
using the following metrics (Accuracy, Precision, Recall, F-Score and AUC).

Figure 6.4: The model training performance for user4

Evaluation results across all experiments are illustrated in Table 6.1, based on
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five standard performance evaluation metrics: Precision, Recall, F-Score, Accu-
racy, and AUC. The accuracy levels of the results are also compared between the
model with just the user post text as the only input and the combined modali-
ties across all the sets of the features by adding one set by one. Mood Change
model did not perform well on user posts only with an average accuracy=%48
and AUC=0.60. Moreover, this score was the worst score among the rest of the
features in all the evaluation measures, and it can be considered an indication
that the user posts are only insufficient to predict changes in the user mood.
By adding the replies text features, the performance improved significantly and
achieved F-score=0.53 and AUC=0.73. This improvement presents the impor-
tance of influence of peers in predicting changes in users’ mood while interact-
ing on social media. The model has slightly improved by adding the time between
last mood and current (TSLP) and achieved AUC=0.74.

Moreover surprisingly, adding Post and User Engagement features set de-
creases the model’s performance by decreasing F1-score by 0.0090 and AUC by
0.0030. It was expected from these features to improve the performance of pre-
diction, but the results show that these features are non-Robust Features in this
dataset. However, Adding Emotion and other Linguistic Features have well in-
fluenced the model by increasing AUC to be 0.75 and 0.76, respectively.

0 1 2
Precision 0.62 0.50 0.50
Recall 0.76 0.3798 0.35
F1-score 0.68 0.43 0.41

Table 6.2: Classification model performance for the Mood Change model (for
each class)

In general, The best performance for the model was with including all the
features as the model achieved nearly F-score=0.60. Furthermore, Replies BERT
features’ encouraging performance indicates that the respondents’ language is the
most associated with mood change. Table 6.2, illustrate the confusion matrices
yielded by the model based on the dataset and represent classes as follows: 0 is No-
change, 1 is Negative change, and 2 is the positive change. The best performance
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of the model was with class No-change (0), which is as expected as most of the
data labeled as No-change.

Users Accuracy Precision Recall F1 AUC
User1 0.54 0.56 0.41 0.48 0.74
User2 0.60 0.64 0.63 0.64 0.77
User3 0.54 0.57 0.39 0.46 0.73
User4 0.70 0.71 0.65 0.68 0.85
User5 0.63 0.67 0.54 0.61 0.82

Table 6.3: Results of the model performance on 5 selected users.

Table 6.3 shows the difference in measures levels of 5 users experiments which
the most posting users select with accuracy levels ranging between 0.54 to 0.70
and AUC levels ranging between 0.73 to 0.85. It is clear from the table that
the proposed model resulted in the highest variation between users, which might
be because of the personality aspects in language and how they express their
mood. In addition, it might be because of the difference in personality in being
affected by others. Based on best performance to the model and it was in User4
data, Figure 6.4 shows the model training performance (lose and AUC values)
and performed well based on training data for this user.

Comparing the proposed framework to the classification of the mood change
with the framework of Pruksachatkun et al.. The mood change model did well.
They measured the classification in AUC, and they did not show other measures.
Their classification achieved high AUC scores (> 0.8) for predicting a moment
of change. However, their dataset is just 6,396 threads, and it is divided 50:50
between change or not. To check how the mood change model do in 2 classes
labeling (change or No change), table 6.4 present the results with a high AUC
score (> 0.8), and it shows good performance of the model in predicting the
change of the mood with 0.65 in F1 measure.
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Accuracy Precision Recall F1 AUC
2 classes classification 0.64 0.66 0.63 0.65 0.83

Table 6.4: Results for Mood Change model with 2 classes (Change and no change)

6.6 Analysis
The novel proposed framework to model the change in health social mood per-
forms well Talklife social dataset and predicts the change with reasonable mea-
sures. Moreover, it is proved that the change of user emotion through time can
be predictable from user activities and the interaction of peers in the network
and the direction of the change (Positive or Negative). Although neither post
and user engagement features were robust to the mood-change, there might be
a justification from the Talklife dataset. In the previous analysis on [122], it has
been shown there is difficulty in observing differences in engagement between
positive and negative emotion on the platform, and they almost receive the same
engagement.

WC posemo TSLP negemo informal
Change and No-
change

0.12 0.28e−48 0.23e−39 0.26e−30 0.04

Positive and Negative 0.03 0.13e−22 0.48 0.21e−20 0.05

Table 6.5: P-value calculated from the distribution of groups in selected features

Going beyond features to the analysis of the influence of peers was gave some
indicators of peer’s impact on mood change. Table 6.5 represent P-value between
changed and not changed mood groups and positive and negative changed groups.
P-values were calculated from the distribution of groups using python.

Regarding how long replies the user receives, Users who experience a change
in the mood are more likely to have increased in the numbers of the words they
received (mean 39.861472 vs. 18.559634 , p = 0.12). This is an important indi-
cator of the influence of peers on the user mood change whatever this change to
negative or positive mood (p= 0.03).
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In the case of the positive or negative emotion received from peers, it make a
difference with positive and negative change more than being effective in mood
change. Moreover, the similar behavior for the time since the last mood. Lastly,
the amount of informal language from peers, such as swear words, seems to affect
people who changed their mood by mean 9.39069 vs. 4.563515 who do not change
and with p = 0.04.

6.7 Conclusion
To the best of our knowledge, this is the first work to model the change in the
Talklife dataset by providing a novel framework for analysis of user mood change
in online mental health communities. It has been found that predicting changes in
user emotion can be done with reasonable accuracy from modeling user behavior
and peer supports in the network. Moreover, the direction of change to positive or
negative emotion can be predicted as well with the proposed model. Furthermore,
the influence of peers on the user mood has been discussed, providing some insight
into what impacts users’ mood.
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Chapter 7

Social Networking User
Modelling Based on their text

7.1 Introduction
The results from the experiments in Chapters 4,5 and 6 show that the person-
alised of modelling of emotion did well with social media text. This results give
the motivation to explore modelling (profiling) users of mental health social net-
work. User profiling have been done through behavioural-based approaches such
as ego networks [139], social ties [87] personal reviews [123] and user Features [87].
The most popular methods used for user modelling in literatures are cluster-
ing [123] [139] [130] [63] and Graph Embedding [87] [262] [200]. However, in our
dataset, the primary behavior of users is posting or replies, as discussed in chapter
2, when the majority of users have very small or, no ties exist between the neigh-
bors. In addition, In chapter 6, when it is proved that the text features were
the most indicators for user behavior. Therefore, this chapter will explore the
modeling of the users based on their posting text. Moreover, finding similarities
in the behavior of users and clustering them into groups, these similarities could
be used later in the downstream task such as personalized emotion modeling.
Moreover, having patterns of user posting activities could be highly indicative of
user personality and can be directly leveraged to generate type labels for users.

For this purpose, this chapter will propose an approach to user inference over

105



7. Social Networking User Modelling Based on their text

social media that entails learning unsupervised user embeddings from user post
histories to be used as features in downstream clustering models such as K-Means
and other clustering algorithms find groups of similar users. The contribution of
this chapter lay on following:

• Exploring to what extant users of mental health social networks can be
modeled.

• Proposing a model (User BERT model) using state-of-the-art embeddings
to find a pattern of Mental Health social network users (clustering) by
clustering models.

7.2 Clustering Framework (User BERT model)

Figure 7.1: User Clustering model using BERT

Clustering is applied to group user data objects depending on the data’s di-
mensions that specify the objects and their association. The group behavior will
determine the clustering of users into separate groups using a clustering model.
Cluster analysis can also be helpful when there is no clear group structure in the
data, such as the used dataset.

To this end, representing users by features is required to cluster social network
users. In our dataset, the most important user information in their text will be
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used to represent the users in the framework. The proposed model includes two
main phases shown in figure 7.1.

1) User embedding stage: The most successful representation of the text in
emotion modeling in the previous chapters was text embedding by pre-trained
language models, as they are supposed to contain more accurate representations
of words and sentences. Therefore, this method was the trigger to represent users
by embeddings. To represent users by embedding vectors, all user posts in the
network are aggregated to one document. Then the user text is fed to BERT
pre-trained model to produce one vector for the user with 768 dimensions and so
on for the rest of the users. To this end, we have a vector of features for every
user. Therefore we can cluster them.

2) The clustering stage: In this stage, user embeddings are fed to cluster
models to explore to what extent they can be clustered and show a visual rep-
resentation of clusters. By exploring different models to explore the ability of
clustering users, firstly, applying Hierarchical Density-Based Spatial Clustering
(HDBSCAN), a density-based algorithm that works quite well and maintains a
lot of local structure even in lower-dimensional space. Moreover, HDBSCAN does
not force data points to clusters as it considers outliers. In addition, it is not re-
quired for us to determine the number of clusters; thus it is good at the start to
explore if the embeddings can be clusters. In addition, Hierarchical clustering has
been utilized, which is a cluster analysis method that seeks to build a cluster tree
(a dendrogram) to represent data; therefore, it is good to visualize. The groups
in the dendrogram are nested and organized as a tree, which ideally ends up as a
meaningful classification scheme. Each node in the cluster tree contains a group
of similar data.

The k-means clustering algorithm is the most common unsupervised method
used in user modeling because it is easy for its implementation, simplicity, effi-
ciency, and empirical success [63]. In addition, it is more systematic than other
models, and it is required to specify the nuber of clusters in advance. Thus, the
elbow method was utilized to find the proper value of the number of clusters. The
idea of the elbow method is to run k-means clustering on the dataset for a range
of values and for each value of k to calculate the sum of squared errors (SSE).
Then, plot a line chart of the SSE for each value of k. After some value, the line
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will make a sharp ”elbow”, elbow’s shape will reveal the mean value of k that is
best to use. After applying K mean clustering, the results will be visualized by
T-distributed Stochastic Neighbor Embedding TSNE1 which is a tool to visualize
high-dimensional data.

7.3 Experiments

7.3.1 Experimental Setup

With choosing randomly 200k users from the network, all their posts aggre-
gated to documents, and the BERT utilized in this chapter was from sentence-
transformers package2 as the resulting embeddings have shown to be of high
quality and typically work immensely well for document-level embeddings [185].
The rest of the clustering models are from the scikit-learn library.

Figure 7.2: 200k Users embeddings clustering

1https : //scikit− learn.org/stable/modules/generated/sklearn.manifold.TSNE.html
2https : //huggingface.co/sentence− transformers/all −MiniLM − L6− v2
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Figure 7.3: 100K Users text embeddings clustering based on Positive emotions

7.3.2 Results and Discussion

Figure 7.2 shows the clusters of 200k users embeddings after clustering with
HDBSCAN. The constructed users vectors have too much dimensionality, there-
fore before visualizing them, dimensionality reduction algorithms (UMAP) [145]
have been applied to reduce the dimensionality of the vectors to 2 dimensions.
Likewise, Figure 7.3 represents the clusters of users in a positive mood. Even
though it is challenging to visualize the individual clusters that have 768 dimen-
sions with just 2 of them, we can see that some local structure is kept. Even
when users post in the same class of mood, there are different clusters of them.
This is a good indicator of that based on their content, whether user different
from another in the behavior. Moreover, Figure 7.4 shows the dendrogram of Hi-
erarchical clustering results of clustering 50k users, and it is clear that different
groups have been constructed with numbers of users between (195 to 4500).

Figure 7.5 rely on the elbow method to identify the optimal number of clusters,
and it is clear that the elbow method suggests the optimal number of clusters is
somewhere around 7. Therefore, the K means algorithm applied with the number
of classes to be 7.
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Figure 7.4: The dendrogram represented by Hierarchical Clustering Analysis of
50k users

Once this is identified, t-SNE (t-distributed Stochastic Neighbor Embedding)
algorithm was applied. It is dimensionality reduction algorithms like PCA but
it is nonlinear dimensionality reduction and it allows us to separate data that
cannot be separated by any straight line. As a results, Figure 7.6 shows the map
that has been produced using sklearn Python library to represent the clusters
in a lower dimensionality (3 dimensions). The clusters with three dimensions
visualization seem to be in a better structure.

7.3.3 Discussion

This chapter aimed to explore modeling users of mental health social network
dataset based on clustering them into groups. By proposing the User BERT
framework, the results show good indicators of the ability of modeling users.

However, clustering is just a first step to modeling users. It could be complet-
ing the process by labeling the clusters and assigning users to typical patterns in
expressing feelings, seeking help, or giving support. Then, these clusters can be
used to improve the emotion modelling by personalised modelling of emotion.
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Figure 7.5: Representation of the elbow method to suggest the optimal number
of clusters

Moreover, user embedding can be more comprehensive by taking into account
the behavior profile of each user, other activities in the network such as follow,
likes, replies to others, and user post histories to be used as features in specialized
downstream models like emotion prediction.

7.4 Conclusion
In this chapter, the text of posts in mental health social networks is used to find
groups of similar users by proposing a User BERT framework. The model uses
the BERT model to construct user embedding and uses clustering algorithms
to define groups of users and it is show the ability to cluster users when it is
visualized.
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Figure 7.6: Map of 7 clusters created by K-mean algorithem and displayed in a
lower dimensionality (3 dimensions) with the help of t-SNE algorithm

112



Chapter 8

Conclusion and Future Work

This thesis has presented a framework to model user profiles and user-generated
data in a large-scale mental health social network. Most of our works explore
how to model user emotion and the temporal dynamics of user emotion. This
final chapter provides a general discussion of the work, a summary of our contri-
butions, potential areas of improvement, the limitation of works and future work
directions.

8.1 Summary of contributions of this thesis
This thesis has contributed to developing methods to improve the modeling of
social network users by using a large-scale real-world mental health dataset and
seeking to use these data to explore personalise user modeling. In particular, this
thesis has studied how advanced deep learning models can help predict mental
state and mood change over time. The conclusions for the various aspects of the
project are presented below:

8.1.1 Data curation of the dataset

The data is the foundation of downstream user modeling and emotion analysis
models. Obtaining a large-scale, well-annotated dataset is a challenging task.
This thesis has been given access to a new peer-support online mental health
social network dataset with millions of labeled posts (using TalkLife platform).
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The dataset is self-labeled by the network users, the users choosing the label
of emotion when they post in the network. Moreover, this type of labeling is
advantageous and makes this dataset better than other available social network
datasets when they are labeled by hand annotation or by hashtags. In chapter
3, the mental health social network dataset with its millions of users and user-
generated contents has been introduced and analyzed in depth. This work ends
up filtering the data to construct the TalkLife dataset that has been used for
other chapters of this thesis.

8.1.2 Deep learning based emotion modelling

Text-based emotion modeling is one of the most challenging problems in nat-
ural language understanding. Therefore, with the availability of a user anno-
tated large-scale dataset, in chapter 4, exploring wide range of machine learning
models to classify the emotion of posts and applying the state-of-the-art pre-
trained transformer model, Bidirectional Encoder Representations from Trans-
formers (BERT) to the dataset. By evaluating and comparing the performance
of the BERT model, it has been shown BERT model achieved the best score in
evaluation metrics (F1-Score= 0.67). Moreover, the BERT system offers sub-
stantial improvements over the baseline models and outperforms the traditional
NLP approach. This is proved that pre-trained contextualized language models,
set by this chapter as a baseline for other researchers, can be usefully applied in
text-based emotion modeling.

8.1.3 Fusing features with BERT emotion analysis model

The superiority of BERT model in emotion classification motivated me to fuse
other features for further improvements in performance and interpretability, There-
fore, chapter 5 proposed a novel perspective for modelling emotion based on social
media text by integrating other features paradigms with semantic vectors that
capture the semantic meaning from BERT model. By incorporating linguistics,
grammatical features, mental health language-based features and some features
regarding the user post. The performance results of the proposed model show
substantial improvements over the vanila BERT model in the same task. Our
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works shows potential applications for the use of domain specific feature infor-
mation to semantic processing in a wide range of current AI applications as well
as in the potential benefit of leveraging mental health grounded linguistic features
in a wide range of NLP tasks.

8.1.4 Modeling user mood changes

In chapter 6, to bridge the gap in modeling the change in mood of social net-
works, a novel predictive model and framework have been proposed to model the
temporal dynamics of mental health social networks. The mood change model
aims to find that future emotion change states can be predicted and the direction
of the change in the mood. The proposed framework started by presenting the
method for labeling the dataset, then extracting the proposed features. After
that, we apply the model of mood change to predict if there is a change in the
mood and if it is a negative or positive change. The Mood Change used predic-
tive model consists of three different neural network units (2 BERT units and an
LSTM unit), and it has achieved a good score of AUC to be 0.76. The proposed
model was evaluated by adding sets of features every time and comparing the
results. By analyzing the proposed features, we found a strong indicator of the
influence of peers on the user’s mood. This work prove to the effectiveness of
the mental health social media in people’s mental wellbeing by modelling the
change of users mood through the time when they interacting with the network.
Moreover, develop a novel predictive model and framework to model the change
of the user mood and the direction of the change as well. This work also set up
a novel user mood change modeling task for the research community.

8.1.5 User profile modelling of social media data

To explore profiling users of mental health social networks, the chapter 7 proposed
a model (based on BERT) to learn unsupervised user embeddings from user post
histories and then apply clustering models like K-Means for finding groups of
similar users. These groups will define users with similar patterns to be used
later in dawn stream tasks such as emotion modeling. Moreover, visualizing the
resulting groups in 2 and 3 dimensions shows the ability to cluster users in groups
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via transformer-generated user profile embedding.

8.2 Limitations and Future Works
There are several lines of research arising from this work which could be pursued.
Some suggestions are listed below:

• Although deep learning algorithms have achieved promising performance
in canonical emotion analysis, knowledge-enhanced features still improve
their performance, as we proved in chapter 5. However, these features are,
in principle, limited by the availability of knowledge resources. Thus future
directions are linked to acquiring them more efficiently and making the
best use of them. Furthermore, feature acquisition usually requires a jump
start through some form of manually acquired Knowledge to ensure quality
for a specific domain. Hence automatically acquired part of the sentiment
features can vastly extend the scale to improve coverage.

• Modelling the change of mood through time could be improved by utilizing
more effective features that can capture the behavior of users in the network
more precisely. In addition, the patterns of change behavior for every user
could be modeled and used to classify users in the pattern of change to
improve the prediction of change. Furthermore, more investigation can be
conducted in model training refinement in future studies, e.g., Knowledge-
driven BERT and affective-driven BERT through effective emotion vectors.
Finally, mining moods and mood changes may be used as separate training
targets for a multi-task learning process.

• User profile modeling is just explored briefly in chapter 7. I would improve
user modeling by using deep user representation using Graph Embedding. I
would use node2vec [83] and graph neural network to create user embedding
and learn user profiles.

• Finally, I believe that such predictive models could be valuable tools in
public health and could be used one day in designing and deploying new
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applications that can automatically identify those users who need help in
the community.
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Appendix

.1 Experimental settings
Grid search has been applied to all models to get the best set of weights for each
model.

For biLSTM and GRU models, the hidden layer dimensionality has been ex-
perimented with 64, 120 and 256, the learning rate to 0.1, 0.001 and 0.0001 the
dropout of 0.1 and 0.2.

For GloVe, the parameters and its values are context windows size W =

5, 7, 9, 11, 13, 15, dimensionality D = 100, 200, 300, 400, 500, and iteration I =

5, 10, 15, 20, 25, 30.
The pre-trained BERT has been fine tuned using GPU with the following

values as recommended in the original BERT paper:

• Batch size: 16, 32

• Learning rate (Adam): 5e-5, 3e-5, 2e-5

• Number of epochs: 2, 3, 4

• Max sequence length of 40

• Training steps of 100,000

• Warm-up steps of 10,000

The dropout probability is always kept at 0.1, and the warm-up proportion
is 0.1 and saves the best model on the validation set for testing.
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