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Abstract

This research aims at developing a novel vibratiased damage identification
techniqgue that can efficiently be applied to realet large data for detection,

classification, localisation and quantificationtbé potential structural damage.

A complete testing procedure of the ExperimentaldMoAnalysis (EMA) in freely
supported beam based on impact hammer, as a relexaitation source for field
measurements, was established and the qualitys shéasurements was ensured. The
experimental data in this research was collecteth ffive laboratory-scale reinforced
concrete beams modelled with various ranges of comaefects.

Reliable finite element beam models for the fivarhe in their normal conditions were

developed correlated and updated using the resiult® experimental tests.

As a first round of investigation of the damageniifecation methods, the results of the
modal parameters along with a number of their fdathmns and combinations were
evaluated as model-based damage characterisatsianssy, Different ways for the
representation and visualisation of the measuresmarthe time- or frequency-domain

in a format pertinent for pattern identificationn@essessed.

A two-stage combination between principal comporamlysis and Karhunen-Loéve
transformation (also known as canonical correlatamalysis) was proposed as a
statistical-based damage identification technidquee suggested technique attempts to
detect features regarding outliers or variatiorthea structural dynamic behaviour. In
addition, it is used to serve as an unsupervisasisification tool for data representing
different structural conditions. Vibration measuests from time- and frequency-
domain were tested as possible damage-sensitivardsain an effort to avoid the

expensive prolonged calculations of the modal patars.

In the first stage of the algorithm, principal campnt analysis is conducted on data
from frequency response functions or response pepettral density functions in order
to reduce the size of the data. The first promimeimcipal components that account for

a reasonable percentage of the variance in thanalidata are preserved.
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In the second stage, the important principal corepts) are provided as inputs to
Karhunen-Loéve transformation to constitute the mmsformed space. Within-class
and between-class covariance matrices are explétechaximising the discriminant

capacity between subgroups. The new generatedfetsa are analysed as a typical
mathematical eigenproblem to account for the tingi or three principal components
that retain the major part of the variance. Thesmponents are next being employed

for significant visualisation of the original data.

The proposed system would provide unsupervised snézat is capable to process,
compare and discriminate between different peraifiecollected immense data
without considerable unnecessary effort for comjparta and modelling. The results of
this statistical system help in distinguishing betw normal and damaged patterns in
structural vibration data. Most importantly, thessm further dissects reasonably each

main group into subgroups according to the levetiamage.

The performance of this technique was credibly etbsand verified on real

measurements collected from the five beams witlouardetailed damage states. Its
efficiency was conclusively proved on data fromhbfsequency response functions and
response-only functions. The outcomes of this ttages system show realistic detection
and classification and outperform results from tival principal component analysis-

only.



Publications i

Publications

The following papers have been published as atdingcome of this thesis:
Refereed Journal Papers

Ali A. Al-Ghalib, Fouad A. Mohammad, Mujib Rahmamad John Chilton (2011).
Damage Identification in a Concrete Beam Using @tune Difference RatiaJournal

of Physics: Conference Serjd&olume 305.

Refereed Conference Papers

Ali A. Al-Ghalib, Fouad A. Mohammad, Mujib Rahmamd John Chilton (2010).
Dynamic Parameters of Incrementally Loaded ReigdrcConcrete Beams,
Proceedings of the ¥0International Conference on Recent Advances inic8iral
Dynamics RASD 2010, July 208xuthampton, UK.

Ali A. Al-Ghalib, Fouad A. Mohammad, Mujib Rahmamd John Chilton (2011).
Damage Identification in a Concrete Beam Using @tune Difference Ratio,
Proceedings of the"™International Conference on Damage AssessmentroftGres
DAMAS 2011, July 2011, St Anne's College, UniwediOxford Oxford, UK.

Ali A. Al-Ghalib, Fouad A. Mohammad, Mujib RahmandJohn Chilton (2011). Non-
destructive Assessment of Damaged and Repairedr&€eriseamsiProceedings of the
35" International Symposium on Bridge and Structuraigieering, IABSE-IASS,
September 2011.ondon, UK.

Ali Al-Ghalib, Dr Fouad Mohammad, Dr Mujib RahmandaProf John Chilton (2011).
Damage and Repair Quantification in Reinforced Cetec Beams Using Vibration
Data,Proceedings of the™International Conference on Concrete Solutiongt&aber

2011,Dresden, Germany.

Mohammed Usman, Dr Mujib Rahman and Ali Al-Ghal#®{1). The Use of NDT in
Evaluation of Rubber Modified Self Compacting Caeter Proceedings of the '™
International Conference on Concrete Solutionst&aper 2011Dresden, Germany.



Publications

Ali Al-Ghalib, Dr Fouad Mohammad, Dr Mujib RahmaRrof John Chilton (2011).

Experimental Modal Analysis: A complete worked test RC BeamProceedings of
the 3° International scientific conference of Salahaddimiversity-Erbil (SU-
ERBIL2011), October 201 Erbil, Kurdistan, IRAQ.

Mujib Rahman, Ali Al-Ghalib and Fouad Mohammad (2R1Vibration And Flexural
Properties of Rubberised Concrete BeaRmmceedings of the™ Central European
Congress on Concrete Engineering, September,, ZBdlatonfired, Hungary.

Vil



Table of Contents viii

Table of Contents

ACKNOWIBAGMENTS ...t ettt e e e e e e e e e e et e e e aeeeaeeeeeeeeeees ii
ADSTIACT. ... e eeea e e e e e e e e e e e aeeararan Y
U] o] o= 11 o] o TSP U O PP PPPPRPRPP Vi
Refereed JoUrNal PApersS..........uuuiueieeeeeeee et Vi
Refereed Conference PapersS ... ..o ee e e e eeeeaeees Vi
Table Of CONIENES ...ttt Vil
LISE OF FIQUIES ...ttt e e e e e e e e e e e e e e e eeeeeaaeees Xiv
LISt O TADIES ... e e e e e e e e e e e e e e eeaaeeees Xvii
NOMENCIATUIE ..eeiiiiiieiee e ettt e e et e e e e e e e e eeeeesb b b e beeeeeeees XVili
Matrix and Vector NOTAtION ...........ooiiiiiiiiiiiiiiiiieee e eeae e Xviii
Parameter SYMDOIS ......u e XiX
o3 (0] 017/ 1 T PP PP XX
L. INEFOAUCTION ...ttt e e e e e e e e e e e e e e s nr e e e e e e e e e e e e e e e e e annans 1
I = (0] = 1= S URPPPPP 1
1.2 Problem Definition ... 2
1.3 Scope of the RESEAICN .........oooiii e 3
1.4 OUutling Of the TRESIS ... oo e 5
2. Background on Structural Health MoNItoring ........cccoeevveeeeeeiiieiieeeeeeen,s 7.
P2 A [ a1 o T U Tod 1 o] o H PSPPSR 7
2.2 Structural Health MONItOING ......uveeiieee e e 7
2.2. 0 OVEBIVIBW ....etititiiiieee e e e e e e e e e e et ettt etttk a e e e e e e e e e e e e e e eeeeeeeneneeeeeessssnnnnnnnn 7
2.2.2 Concept of Structural Health MONItOriNg.cecccooovevveeeeeecceee e, 9
2.2.3 Motivations for Structural Health MONItOring.........cccoeevvviieeeieiiiiiieeeeeiiies 10
2.3 Damage ldentification Srat@gy ........cocccccc e eeeeiieeeeeeeiiii e 13
2.3.1 Damage Identification AIQOrthms ... oo 13
2.3.2 Data ColleCtion SYSIEMS ........uuuuiicemmmmmi i e e eeee e ereene e 15

2.3.2.1 Wire-based SHM SyStem.........coooiiiiiiiiiiiiiiiiiiee e 16



Table of Contents  ix

2.3.2.2 Wireless SHM SYSIEM .......uuuuuuncommmmm ettt s s e e e e e e e e eeeeeeesaeeeens 17
2.3.2.3 Network-based Sensing System.......ccccoeeeiiiiiiiin 18
2.4 Timeline of SHM: the Past, Present and FUtUte............ccccoovviiiiiiiiiiiiiiiiiiineees 19
2.4.1 The PaSt LEJACY ......ceeevieiiiiiiiieeeeeeeeeeeeeeittitss s e e e e e e e e e eeaeeeeaesseennneeeessnnnnns 19
2.4.1.1 Pioneered Technical Research on Vibrataset Monitoring.................. 19
2.4.2 The Present Assets in Structural Health Momg .................ccccceeeiiiiinnnnn. 22
2.4.2. 1 OVEIVIEBW ...ttt ettt et et e e e e e e e e e e e e e s s s s a s nnneeeeeeeeeeeas 22
2.4.2.2 Assessment and Monitoring Standards andeBRies...................ccoeeeee. 23
2.4.2.3 Supplement Software Related to Structuealltd monitoring ................. 24
2.4.3 The Future of Structural Health Monitoring..............cccovvvvvviiviicicceieeees 25
2.5 SUMM@TY .ottt e ettt e e e e e e et e e e e e e e nneeta e e e e e eennannns 27
3. Technical Literature REVIEW............couuiiiiiiiiiei e 29
G 00 I [ 1 0o ¥ Tod 1 o] o TR 29
3.2 Damage ldentification using Basic Modal Par&@met.............ccceeeeeeeeievveeeeennnnnns 9.2
3.3 Development of Damage Identification Paradigms.............cccceeeveiiieeeeiienneenee. 30
3.4 Model-based Damage Identification Methods (tsgdProblem)...............ceeeeeee. 33
3.4.1 Mode Shape Curvature/Strain Mode Shape CBange..........cccccvvvvvvvvieennnn. 33
3.4.2 Damage Detection using Non-iterative ModakHility Methods ................. 34
3.4.3 Strain-energy-based Damage Indicator Methad............cccccoooeiiiiiins 37
3.4.4 Model Updating Methods ............ciiiiiiiiiiii e 40
N R = g1 - | PP UPUORRPRPPRPRR 40
3.4.4.2 Direct Finite Element Model Updating Method..............cccoeviiiiiiiennnnnnn. 41
3.4.4.3 lterative FE Model Updating Methods (InecEsgensensitivity Method) 43
3.5 Parameter-based Damage Identification Methods............ccccceeiviiiiiiiiiiiecccens 46.
3.5.1 Statistical Pattern Recognition Methods (FwdAProblem) ............cccceeeeeeeenen. 46
3.5.1.1 Principal Component Analysis and Singulalu¢ Decomposition........... 48
3.5.1.2 Coefficients ARMA Family Models.......ccaaeiiiiiiiiiiiiiiiieeeeeeeeeeeiiiies 51
3.5.1.3 Statistical Outlier DeteCtioN .......cuueieiieeeieeiiieiiieeeiii e 54
3.5.2 Neural Networks in Structural Damage Idecdifion ................cccceevvvvvevennnnnnns 56
3.5.3 Wavelet Analysis of Vibration SigNalS . ..o 59
3.0 SUIMIMIAIY ..ttt ettt e e ettt e e et et e e e e e eeta e e e e e eenmeesna e e eeeeennnnnns 61
4. Theory of Analytical and Experimental Modal AndysSiS............cceeeeiiiiiiiieeeeennn. 63
4.1 Experimental and Analytical Modal Analysis M@dlS .................cccceeeeiiiiiiieeeeeennen. 63

4.2 Vibration ANalysis MOUEIS ......ccoeviiiiiiiie s 64



Table of Contents X

4.3 Theory of Analytical Modal ANAIYSIS ......ccmiiiiiiieeeiiiiiiieee e 69
4.3.1 Finite Element ANalYSIS........cooiiii oot eeeene e 70
4.3.2 The Fundamentals of Structural Finite Elemf@ralysis..............cccceevvvviinnnnns 70
4.3.3 The Stiffness and Mass Matrices of Beam BEfmMe...........cccccceeeeeeeniiiiinnnne 70
4.3.4 The DampPing MAtriX ........cceeeeeeeee s et e e e e e e e e e eeeeeeeeeees 71
4.3.5 Dynamic Modulus Of EIQSHICILY ..........euuuueriiiiiiiiiieiee s 74
4.3.6 Freely Supported Beam under Modal TeSting............ccoovvvvvveiiivviiniiinnnnnnnn. 74
4.3.7 Practical Implementation of FE Modelling cceee..ooveeeeeeiiiiiiiiii 17.

4.4 Theory of Experimental Modal ANalYSIS. .. oo 78
4.4.1 Theoretical BaCKgroUNd............coiiceeeeeeeieeeieeeiiiiisss e e e e e e e e e eeeeeeeeeees 78
4.4.2 Fundamental Components of Experimental MAadalysis ..............cccccceeennn. 79
4.4.3 Derivation of Frequency Response FUNCHOM . cc.....oevieriieiiiiiiiiieeiiiiiiii 81
4.4.4 Sampling and Quantisation of Continuous T8igals............cccevvvvvvicciennnn. 85

4.5 Transducers and Data ACQUISItION DEVICES wuneeeeeieeeeiiiiiiiiiiiiiiiiiaaeeeeeeaaeeens 85
4.5.1 FOICe TranNSUUCEIS ......cceieeeiieiitmmmmmmmteeeeeeeetttasiaa s s e e e e e e e e eeeeeeeeeeenneeeeeeeennes 85

4.5.1.1 Instrumented Impact Hammer EXCItation...........ccccceeeeeeeeieivveeveeiiiiinnnns 86
4.5.2 Response Transducers (ACCEIErOMEeterS)..cccuuiiiviviviiiiiiiiiiiiiiieeeeeeeeeeeeen 38
4.5.3 Data ACQUISITION DEVICES ......ciiiiiiieeeeeeiieee et 88

4.6 Experimental Modal Analysis ProCedure ..o 89
4.6.1 Phase I: The Preparatory PRase ..o 90
4.6.2 Phase II: The Exploratory Phase..... oo 90

4.6.2.1 Excitation/ResSponse ChECK ........cocccceeeeeiiiiiiieiiiiiine e e e eeen, 91
4.6.2.2 Immediate Repeatability ChecCK ... 91
4.6.2.3 Homogeneity ChECK .........ccoooi oo et 92
4.6.2.4 ReCiproCity CheCK........ccooiiiiiieecee e 92
4.6.2.5 FRF Shape ChecK ... 92
4.6.2.6 Coherence FUNCLION ChECK .......... e eeeeiiiiiiiiiiiiiiiieee e eeea 93
4.6.3 Phase lll: The Measurements PhaSe ........cccccccviviiiiiiiiiiiiiiiiieeeeeeeee e 94
4.6.4 Phase IV: The Post-Test ANalysiS PhaSe e .evvvveerieiiiiiiiiiieeeieiieeeiiiiiind 94

A7 SUIMIMATY ...eieiieettt e ettt e e e et eaa e e e e e e e e ba e e e e e e eata e e e e eessta e eaeaennmnesnn e aeeeennnnnnns 95

5. Research MethodolOgy ...........oooiiiiii i 97

ST A [ a1 0T U o110} o F T TRTPPPPP 97

5.2 Damage State SCENANOS........ceiiiiiieeeeeeeee e e e e e e e 99

5.3 Experimental Modal ANAlYSIS ...........oicommmeiiiiiii e 100



Table of Contents  xi

5.4 Prediction and Correlation of Analytical Model...............coooeiiiiiiiiie. 100
5.5 Damage Classification Level in IdentificatioroBlem.................coooviiiieiiiinnnnnnn. 110
5.5.1 Statistical Models of Damage Classification..............ccoovvviviiiiiiiinnnnenn. 102

5.5.1.1 Principal Component ANAIYSIS .......cccceeeeeeiiiiieeeieiieee e 102
5.5.1.2 Karhunen-Loéve Transformation .......ccceeeeeeeeeeiiiiiiiiiicciviiiiineeeennnnn. . 40
5.5.1.3 Integration between PCA and KLT as Clasaiion Tool ...................... 106
I RSN 1110 4T YU 109
6. Experimental Work and Finite Element Model Updatng...........ccccccooeeeeeeennnne. 110
L0 R [T 0o (¥ Tod 1 To] o NPT 110
6.2 Description of the Induced Damage .......cccooeeeieiiiiiiiiiiiiii e 113
B.2.1 TESTBEAM A ..o e 113
6.2.2 TeSt BEAM B.....e e 115
B.2.3 TeSEBEAM C ..o ettt e e e e e et e e e e e e s anmm e e e eenees 116
6.2.4 TeStBEAM D ..coveeieeiee e e 117
B.2.5 TeSt BEAM E ... ettt e e e e eeee 117
6.3 Pre-Test Finite Element Modelling........ccooouiuiiiiiiie s 118
L I TS 1 Vo T = T o O PRRSR 120
6.4.1 Experimental Modal Analysis: Preparatory lBhas............cccccceeviiiiiinnnnn. 121
6.4.2 Experimental Modal Analysis: Exploratory Rhas............ccccceeeiiiinneieeenenn. 122
6.4.2.1 Excitation/Response ChecCK ..........ccceeemeeeiiieeiiieeeiieeeeeieeiaes 122
6.4.2.2 Immediate Repeatability ChecK.......cccccooiiiiiiiiiiiiiii e 124
6.4.2.3 Reliability (Homogeneity) ChecK ... 126
6.4.2.4 ReCIProCity CheCK......cccoiii i it e 127
6.4.2.5 Coherence CheCK .........oooo oo 128
6.4.2.6 FRF Shape ChecCK .........ccooiiiiii e 130
6.4.3 Experimental Modal Analysis: MeasurementssBha..............cccceeveeeeeen. 132
6.4.4 Experimental Modal Analysis: Post-Test AnslyBhase...............ceeveiiienennn. 133
6.5 Correlation of Analytical Model..........co oo 133
6.5.1 Effect of Damping on Predicted Data...cccee..eceeeeeeeeeeeeeeeieeeeeeiiiiie 139
6.5.2 Effect of Shear Deformation on Predicted Data................ceeiiiiinieeeennnnnn. 139
6.5.3 Effect of Modulus of Elasticity on PredictBdta...............cccceeiiiiiiiieiiinnnnnnee. 142
O GRS U 1110 4T YU 144
7. Damage ldentification using Modal Parameters antheir Formulations......... 146

% 011 (o Yo (U111 o] o FT TP TRPRRRTR 146



Table of Contents  Xii

7.2 Post-test Analysis and Estimation of Modal RIS .........cccoeeeeeeeeeeviivieeeeiiinnns 147
7. 2.0 OVEBIVIBW ...ttitiiiiiiee e e e e e et ettt n e e e e e e e e e e e e e e eeeeeeananeeeeesensnnnes 147
7.2.2 Resonance Frequency EXIraction...........ooooiiiiiiiiiiiiiiiiiiiiineee e 148
7.2.3 Damping EStMation ...........covviiiiiiiiee e e e e e e 148
7.2.4 Mode Shape EStMatioN ...........oooiieeiiiieiiiiiiiiieee e e 150

7.3 Damage ldentification using Modal Parameters................iiiiiiiiniieeeeeeenn. 154
7.3.1 Effect of Damage on Natural FreqUENCIES. . .ccccveveeeeeeeiiiiiiieee e 154

7.3.1.1 Natural Frequencies of Beam A..........ooooiiiiiiiic e 154
7.3.1.2 Natural Frequencies of Beam B......cccccoiiiiiiiiiiiiiiiiiiiiiie e 156
7.3.1.3 Natural Frequencies of Beam C......eeeeeeviviiiiiiiiiiiiieeeenneennnn... 158
7.3.1.4 Natural Frequencies of Beam D......cccocoi i 159
7.3.1.5 Natural Frequencies of Beam E ... eeeeeiiiiiiiiiiiiiiieneeeeeeeeeee... 160
7.3.2 Effect of Damage on Modal Damping ...........ccceeevverriiiiiiinneeeeeeeeeeenne. 161
7.3.2.1 GENEIAL....coiiiiiiiiiii et 161
7.3.2.2 Modal Damping of Beam A........oooiieeeeiiiie e 162
7.3.2.3 Modal Damping of Beam B...........ccoooeiiiiiiiiiecrs e 163
7.3.2.4 Modal Damping of Beam C...........uuiiiiiiiiiiiiiiie e 164
7.3.2.5 Modal Damping of Beam E ............iiiiiiiiiiii e 164
7.3.3 Effect of Damage on Frequency Response Functians....................... 165
7.3.4 Effect of Damage on Mode Shapes...........comrerrniiiiieieeeeeeeeeeeeeeeeeennn. 168
AR R T R =T g1 o | 168
7.3.4.2 Mode Shapes of Beams A, Band C.........cccoooviiiiiiiiviciiiiiiee e, 169
7.3.4.3 Mode Shapes of Beams D and E ... 217
7.3.5 Effect of Damage on Modal Assurance Criterion............cccccceeeeeeeveeviinnnnnn. 173
7.3.6 Effect of Damage on Coordinate Modal Assurancee@at ................... 174
7.3.7 Effect of Damage on Curvature Mode Shapes.........cccccceeiiiiinineeneennn. 177

7.4 Damage Quantification using Moment-Curvatur@a®mship ..............ccceeeeeee 179
7.4.1 Theoretical Background...............emmmmiieiiieeiieeieeeeeeers e eeee e e 179
7.4.2 Damage Quantification in Beam A.......coceeeceiiiiiiiie e 181
7.4.3 Damage Quantification in Beam B ...... oo 185
7.4.4 Damage Quantification in Beam C......ccceuiiiiiiiiiiieeeieereeeeeeeee 187

7.5 Damage ldentification using Curvature Differefatio .............cccceevvvvvvviennnnnn. 189

7.6 SUIMIMI@TY ..ttt ettt e e e ettt e e e e ettt e e e e e etaa e e e eeeetba e e enaaaneessnnn e eeaeesnnn 192

8. Implementation of Statistical Pattern Recognitio Models to Vibration Data. 194



Table of Contents  Xiii

S A [ a1 0T U o1 1 o] o F PP TTRPRPPP 194
8.2 Statistical Pattern Recognition Paradigm. ....cc...ccoooeiiiniiiiiiiiiiiiieiiiiiieee 195
8.3 Data Analysis using Time Domain RECOrdS...........coeevuviiiiiiiiiiiniieeeeeeeeeeeee, 199
8.3.1 The RaW TimMe SIgNaIS..........ccceeet s oo e e e e e e e ee et e e e e eneaeee e 199
8.3.2 Statistical Moments of Acceleration-time EigS..............ccooeveviiviiiiiiiinnnnn. 201
8.3.3 Probability Density FUNCHONS ......ccooooi e 208
8.3.4 Normal Probability PIOtS ............ciumeeeeeeeeeeeieeeeeeeiics e eeee e e 210
8.3.5 Correlation Coefficients of Raw Time-hiStarie.............uvvviiiiiineiiiieiiineeee, 21
8.3.6 Application of Principal Component Analysis \darious Data Sets ............. 216
8.3.6.1 PCA of Statistical MOMENTS ..........cccciiiiiiiiiiiiiiieciee e 216
8.3.6.2 Principal Component Analysis on ResponsgeThistories.................... 217
8.4 Frequency Domain ANAlYSIS.........ooi e oottt e e e e e e 219
8.4.1 Power Spectra of Response Time HiStOrMeS e vuvvuieiiiieeeeeeeieeieeeeeiiiiinns 2@
8.4.2 Frequency Response Functions .. et 4442 e e e et e e e e ennnnn e eeaneen 222
8.4.3 Principal Component Analysis on Data SetfFRFS.............ccccceeveeeeennnnnn. 223
8.4.4 Principal Component Analysis on Data SetfRPS ...........cccooovvieieeeennnn. 226
8.5 Karhunen-Loéve Transformation .......... e« «ceeeeerrrmierrirrrririreeeeeeeee e sesnnes 228
8.5.1 Two-stage PCA-KLT on Data Sets from FRES ...........ooooiiiiiiiiiiiiiiiiinn. 228
8.5.2 Two stage PCA-KLT on Data Sets from Respé&mseer Spectra ................ 230
8.6 Performance of Novelty Detection Approach otadeom FRFs ...............ouueees 231
8.7 DISCUSSION ANd SUMMEAIY ......ceuiiueinnimnreiiaseae e e e e e e e e e eeeeeeeeseeeennn s 235
9. Conclusions and Recommendations for Future ReS@a .................cceevvvvrinnnens 238
9.1 CONCIUSIONS.....uuttiiiiiiiiiie ittt e e e e e e e e e serrn e e e e eaeaeeas 238
9.2 Recommendations for Future Research ... ..vveeeeeviiiiiiciiiiiniieeeeeennn 241
Appendix A: Stiffness and Mass Matrices of the Bearklement.......................... 244
Appendix B: Sampling and Quantisation of ContinuousTime Signals................. 247

REIBIENCES ... e e e e 250



List of Figures  xiv

List of Figures

Figure 2.1: Classification of damage identificatrorthods .............ccccevviiiiiiinnnnnn. 10.
Figure 2.2: Basic steps in damage diagnosis algost.............covvvvviiiiiiiiiiiinnneeeme 15
Figure 2.3: Typical configuration of a wire-basdd\® system (after Wenzel, 2009). 16
Figure 2.4: Typical configuration of a wireless SHlktem (after Wenzel, 2009)...... 17
Figure 2.5: Typical configuration of a SmartsyncNslystem (after Dae Kun Kwon et
AL, 200L). ettt ettt e e e e e e e e e e e e e e e e e e e e e e e e 18
Figure 3.1: Flow chart for structural damage id@dtion methods.........ccccoeevveeeeeenn. 32
Figure 4.1: Configuration of test beam under frefsupport condition. .................... 76
Figure 4.2: Test beam under free-free support ¢cmmdiphotograph. ...........cccccoeoee. 77
Figure 4.3: Generic impact hammer modal testingIpet............cccceeeiviiieeieeeennen.. 30.
Figure 4.4: Three fundamental steps of EMA. ..o 80
Figure 4.5: DeltaTroRversion 8208 instrumented impact hammer- photdgrap.... 87
Figure 4.6: Impact time histories and frequencyctpdgrom different hammer tips.... 87
Figure 4.7: DeltaTrofhimodel 4514 accelerometer—photograph. .........cccocevuvee.... 88
Figure 5.1: Flow chart of the damage identificatmethodology of the research. ....... 99
Figure 5.2: Flow chart of the proposed classifmaparadigm...........cccceevvvviiiiiinnnnnnn. 108
Figure 6.1: Beam A - configuration for static loagli.................ccoooiiiiiiiiiiiiiiies 114
Figure 6.2: Beam A - one of the static loading etagohotograph............cccccceeeeenenen. 114
Figure 6.3: Beam A - strengthening with CFRP laymhvetograph............ccccceeeeeeenn.n. 115
Figure 6.4: Beam B - mid span zone at the final algenstate— photograph. .............. 115
Figure 6.5: Beam C- configuration of static loading............cccccevvviiiiiiiiieneeeeeenn, 116
Figure 6.6: Beam C - under one of the static logdilages- photograph.................... 116
Figure 6.7: Beam C - mid span zone at the finalatgerstate-photograph. ................ 117
Figure 6.8: Beam E- Preparation to cast the beamtwb polystyrene blocks. ........ 118
Figure 6.9: Configuration of the test grid points............cccceeeiiiiniiniieee, 120
Figure 6.10: Presentation of AutoMAC data for restid¢ 1 selected DOFs. .............. 120
Figure 6.11: Beam A - excitation/response checkdtdomain). ..............cccevvvvvvnnnnns 123
Figure 6.12: Beam A - excitation/response cheaqg(fency domain). ..............c....... 124
Figure 6.13: Beam E - immediate repeatability chiecldrive mobility at point 1.... 126
Figure 6.14: Beam E - homogeneity check using tifferént level excitations. ....... 127
Figure 6.15: Beam E - homogeneity check using thifierent level excitations. ...... 127
Figure 6.16: Beam E - reciprocity check for transf@bility Az .......ooovvvviiiiniinnnnnnn. 128



Figure 6.17:
Figure 6.18:
Figure 6.19:
Figure 6.20:
Figure 6.21.:
Figure 6.22:
Figure 6.23:
Figure 6.24:
Figure 6.25:
Figure 6.26:
Figure 6.27:

Figure 7.1:
Figure 7.2:
Figure 7.3:
Figure 7.4:
Figure 7.5:
Figure 7.6:
Figure 7.7:
Figure 7.8:
Figure 7.9:

Figure 7.10:
Figure 7.11.:
Figure 7.12:
Figure 7.13:
Figure 7.14:
Figure 7.15:
Figure 7.16:
Figure 7.17:
Figure 7.18:
Figure 7.19:
Figure 7.20:

Figure 7.21.:

first mode. .

Figure 7.22:
Figure 7.23:

Figure 8.1:
2001a). .....

List of Figures  xv
Beam E - coherence function checklfime mobility at point 1 (Aq).. 129
Beam E - coherence function checlréorsfer mobility Aj. ................ 130
Beam E- FRF shape check for drive titpliinction at points 1.......... 131
Beam A- numerical and experimental enslthpes (intact condition). .. 135
Beam B- numerical and experimental erglthpes (intact condition).... 136
Beam C- numerical and experimentalersithpes (intact condition).... 136
Beam D- numerical and experimental englthpes (intact condition). .. 137
Beam E- numerical and experimentalarsithpes (intact condition).... 137
Beam B- FRF overlap check for effddamping. ........cccccvvvvviiiinnnnnn. 138
Beam B- FRF overlap check for effddhear deformation. ................. 142
Beam B- FRF overlaps check for efeéechodulus of elasticity. ........... 144
Deviation in resonances of beam A wifferent loading levels. ............ 156
Deviation in resonances of beam B witferent loading levels.............. 157
Deviation of frequency in beam C urdiéferent damage levels............. 159
Comparison of frequencies in beam.D..........oovviiiiiiiiiii, 160
Comparison of frequencies in beam.E..............ccccoceeeiiiiine, 161
Deviation in damping ratios from th&ut condition for beam A. .......... 163
Deviation in damping ratios from th&it condition for beam B. .......... 164
Normalised change in modal dampind&am C...........cccccceeieeiiieneeennnnn. 165
Drive point FRFs for beams A, B andrder different load levels.......... 167

Experimental mode shapes for intadtdamaged steps of beam A. ..... 170
Experimental mode shapes for intadtdamaged steps of beam B. ..... 171
Experimental mode shapes for intadtdamaged steps of beam C. ..... 171

Comparison of the first five flexurabde shapes of beam D................. 172
Comparison of the first five flexurabde shapes of beam E. ................ 173
Comparison of curvature of the fimshting mode for the five beams. . 178
Internal pseudo static force system loéam element. ...........cccccceeeennnn. 180
Inertia shear force distribution felain A based on first mode.............. 182
Inertia bending moment distributiontieam A based on first mode. ... 182
Flexural stiffness variation for beArbased on first mode. .................. 184
Flexural stiffness variation for theiee length of beam B based on first
.......................................................................................................... 186
Flexural stiffness variation betweepport points for beam B based on
.......................................................................................................... 186
Flexural stiffness variation for be@nbased on first mode.................... 188

Curvature Difference Ratios for featvature mode shape of beam B.. 191

Flow chart for implementation of SHMbgramme (after Farrar et al.,
.......................................................................................................... 198



List of Figures  xvi

Figure 8.2: Raw response time signals of beam gogtt #1, when force is at #1..... 200
Figure 8.3: Raw response signals of beam A at giintvhen force is at #1. ............ 200
Figure 8.4: Raw response signals of beam B at g@ntvhen force is at #1. ............ 201
Figure 8.5: The first four statistic moments froosjion #1 (end span) of beam A. . 204
Figure 8.6: The first four statistic moments frohannel #6 (mid span) of beam A. . 204

Figure 8.7: First four statistical moments of be&rfraw time histories). .................. 207
Figure 8.8: First four statistical moments of bearfnormalised data). ..................... 207
Figure 8.9: First four statistical moments of berfraw time histories). .................. 208
Figure 8.10: PDFs using time histories from poirasd point #2 of beam A............ 210

Figure 8.11: Normal probability plots of time sig;m&om channel #1 of beam A..... 212
Figure 8.12: Normal probability plots of time sig;m&om channel #2 of beam A..... 212
Figure 8.13: Correlation coefficients from beamoA diifferent states and locations. 215
Figure 8.14: Correlation coefficients from beamoB different states and locations. 215
Figure 8.15: Statistical moments of time histonébeam A projected on the first two

O PP PP PPPPPPPPPPPPPR 217
Figure 8.16(a): Percentage variance given by e@chfbeam A; (b): Variance values
given by the first PC of each state for beam A.........ccoooiiiiiiiiiiee 217
Figure 8.17: Condition discriminant using respotig® signals with respect to the first
107 T = O PP PPTTR PP 219
Figure 8.18: Cumulated percentage variance usitjgubtime signals. ..................... 219
Figure 8.19: The RPS of beam A at position #1 (@oidt). .............cooevvvrvriiiciiiennnnnn. 221
Figure 8.20: The RPS of beam A at position #6 (Span).............cccoevvvvvvvviviininnnnnn. 222
Figure 8.21: The FRFs of beam B at pOSItioN #4.o......oovvveeviiiiiiiiieee e 223
Figure 8.22: First and second PCs based on da®BERFs, all five beams. ........... 226
Figure 8.23: First and second PCs based on da@sBPS, beams A,Band C....... 228
Figure 8.24: First and second PCs of PCA-KLT basedata from FRFs................ 230
Figure 8.25: First and second PCs of PCA-KLT basedata from RPS. ................. 231
Figure 8.26: Variation of COSH distance with recotomber. ...............cccceviiiiininns 234

Figure 8.27: Summation of COSH distance over alFB@ith respect to the states. 234

Figure B.1: Sampling of analogue signal using waisampling rates. ..................... 248
Figure B.2: Quantisation of analogue signal usiifigignt vertical resolutions. ....... 249



List of Tables  xvii

List of Tables

Table 4.1: Definition of common FRFs (after EwiB800; McConnell and Varoto,

2008). i —————————————— {1t 11—ttt ittt e et e e e e e e e e e e e rra——tt ittt ettt taaeaaaeaaeaaas 66
Table 4.2: Relationship between the three modetsiafndamped dynamic system
(after Maia and Silva, 1997). ... 68
Table 6.1: Specifications of the five test RC beams...............ciiiiiiiiiiienenn, 112
Table 6.2: Data acquisition parameters and assacgatting values. ............c..oueeee... 125
Table 6.3: Comparison between experimental (Exd)ramerical (Num) natural
LLC=T0 [UT=T o= TP SRSRPPP 134

Table 6.4: Comparison between numerical naturguieacies using Timoshenko
(Timo) and Euler-Bernoulli (Euler) models alongstte experimental (Exp) results.

............................................................................................................................ 141
Table 6.5: Comparison between numerical naturgluieacies based upon dynamig)(E
and static ( modulus of elasticity along with the experimer{tgkp) results. ......... 143

Table 7.1: Comparison of identified frequencies dadhping ratios for test beams. . 149

Table 7.2: Artificial damage influence on MAC vaduler the RC beams. ................. 175
Table 7.3: Artificial damage influence on COMAC wes for the RC beams. ........... 176
Table 7.4: Successive mid span stiffness decrddsesam A based on the moment-
CUNVALUIE TALIO. ...iiiiiiiiie e ettt it e e e e ettt e e e e e e et b e e e e e e e e nne e e e e eentaaeeees 185
Table 7.5: Successive mid span stiffness decrddssam B based on the moment-

(oLU | 8VZ= UL (= > £ S 187
Table 7.6: Successive mid span stiffness decrddssam C based on the moment-

(oLN | 8VZ= UL (= > £ SR 189
Table 7.7: Summary of damage identification resigiésed on measurement from the
fIVE DBAIMS. ... e 193

Table 8.1: Cumulative percentage of total variatiarried by the first 10 PCs, based on

data Sets fromM FREFS. ..o e e e et e e e eaaes 226
Table 8.2: Cumulative percentage of total variatiarried by the first 10 PCs, based on
data sets from RPS AeNSILIES. ......cooviiicec e 228
Table 8.3: Cumulative percentage of total variatiarried by the first 10 KLT-PCA,
based on data sets from FRFS. .......ccoo e 229
Table 8.4: Cumulative percentage of total variatiarried by the first 10 KL-PCs,
based on data sets from RPS...........oiiceeeeee e 231

Table 8.5: Summary of statistical-based identifaratmethods tested on measurement
from the fIVe DEAMS ... 237



Nomenclature  xviii

Nomenclature

The following list represents the symbols that@mmon in the Chapters of this thesis.
Other symbols are used in individual Chapters.si&thbols are defined in the context
when they first appear.

Matrix and Vector Notation

[ ] Matrix

{1} Vector

[ 174} Transpose of a matrix; transpose of a vector
[1] Identity matrix

[ 1 Inverse of a matrix

[B] Between-class covariance matrix

[C] System viscous damping matrix

[D] System structural (hysteretic) damping matrix
[f], [F] System flexibility matrix

K] System stiffness matrix

[M] System mass matrix

[S] Within-class covariance matrix

[X] Original data matrix

[Z] Component scores matrix

{f(t)} Time-varying nodal forces vector

{x(®)} Time-varying nodal displacements vector
{x(t)} Time-varying nodal velocities vector
{i(t)} Time-varying nodal accelerations vector
[w], [v] Mode shapes (Eigenvector) matrix

[o], [V] Mass-normalised mode shape matrix
{0} {y}' ™ mode shape vector, Eigenvector

[H(w)], [a(w)] Frequency response function matrix

['03], [' 2] Diagonal eigenvalue (natural frequencies) matrix



[X]
[Z]i

Nomenclature

Covariance matrix

Covariance matrix of class group (i)

Parameter Symbols

Y2 (w)
Arjk
C

frmax

fs
Gir()
Gix(w)
Gyx(®)

Hik (o)
[

N

Sit(w)
Six(®)
Sx(®)

X(t)
Gr

Coherence function

Modal constant for't mode of vibration

Number of classes (groups) in a data matrix

Working (Nyquist) frequency

Sampling (digitising) frequency

Single-sided auto-spectrum of the input signal
Single-sided cross-spectrum between input angubsignals

Single-sided auto-spectrum of the output signal

Individual FRF element between coordinates j aigegponse
at j due to excitation at k)

Imaginary unit(v—1)

Total number of degrees of freedom

Number of observations (rows in a data matrix)
Number of features (columns in a data matrix)
Mode number

Dual-sided auto-spectrum of the input signal
Dual-sided cross-spectrum between input and ¢signals
Dual-sided auto-spectrum of the output signal
time variable

Repeat period / data acquisition period
Time-varying displacement degrees of freedom
Viscous damping ratio of"'mode of vibration
Structural damping loss factor 8t mode of vibration
Mean of feature vector in original data

Standard deviation of data sample

Xix



Ojr

or, fr

Acronyms

AASHTO
ADC
AMADEUS
ANN
AR
ARMA
ARNN
BRIME
BRIMOS
CFRP
COMAC
DAQ
DOF
DSF
DTA
EMA
FE

FEM
FFT
FHWA
FRF
KLT
LAN
LRFD
LTBP

Nomenclature

jth element of the "t mode of vibration

Frequency of vibration

Natural frequency of'tmode of vibration

American Association of State Highway an@fdsportation Office
Analogue-to-Digital Converter

Accurate Modelling and Damage Detectiorthie High Safety
Artificial Neural Network

Auto-Regressive

Auto-Regressive Moving Average

Auto-Regressive Neural Network

Bridge Management in Europe

Bridge Monitoring system

Carbon Fibre Reinforced Polymer

Coordinate Modal Assurance Criterion

Data Acquisition

Degree-Of-Freedom

Damage-Sensitive Feature

Dynamic Testing Agency (UK)

Experimental Modal Analysis (also known as Mbd@asting)
Finite Element

Finite Element Method

Fast Fourier Transform

Federal Highway Administration

Frequency Response Function
Karhunen-Loéve Transformation
Local Area Network

Load and Resistance Factor Design

Long-Term Bridge Performance

XX



MA
MAC
MDLAC
MDOF
MF
MLP
NASA
NBI
NDE
NDT
ONS
PC
PCA
PDF
PR
PSD
QA
RBF
RC
RPS
RRF
SAMCO
SDOF
SHM
SPR
SVD
uLS
WT

Nomenclature

Moving Average

Modal Assurance Criterion

Multi Damage Location Assurance Criterion
Multi-Degree-Of-Freedom

Modal Flexibility

Multi-Layer Perceptron

National Aeronautical and space Administration
National Bridge Inventory

Non-Destructive Evaluation
Non-Destructive Test

Office of National Statistics

Principal Component

Principal Component Analysis

Probability Density Function

Pattern Recognition

Power Spectral Density

Quiality Assurance

Radial Basis Function

Reinforced Concrete

Response Power Spectrum

Relative Response Function

Structural Assessment Monitoring and Control
Single-Degree-Of-Freedom

Structural Health Monitoring

Statistical Pattern Recognition

Singular Value Decomposition

Uniform Load Surface

Wavelet Transform

XXi



1. Introduction 1

1. Introduction

1.1 Rationale

There is a big increase in the stock of civil eegimng infrastructure that encountered
problems of ageing and deterioration, and therefivere is an urgent need for
continuous monitoring of the health of structur€siil engineering authorities are of
growing concern of the limited reliability of cunt visual and other local Non-
Destructive Testing (NDT) systems. Repeated failm@dents in bridges happened
newly despite the fact that the collapsed strustuere under monitoring scheme.
Unlike other similar areas, owners and operatorciaf engineering infrastructure
never tolerate collapses and save no effort torense safety of the structures. The
unexpected collapse of such structures has a nagsymbolic impact on the economy

and stability of any country.

Providing the rise in the number of the infrastamet experienced problems coupled
with the recurrent failures of some major strucsurine visual and other local NDT
monitoring systems are evidently inefficient. Theefficiency manifested in their

limited and prolonged procedure and inability t@tify unexpected and wide range of
structural defects. These reasons consequently dhedieated to study the application
of the vibration-based damage detection methodsstimictures (Farrar and Jauregui,
1998; Mazurek and DeWolf, 1990).

Conversely, the permanent vibration-based moniosiystems are widely accepted in
the past few decades, and they are resoundingssesxce various disciplines, namely
mechanical engineering, automotive and aeronaystesis. Besides their global and
automated performance, data from these systems&psoguantitative results about any
type of structure. Given that these only methods ma&sent a mathematical model for
the actual structure (Zhengsheng et al., 2005),atrslable integration between the
experimental measurements and analytical model sn#kese methods even more
attractive. Furthermore, the growth of these mamitp systems has recently been
galvanised by the evolution and cost reduction igital computing hardware and

sensing technologies (Farrar and Worden, 2007 )a Aesult, it becomes more feasible
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and practical with the witnessed advances of soévwand measurement utilities to
generalise the success of these monitoring systenmther disciplines in the civil

engineering area.

1.2 Problem Definition

A large number of technical articles were publisbedr the past three decades on the
use of vibration data in damage identification néthto detect, locate and quantify the
damage. Many of the papers achieved some cooelabiut the cases were either
numerical simulations, laboratory samples or sitegdadamage in field structures
scheduled for demolition (Carden and Fanning, 200&well and Penny, 1997). The
most satisfactory methods in damage identificatsmem to be based on modal
parameters and use the inverse type (model-bassttipds (Friswell and Penny, 1997).
However, it is widely accepted that there is no gegperfect method to be used for
damage detection, localisation and quantificatignekploiting the vibration data. No
algorithm has yet been suggested to apply univgrealdentify any type of damage in
any type of structure (Carden and Brownjohn, 20G8rden and Fanning, 2004;
Wenzel, 2009). The development of vigorous damagection and location algorithms
based on response monitoring data of an in-usetstauis still a challenge, even
though the availability of such model will open tth@or to more accurate estimation of

the remaining life of a structure (Friswell, 2007).

Having utilised low frequency vibration data by tmedel-based methods, a number of
shortcomings emerge in damage identification regplh a limited accuracy because of
the global nature of the lower modes (Friswell d&ehny, 1997). In addition, the
model-based methods are computationally expengsidetteey are impossible to apply
in embedded nature as online real-time monitoriggtesns (Wenzel, 2009). The
programme of permanent monitoring for suspectedcstire will end in too many
unmanageable amounts of data. The human capaciystss large amounts of data is
very limited, so Statistical Pattern RecognitiolPR§ methods need to be introduced
into the procedure (Wenzel, 2009). Indeed, mangarehers thought with the damage

identification as Pattern Recognition (PR) forwgrdblem. The alternative algorithm
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would overcome difficulties associated with thedrse problem, and in the meantime

could be pertinent to evaluate immense real-tinta.da

A pattern classification paradigm for Structuralaile Monitoring (SHM) of civil

engineering structures was first proposed by SatthFRarrar in 2001 (Wenzel, 2009).
Small amount of the given references in the liteaexploited statistical approaches to
guantify the observed changes in the damage-semddatures. The majority of the
small effort of these references is assigned fdraekng damage-sensitive features

from vibration measurements (Fugate et al., 2001).

The fact that a wide range of civil engineeringustures are of unknown history is
another problematic obstacle confronts the usehef vibration-based monitoring
systems in civil engineering. Bridges or other widlial structures have very little in
common with each other and almost any structueeusique model (Wenzel, 2009). In
general, data from a real-life as-built model of 8tructure is commonly unavailable.
Consequently, a prediction of analytical model floe original intact condition will
serve as a basic guide to which the deviation eSgmt measurements is eventually
compared with it.

1.3 Scope of the Research

In spite of the prospective benefit of the automabermanent monitoring systems
where a large number of sensors generate masdivation data, they also produce a
severe difficulty later in processing and interprgtof this data (Friswell and Penny,
1997). Therefore, statistical pattern classifiaatioethods would be relevant to perform
a reliable site-location diagnosis technique. Ituldobe inevitable for a successful
technique to rely only on individual signals to fpem damage diagnosis process. Only
in this situation, the conventional modal modelghwiheir intensive computations,

corrections and inherent inaccuracies can be asloide

At the risk of repetition, the gap in the knowledigedy of damage identification

methods is recognised in the following main points:

* Inadequacy of the model-based methods to timelyleammense data from

present monitoring systems.



1. Introduction 4

« Little effort in the literature has been recentigreed on using the rival methods,
namely Statistical Pattern Recognition (SPR) methdtie majority of the little
effort has been particularly devoted to the sebectof features those are
sensitive to damage.

For these reasons, this research will be pringipaterested in developing a statistical
classification algorithm performs a well-timed idénation for data collected at site
without further need for daunting modelling. To raaduch algorithm even simpler and
credible, signal-only-based vibration data will bevestigated as damage-sensitive
features. A classification of data from variougesteonditions is important, if not vital,
for effective identification at the quantificatioand prediction levels (Worden and
Dulieu, 2004). Damage detection is also distingeishby making use of the
classification step, as damage can be identifiethout previous knowledge on the

behaviour of the system when it is damaged (WoedehDulieu, 2004).

Using the vibration data collected from five laltorg-scale Reinforced Concrete (RC)
beams modelled with different damage conditiongtiogr with the practical knowledge
and theory, the research presented in this thesissatisfy the following primary

objectives:

1. A good deal of this research will be assigned toettgp an unsupervised
statistical method to classify damage accordingstalifferent class levels. The
method will attempt different damage-sensitive dea$, namely: temporal
features such as raw time-signals and statisticahemts of the time signals;
and spectral features such as Response Power @p&ePS) density and
Frequency Response Functions (FRFs). Data of leattufes will be acquired
and processed from the five RC beams modelled avitide range of defects.
The data of experiments will be used to questiom performance of the
proposed method. The final outcome of this metradlze envisaged in various
disciplines of SHM. The contribution is unique tbet area of damage
identification, overcomes the difficulties of moliled) and provides a substantial
progress towards the objective of fast and reliademage assessment

methodology.
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2. Experimental Modal Analysis (EMA) will be used tavestigate the effects of
different purpose-made defects on the modal paeméhatural frequencies,
mode shapes and modal damping ratios) of the five Beams. The
investigations will be extended to apply some fdatians of the modal
parameters such as the curvatures and Direct &#frCalculation (DSC) to
locate and quantify the damage. The vibration détiavo repaired beams will
be exploited to assess the improved strength iareally strengthened beams
using Carbon Fibre Reinforced Polymer (CFRP) sheets

3. A comprehensive correlation between the predictad tfom the Finite Element
(FE) beam models of the tested beams and from ENIAbe& implemented.
The measured data will be utilised as a referencdemto study the effect of
some physical parameters such as the boundary tmmsli modulus of
elasticity, damping model and shear deformation tbe accuracy of the
numerical model.

4. Data sets from RPS density will be examined as darsansitive features as
oppose to sets from FRFs. The success of thisree&ube conclusive will be
feasible in damage identification of civil engineegr structures where the
ambient loadings are difficult to estimate.

5. The vibration measurements in the time or frequeshmyain will be explored
with various statistical models such as Probabilgnsity Functions (PDFs),
normal probability plots, Principal Component Areasy (PCA) and correlation
coefficients as possible competitive damage idieatibn models.

6. The COSH distance measure and mean COSH distaticeengxamined as a
quantity to detect the outlier in frequency spettrgets from various state
conditions. Such measure will serve as a meansiéottification of the severity
of damage according to their significance.

1.4 Outline of the Thesis

The research work presented in this thesis is agdnin nine Chapters. Chapter 1
presents a brief description of the motives in tlesearch topic, research aims,
objectives and the methodology used to satisfyothjectives. Chapter 2 is dedicated to

explain in detail the background of SHM methods #meir attributes. The Chapter
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reviews the main developments occurred in this arear the past three decades.
Chapter 3 provides a comprehensive literature vewvie the prominent methods used in
the damage identification area. The Chapter explainmore detail the limitations of
current methods, and the critical points notedussed to justify the potential benefit of
this research. Chapter 4 introduces the theoratmdlexperimental background of both
analytical and experimental modal analysis. In toidi the main parameters affect
predicting correlated analytical models are disedssin the meantime, the
characteristics of each individual piece of the msignated equipment associated with
the procedure used to perform the experimental wogkexplained. Chapter 5 addresses
the methodology and the theoretical background ofew statistical-based damage
identification method developed in the researchapiér 6 submits a complete
description of the five RC beams with their subssqudamage state conditions. The
description is followed by the test procedure sapmnted by the necessary quality
assurance checks. The validation of the predicteddets with an extensive
investigation of the corresponding updating paramseis also provided. Chapter 7
utilises the Single Degree Of Freedom (SDOF) peekipg method to perform modal
parameter analysis. The estimated data is subsiyused as damage identification
parameters. Formulations and combinations of thdainparameters are also assessed
as model-based damage identification techniquesapteh 8 investigates the
significance of using vibration data from time aeduency domain, as damage-
sensitive parameters, with various statistical-dat@mage identification methods. It is
in this Chapter the new damage identification metisoapplied. The proposed method
is tested and verified with numerous experimenkangles from data of this work.
Eventually, the main observations, contributionsl dimitations are concluded in
Chapter 9. Pertinent subjects for further futureeegch are also recommended in this
Chapter.
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2. Background on Structural Health
Monitoring

2.1 Introduction

This Chapter presents a basic definition to thgesuilof Structural Health Monitoring

(SHM) and structural damage identification in cieiigineering infrastructure. Then, a
historical review on the themes pertinent to theknand the motives played role in the
evolution of this area are discussed. Next, thep@&hagoes over the invaluable quality
knowledge brought together by researchers, compaamel construction authorities.
After that, the Chapter highlights promising futuegtent of monitoring business
besides the motives that will develop the technploghe area of research. Finally, the
most notable verdicts in the literature of SHM asitatation-based monitoring methods

are summarised at the end of the Chapter.
2.2 Structural Health Monitoring

2.2.1 Overview

Nowadays, much civil engineering RC infrastructuse experiencing problems of

ageing and deterioration after decades of use lanseaby humans and the environment
(Zhengsheng et al., 2005). These structures areraming challenging problems of

safety and suitability, and therefore, the demasdiricreased to assess their
performance. After several collapses, civil engimggauthorities in the United States
and other industrious countries mandated periodfety inspection regulations for

these structures (Hunt, 2000).

The Office of National Statistics (ONS) data indecahat the budget spent on UK
infrastructure repairs and maintenance for 20002@l estimated at £1.8 billion.
However, for the purposes of the investigation mseovative estimate for infrastructure
renewals and capacity enhancement a budget of #lidnbper annum has been

assumed (HM Treasury, 2010). Similar surveys hatenated costs of retrofitting of
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infrastructure in the United States by US$ 2.2ianl, and about US$ 930 billion of the
amount for bridges (Report Card for America’s lIsfracture, 2009). Even for
developing a third world country such as Iraq, raftecades of carelessness to the sector
of maintenance, statistics estimate that costlodlilitation or reconstruction of the
ruined and neglected infrastructure at US$ 400ohil(lragi Planning Minister, 2009).
Notwithstanding that for existing structures, aiatgle inspection and condition
assessment system has the potential to extencetloglic maintenance scheme (Farrrar
and Worden, 2007; Zhengsheng et al., 2005).

Inspection is typically carried out to decide iettested structure is in need of repair or
demolition, estimate the amount of needed repawtwther further testing is required.
The integrity and robustness of structural comptsare needed to be improved before
series damages accumulate, requiring more expenspars (Gassman and Tawhed,
2004). Damage diagnosis, adequacy and integritgsassent for a structure are
conventionally conducted through a wide range dditronal Non-Destructive
Evaluation (NDE) techniques such as tap testingyali inspection, liquid penetrate,
ultrasonic, rebound hammer, impact echo, thermdyrapcoustic emission, X-ray
inspection, and so forth. Some of these techniquescarried out during constant
scheduled periods or after a drastic event sucheathquake, flood disaster or
accidental collision. In addition, NDE procedureayntake place during construction
and during the whole life cycle of a structure @pdas et al., 2006). However, civil
engineering authorities are of increasing concdrthe limited extent of the current
NDE methods. Practically, to most NDE methods negjai reliable knowledge of the
damaging process of the material prior to the detecand characterisation of
concealed defects. Moreover, such methods aretaizgdi, subjective and expensive.
Therefore, the development of an efficient procedhiat overcomes the limitations of
these techniques, as well as be able to evaluaehd#alth of a structure or its
components early will have significant economicaanagement and maintenance
impact. Through achieving safe and functional ligeht systems, structures will be
designed to work with the safety margin withoutdé® extended period of inspection
(Worden and Dulieu, 2004).
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To this end, as an effective replacement or supphento the traditional inspection
methods, vibration-based condition assessment m&thave become popular as they
are easy to conduct, inexpensive, global and qaéing. In these methods, complete
measurements for 200m long bridge can be colldayetivo engineers within one day
(Wenzel, 2009). These methods have been studieslynaashd developed for the last 20
years as a SHM tool for bridges (Owen et al., 2064en with the presence of their
experimental errors, measurements from these methgide a more reliable
representation for the tested structure than tmellated analytical model (Hwang and
Kim, 2004). Stiffness coefficients of a structureultl be directly determined by
vibration measurements without any need to anallysapport provided the test and
processing of data are well planned and implementedother testing method could

provide such comprehensive information for acttraictures (Zhengsheng et al., 2005).

2.2.2 Concept of Structural Health Monitoring

In short, SHM in civil engineering infrastructure the process of applying a damage
diagnosis and prognosis algorithm for a structdree practice is aimed to track
different facets of the performance and robustrefsa structure to reach a sound
decision on its safety and serviceability (Farnad &/orden, 2007). The process entails
the monitoring of a structure over time using peically spaced measurements. The
extraction of damage-sensitive features from thresasurements and the structural or
statistical modelling of these features will hefp determine the current state of the
system health. For long-term SHM, the output o$ thiocess is periodically updated
considering the ability of the structure to conénie perform its intended function in
light of the inevitable aging and damage accumatatiesulting from the operational
environments. Additionally, in severe unusual eyvench as an earthquake, hurricane
or object collision, SHM is used as a quick testheck the condition of a structure.
This test is intended to provide, in an immediateet dependable information about a
structure performance during such extreme eventstla® subsequent integrity of its
components (Farrar and Worden, 2007). In genemamadje identification of civil
structures is recognised in two manners, manuglet®on and automatic continuous
monitoring. The direct methods identify the damdgectly, while the global methods

identify the damage indirectly through collectetl gemeasurements, which are utilised
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later on to identify the damage (Ettouney and Alalinp2012). Figure 2.1 shows the
main features of SHM damage assessment methodsthamddifference from NDE

methods.

Structural Damage
Identification

2 Y
Global (Indirect) Methods Local (Direct) Methods
v v
SHM Methods NDE Methods
v
v

Damage Detection, Localisation

Virtual Sensing and Typification

Signal Processing

A 4

Feature Extraction

Structural or Statistical Modelling

A 4

Damage Diagnosis and Prognosis

Figure 2.1: Classification of damage identificatropthods

(Adaptation after Ettouney and Alampalli, 2012).

2.2.3 Motivations for Structural Health Monitoring

The monitoring programmes have historically beemplémented for the purpose of
understanding and eventually calibrating modelshef load-structure-response chain.
One of the earliest known documents on the sysientaidge monitoring was
conducted by Carder in 1937 during the construabibtihe Golden Gate Bridge of San
Francisco bay. The programme involved measuringpgerof various components to
understand the dynamic behaviour and likely resaft@an earthquake (Brownjohn,
2007). However, the monitoring practice is widebed thereafter to assess the integrity

and ensure the adequacy of suspected structures.

Factually, the earliest civil engineering infrasttwe where the SHM was first

recognised is the dams. A legislation permittingutar inspection of dams initiated in
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the UK because of the failure of the 30m Dale Dgkabankment dam, which caused
death of 254 people near Sheffield, UK in 1864 (@Brwhn, 2007). The most recent
form of legislation in the UK is the Reservoir Aot 1975 that gives a supervising
engineer the responsibility for conditional surlaite of a reservoir and dam, including
keeping and interpretation of operational data.sThiams are historically the first class
of civil infrastructure for the mandated applicatiof SHM (Brownjohn, 2007). So

much recent attention in the civil engineering SldMnmunity has been concentrated
on bridges that it overshadowed the official agilan of SHM technology to other

infrastructure such as dams for several decadesviigohn, 2007).

Nonetheless, the subject of SHM in bridges was oatpgnised after the collapse of
Silver Point Bridge, a 680m-long bridge over theid®River, in the USA in 1967

(Wenzel, 2009). After the collapse of this bridgee United States federal government
mandated biennial inspection schemes for all hightwadges. The National Bridge

Inventory (NBI) program began in 1971 and represéim¢ establishment of a national
bridge inspection program. In this context, a isimade through biennial inspections
routine to the 597000 bridges of the Federal Highwaministration (FHWA) as

assessment effort to remove the deficient highwadgbs from service (Wenzel, 2009).
The bridges are generally rated and monitored &gt lence every two years largely
using visual inspection techniques. However, duést prolonged process, in 1987
the FHWA began to consider increasing therugls of the inspection programme

beyond two years for some bridges (Mazureked/olf, 1990).

The calamities continue. One example, a single gfahe Sung-Su Bridge over the
Han River in Seoul fell into the river, killing 38eople and injuring about 30 people in
1994. The pin connections of the bridge betweenctrdilever spans and the middle
suspension span broke down unexpectedly duringaaykeaffic day without previous
warning (Sohn, et al., 2004). The collapse of thidge caused enormous shock to the
Korean society, and stimulated safety awareness/ibtructures nationwide (Sung-Pil
Chang, 2006).
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Another example is the collapse of I-35W Mississifjiver Bridge in 2007. The
primary cause for the failure was the under-siaggkgt plates. In addition to the design
error, an accumulation of 2 inches of concrete vaelged to the road surface over the

years, increasing the dead load by 20%.

In the past, many owners were unsatisfied totaily whe traditional defects mapping
process, using binoculars or rope access. The diaadvantage is the difficulty to
produce a scaled defects map allowing an accurateeproducible monitoring, crack
evolution, opening measurement, etc. (Lancon ef@ll1). Despite the fast developed
technology in the area of instrumentations of dedanumeric defects mapping, such as
(SCANSITES) and high density 3D coordinate geometric scanfldAR), these
technologies are still unable to provide informatan concealed defects.

The significant problems resulting from the tramhitl visual inspection and other
manual NDT methods have undermined the use of tmeteods, and in the meantime
revolutionised the automatic SHM systems. The meee age of the infrastructure
stock, the escalated demand on the maintenanckiooftock in addition to several
catastrophic collapses have galvanised imposingrsahd functional monitoring
programmes to the existing structures. Furthermahe, horizontal and vertical
expansion in recent projects has encouraged thbortigs to enforce parallel

monitoring schemes on the construction companies.

Unlike other comparable areas, owners and operafariwil engineering infrastructure
in the developed countries never tolerate faildra structure because of its symbolic
and detrimental effects on the economy and stalaifithe country. The accessibility of
the structure, subjectivity and qualitative natwfevisual inspection, unanticipated
obscure damage along with the unpredictable regpohthe large slender structure to
the operational loadings have unleashed the deweop and use of dynamic-based
monitoring systems. More recently, the developmanthis quantifiable monitoring
approach has been closely coupled with the evalutiminiaturisation and cost
reduction of digital computing hardware and sensimgfrumentations (Farrar and
Worden, 2007).
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Collectively, the collapse events and the needaforeffective continuous automated
damage monitoring system have devoted to studypipdication of global, vibration-
based damage detection methods to bridge struc(li@sar and Jauregui, 1998;
Mazurek and DeWolf, 1990).

2.3 Damage Identification Strategy

2.3.1 Damage ldentification Algorithms

The essence of global damage identification by iloplat changes in the dynamic
properties is that dynamic properties (natural deegcies, mode shapes and modal
damping ratios) are functions of physical proper{imass, stiffness and damping) of a
structure. Therefore, changes in physical propernanifested as drop in stiffness as a
consequent of cracks, spalling, delamination, fetiod settlement or loosing of a
connection will induce measurable changes in dyoapnoperties (Doebling et al.,
1998; Farrar et al., 2001a; Zhengsheng et al., 2005

Dynamic testing of structures is nowadays a weablddshed methodology for SHM
systems. Dynamic data collection and processingsigiraficantly developed, thus the
limitations of traditional visual monitoring metha@n be overcome. In the context of
damage identification, the obtained structurapomse can be used in conjunction
with several numerical methods, which can beupged into two complementary
main problems, namely inverse problem and forwaatblem. The first group methods
rely on a reference structural model, e.g. FE maaleére the changes in measurement
results linked to the changes in the structural ehdd a totally different direction, the
second group methods use the changes in raw oegwed vibration measurements to
specify damage-sensitive characteristics. Thenmeaftee characteristics are further
utilised to detect different damage conditions Bing proper Pattern Recognition (PR)

algorithm.

The idea of a concatenated hierarchical structdaahage identification problem was
started in 1993 by Rytter in his PhD thesis whendamage status is clearly defined in
four levels (Carden and Fanning, 2004; Farrar addéh, 2007):
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» Detection: is the damage present in the systerst@nge)?
» Localisation: where is the damage (location)?
* Quantification: what is the size of the damage €séy)?

* Prediction: what is the estimated residual sakedifthe system (prognosis)?

Similarly, the first three levels are summed undemeneral term referred to as
diagnosis, while the last level of the damage ifieation is known as prognosis.
Although the above-mentioned order addresses thmn maestions of a damage
identification problem, further fifth level, clagsation level, was later inserted before
the quantification level. Classification is importa if not vital, for effective

identification at the quantification and predicti@vels (Worden and Dulieu, 2004). In
addition, prediction level is distinguished fromhet levels in that it cannot be
accomplished without an understanding of the plsysaf the damage, i.e.
categorisation. Level 1, detection, is also distisged making use of classification
level, as the damage can be identified without ipressrknowledge on the behaviour of
the system when it is damaged. In order to achilege a small divergence towards PR

methods or machine learning is needed (Worden atié 2004).

The inverse problem or model-based methods addhnestrst three levels of damage

identification problem. This problem needs a rafese structural model and the

observed change in measured data is accountee fghifsical system parameters. The
numerical model is set such that it provides séasagreement with the experimental
results, hence the predicted updated model cartilised to obtain the new physical

changes.

The forward problem or non-model-based methodsherother hand, satisfy the first
level of damage identification task. This probledopts a general statistical model of
particular response signature, e.g. time-seriedysisa and a relevant statistical
algorithm on the extracted damage-sensitive featisr@applied to improve detection of
damage. When data is available from both undamagddlamaged structures, the SPR
algorithms will fall into the general title refedeto as supervised learning.
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Unsupervised learning refers to statistical alhon$ that are applied to data where

examples from the damaged structure are unavailable

In the damage level respective, if statistical athms are applied in an unsupervised
mode, they will typically be used to answer quesigegarding the existence and
location of damage. Yet, when they are applied isupervised learning mode and
coupled with analytical models, the statistical oaithms can further be used to

determine the type and severity of damage (Figdeie al., 2009).

The human capacity to assess flooding real-timeuatsoof data is very limited, so
Pattern Recognition (PR) methodologies need tmtreduced into the procedure. The
procedure scrutinises the incoming data and infahmesoperator of unusual events, but
it will only be as good as the specification of wisameant by unusual (Wenzel, 2009).
In a comparison form, Model-based damage identiibascheme shares common steps
with its counterpart, parameter-based identificatscheme. These steps are illustrated

in Figure 2.4.

Structure modelling

Model-Based Damagedentification

Damaae loclisation
Damage quantificatic
Damage detectic

Parameter-Based Pattern Recognition
Feature extractic Classification

Signal modelling

Figure 2.2: Basic steps in damage diagnosis algost

2.3.2 Data Collection Systems

The data collection part of the SHM procesdails selecting the quantities to be

measured; the types of sensors to be used; thegpssivhere the sensors to be placed;
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the number, resolution and range of sensors; amgithper data acquisition, storage,
and sampling hardware (Sohn et al., 2004).

In SHM systems, one of the major differences frol@ENis that the sensors and
actuators are embedded or surface mounted on théaren structure (Balageas et al.,
2006). Typically, SHM configuration is associatedthw online global damage
identification, whereas NDE is usually carried aft-line in a local manner after
damage has been located (Farrar and Worden, 200&)ultimate intent of the SHM
technology is to provide an unattended, automatdt r@liable monitoring system that

subjective human elements can be eliminated.

2.3.2.1 Wire-based SHM System

A conventional configuration of SHM system is tangeally locate sensors throughout
the structure and then wired to a central dataiaitiqun device such as data logger.
Figure 2.5 shows schematically the layout for saghtems. The wired system has
proved to be exceptionally reliable and practidabwever, it experiences serious
problems of its cables. This manifests in theirtcdsficulty in deployment and noise
infusion (Dae Kun Kwon et al., 2011).

Central storage
Data Acquisition

Figure 2.3: Typical configuration of a wire-basdd\b system (after Wenzel, 2009).
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2.3.2.2 Wireless SHM System

As a result of wire system shortcomings, recenetigpments invest in wireless sensing
field. Dense sensor networks with computational armhitoring abilities at sensing
venue can now be achieved. Figure 2.6 shows thetectural design for a wireless
sensor network. A key aspect of such a networtsisapacity to provide a finer sensing
mesh, because the network is independent of meilldables and is not limited by the

number of channels existing in a data acquisityatesn (Wenzel, 2009).

In the wireless sensing units, each unit is acahlatfor three objectives: response data
collection, storing and processing of the measundéspe e.g. Fast Fourier
Transformation (FFT), and eventually data transfirom and communication within a
specific open space range (Lynch, 2007). In thenegears, wireless sensor technology
has quickly grown and been applied to a numberiftérdnt engineering applications.
In the context of structural monitoring systemsreldss communications joined with
traditional sensors can considerably cut down tbeitaring costs, whilst provided the
functionality that does not exist in present cori@ral structural monitoring systems
(Lynch, 2007).

Wireless sensing unit

((9)

Wireless network control unit

Figure 2.4: Typical configuration of a wireless SKittem (after Wenzel, 2009).
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2.3.2.3 Network-based Sensing System

Having experienced limitation of radio band rangensing technology has been taken
further using modern networks installation of thelding, e.g. Local Area Networks
(LAN) and Internet. In this technology, the systsnmore reliable and sustainable than
wireless systems, drawing both its power and comaeation paths from the existing
infrastructure of the building (Dae Kun Kwon et &011).

Most recent technology exploiting exist networks afbuilding provides optimal

functionality of the wireless system, and implensedtaita processing/extracting for
permanent SHM. A centralised server conducts fumdaah data acquisition and
database management processes, whereas it alss wlealisation for the captured
data that can be confidentially accessed througkelabrowser (Dae Kun Kwon et al.,
2011). Conceptual configuration of the new smarnssgy system is shown in Figure
2.7. This cutting edge technology, the Smartsyas, heen installed in the world-tallest
building, Burj Khalifa, and its performance hasi@éntly been confirmed in practical

application (Dae Kun Kwon et al., 2011).

Central server

Sensor °
module

a
©

Authorised users

Figure 2.5: Typical configuration of a SmartsyncNbslystem (after Dae Kun Kwon et al.,
2011).
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2.4 Timeline of SHM: the Past, Present and Future

2.4.1 The Past Legacy

Primitive techniques of structural appraisal uswigration monitoring belong to
thousands of years ago. Ringing sound of clajs pman reveal cracks, and tapping

along the surface of an object can exposesvaresence (Hearn and Testa, 1991).

In a methodical way, throughout the 1970s and 198@s oil industry stimulated the
efforts to develop vibration-based damage idemifo;n methods so as to monitor
offshore platforms. In order to circumvent the idifties of the structure accessibility
and mysterious damage location, a common methogaogployed by this industry
was to simulate various possible damage patterttsrwimerical models, determine the
changes in resonant frequencies and correlate thesges with those measured on the
top of a platform surface. Owing to the aggressinreironmental effects coupled with a
number of very practical operational difficultigbyjs technology was abandoned for
offshore platforms in the early 1980s (Farrar anardfén, 2007).

In conjunction with the development of the spaagttid, the aerospace industries began
to study the use of vibration-based damage ideatitin during the late 1970s and early
1980s. This work was continued with current agtlans being investigated for the
National Aeronautical and Space Administration (MASpace station and further for
design of reusable launch vehicles (Farrar and amr@007). Currently, vibration
testing of prototype structures is an essentialehbedsed design tool used in everyday

design in the automotive and aerospace industiagi¢ et al., 1997).

2.4.1.1 Pioneered Technical Research on Vibrationalsed Monitoring

The subject of vibration-based damage identificatiwas started in the offshore
industry as a forward problem. However, enormouswarh of research was shortly
endeavoured to generalise this technology to applications suffer similar problems
as those in the offshore structures. In the earmiestigations of the problem, only
changes in the basic modal properties, which aenant frequencies, modal damping

ratios and mode shapes, were considered in danageodis.
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SHM has received considerable consideration iridblenical literature, where there has
been an intensive effort to develop a reliable madtical and physical foundation for
this technology. Comprehensive literature reviewsrethods that have been proposed
for civil, aerospace and mechanical structures vetied by Doebling et al., 1996;
Doebling et al., 1998; Sohn et al., 2004; Cardeshfeanning, 2004.

According to Doebling et al. review (1996), thesfijournal article on damage detection
using vibration data dates back to 1969, when ltidstnd Rotem detected the onset of
unbonding in composite materials. They lookedhatdhanges in the dynamic moduli
and damping, which can be related to the frequesitft, as indicating damage in

particle filled elastomers (Lifshitz and Rotem, 296

Vandiver pioneered the era of damage detectiorgusbration data in 1975 and 1977
by examining the change in the frequencies assatiaith the first two bending modes
and first torsional mode of an offshore light siattower to identify damage (Doebling
et al., 1996; Vandiver, 1977).

The use of changes in modal frequencies to deteuade, as an inverse problem, was
started by Cawley and Adams in 1979. They propaosechethod for locating the site
of damage in a composite materials by correlatigchanges in measured frequency
of pairs of modes with the changes in caledatfrequency of the same modes
(Cawley and Adams, 1979).

In RC research practice, Chowdhry and Ramirez usd&®92 the impact modal test to
identify damage in reinforced and plain concret@anbesamples. The damage was
simulated as delaminations and cracks, and changesonance frequencies as well as

power spectra were used to detect the damage (iDgedtlal., 1996).

The dynamic response methods have been recognysBdtish Standards since 1986
as a Non-Destructive Testing (NDT) method for assest of structural integrity and
remaining service life, fault finding, assessmerit the need for repairs and
identification of defects (BS 1881, 1986). Accoglito British Standards, the dynamic
response might be used to predict stiffness aner @tnuctural properties whereby the

approach is most fully developed for integrity iiegtof piles.
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In an early study on damping for damage detect®alane and Baldwin conducted
vibration tests on a laboratory-scale bridge madelvell as a full-scale highway bridge
in 1990. They concluded that changes in dampingpsatan detect occurrence of
damage. In the laboratory model, damping ratiosredsed when the damage was
produced, but initially damping increased and sqbeatly decreased in the full-scale
bridge (Williams and Salawu 1997).

Mode shape measurements for the location of stralctlamage without the use of a
prior FE model was possibly first presented by West984 (Doebling et al., 1996).
The author used the Modal Assurance Criterion (MA&)determine the degree of
correlation between modes from the test of an urd@e Space Shuttle body flap and
the modes from the test of the flap after hihs been subjected to acoustic
loading. The mode shapes were partitioned usimgpus schemes and the change in
MAC across the different partitioning techniquesswased to localise the structural

damage (Doebling et al., 1996).

To the knowledge of Samman and Biswas (1994),iteeffeld application of vibration
testing as an NDE method for structures was dondrbfantis et al. (1983). In this

work, the damage in an industrial building indubgdan earthquake was assessed.

In full-scale RC structure context, Kato and Shimagberformed vibration

measurements on an existing prestressed concidgelduring a failure test in 1986.
The change of vibration characteristics due to rawtgion of the bridge during the

failure test was obtained. Moreover, a measuneechanism on the change of
vibration characteristics is compared with ametical analysis. Reductions in
natural frequencies were detected as the statiapliyied load approached the ultimate
load; however, damping values were largely unaéigcThe ambient vibration method

of system identification was used (Kato and Shimad&6).

During the last two decades, enormous amount otarel was done utilising
derivations and formulations of the basic modalapsaters in order to suggest a
comprehensive damage identification model. Elaledrateview for the distinctive

methods is presented in the next Chapter of tieisish Chapter 3).
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Inasmuch as all vibration-based damage diagnosisepses rely on experimental
measurements with basic uncertainties, many rdsearchave opted to statistical
analysis procedures. These methods depend ongtetlges obtained from vibration
response data recorded at sensing points in aodaotain features that are sensitive to
the presence of damage. A statistical pattern ifilzeson algorithm for SHM of civil
structures was first proposed by Sohn and Farra@@1 (Wenzel, 2009).

2.4.2 The Present Assets in Structural Health Monatring

2.4.2.1 Overview

Present-day SHM, in general, along with vibrati@sdd monitoring, in particular, are
well-established practice in civil engineering walsignificant accumulated knowledge
in both technical literature and applications. émjanction with all deficiencies of other
manual inspections, and over 30 years on the birddaptation vibration monitoring,
the technology is increasingly used in conditionnitaring industry, mainly since the
early 1990s. In the last two decades, a great @feadsearch and publication has been
done in the area of SHM. Also, the area has wiwtkss great increase of SHM
methods, with long-term monitoring systems applad bridges in United States,
Europe and Asia. This provides a sound level obrgcal knowledge and practical
experience that will take SHM for further level afevelopment (Carden and
Brownjohn, 2008).

Transportation infrastructure, because of its irtgpare as a key utility of the society, is
the subject of several SHM initiatives in many dos. Several major research
programmes are dedicated to this subject in the@gan Union. As an example,
Sustainable Bridges is a project that assesseasithvay bridges to satisfy the needs of
the 2020 situation and provides the means for apligg them if they are inappropriate
(Casas, 2006). In Japan, the attention has mowvewh fnew construction to the

maintenance and management programme. The progranvoles huge activities,

tests and proposals to improve the managementiadds. In Korea, subsequent to the
collapse of the Sung-Su Bridge in 1994, the gawemmt carried out safety
inspections covering most major bridges camsed until that time in an effort to

assess their capacity and estimate the requireadrrep supplement (Sung-Pil Chang,
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2006). In China, latest collapses have activatadtenal bridge programme dedicated
to improve the safety and performance level oftihdges nationwide (Wenzel, 2009).
In Eastern Asian countries, predominant requiresér@ve mandated the companies
that construct the bridges to periodically monitnd persistently confirm their
structural health (Farrar et al., 2001a; Worden leadar, 2007).

2.4.2.2 Assessment and Monitoring Standards and Gielines

In the context of condition assessment, many Ewopsountries (such as France,
Germany, ltaly, Poland and Spain) have no spegifidance for condition and safety
assessment of highway bridges. In their assessprantice, design requirements of
new bridges are commonly applicable for this puep@Sasas, 2006). Reduction is
disallowed in the individual assessment safetylfegempared with design in Germany.
Such regulations and standards do not exist innrAarad South American countries.
Few countries such as UK, Denmark, USA and Caneglasing specific guidelines or
standards for structural safety assessment of laghbordges (Casas, 2006).

There is an agreement that the most efficient ass&st process is based on the
application of different and gradually sophistichtassessment levels. A five-level
model is presented in Bridge Management in Eur@RINIE) as a preparation to set
guidelines for the assessment of structures. Tlwedblevel of the scheme, Level 1, is
the simplest and uses Load and Resistance FactsigiD€LRFD) analysis, load
combinations and partial factors as in design caétt@vever, the most complicated
level, Level 5, entails strength model includinglmability distribution for all variables
(Casas, 2006).

In the context of the SHM, the implementation oivreutomated technologies needs a
clear requirement and motivation to be acceptedwgers and operators. Before a
breakthrough in the implementation of new techn@egan happen, the requirements
and motivation have to be clearly understood agdead with the potential clients. One

of the motivations to accept and apply these sesvig that the new technologies should
be liable by the means of standard applicationgpaued by codes, standards and
guidelines (Wenzel, 2009). A most useful standardSéiM, particularly for bridges,
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has been elaborated in the European-based Strlugtgsgssment Monitoring and
Control (SAMCO) network (Wenzel, 2009).

Another research project devoted to the same BsIADEUS (Accurate Modelling

and Damage Detection in the High Safety and C®stictures) project funded by
the Commission of the European Union. The w@tenengineering objective of
AMADEUS is to develop methods, guidelines and pdaces for routine, non-

destructive, in-service maintenance, health monigor and damage detection in
structures (Sohn et al., 2004).

2.4.2.3 Supplement Software Related to Structural ealth monitoring

One of the widely used monitoring software is BRIBfQBridge Monitoring System),
which is a rating assessment system using vibratiata. In BRIMOS, full scale
experimental vibration measurements are merged wmitimerical model updating to
provide a comprehensive understanding of a straktuntegrity. The classification
output result is a factor out of five different irgt risk levels based on various
parameters such as measurement of eigenfrequemegete shapes; damping ratios;
dynamic displacement; visual inspection informatibk model update; and reference
data (Wenzel, 2009). After an experimental invedian consisting of data acquisition
through the BRIMO$ Recorder and modal information extraction throute
BRIMOS® software, the structural indicators obtained aeduas input for the updating

procedures.

As a numerical framework, the updating procedures performed by using
VCUPDATE® software, a structural assessment through FE Mogelating. In this
analysis, the FE approximation of the real strietig brought closer to the real
measured model by using the experimental measutensenas to produce a more
reliable model and a shift in properties, relateddamage, can be captured (Wenzel,
2009).

The knowledge of AMADEUS project is integrated irto independent PC-based
expert system to help conducting in place struttasaessment. In the development of

the system three main advances will be made irowariechnical fields. For example,
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advances is made in fatigue life predictionstlictures as well as a computer
program called MODPLAN is implemented to detern the best measurement,
suspension, and excitation points to be ugkding the modal testing of

structures. Finally, various damage detectioregdtare considered (Sohn et al., 2004).

The previous software exemplifies identificationstgyns that used the vibration
measurements as basis for damage characteris@iothe other hand, other software
such as PONTIS, commercial bridge management systpresents the conventional
assessment of the structure starting with a vidigddl inspection that provides a
subjective impression of the condition of the dinoe. Some preliminary analytical
investigations are performed in order to providesttng as a basis for decisions. It is
one of the popular tools for bridge managements theveloped by American
Association of State Highway and Transportationi€d@ff AASHTO) since 1989. The
PONTIS system assists in achieving informationnsipection databases about bridge
networks. Additionally, PONTIS comprises severaldelbng techniques that quantify
decision making process and address knowledge igapsany bridge management

procedures (Ettouney and Alampalli, 2012).

2.4.3 The Future of Structural Health Monitoring

Despite the shortcomings of the manual inspectigstesns, the current available
automatic monitoring technologies are not widelyngeaccepted. Obstacles such as
uniqueness of each civil engineering structure; fystems are still unverified,
expensive and non-compulsory by law; and the uihaéity of the guide standards
make the methods impractical (Wenzel, 2009). Tie®@n increasing gap between the
theory and practice that must be bridged beforeripementation of these techniques
becomes broader (Catbas et al.,, 2006). Howeverndleel for replacing the manual
inspection systems by an automatic monitoring sed@brant. In order to address the
challenges deter popularisation of the new systesffective initiatives have been
taking place around the world.

Federal Highway Agency (FHWA) commenced in 2005 theng-Term Bridge
Performance (LTBP) program of research and devetoprio address these needs. The
LTBP program is an aspirant 20 year (2005-2025aeh effort, which is planned to
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achieve specific short- and long-term objectivese(él, 2009). The programme will
encompass detailed inspection; periodic testingassgssment; continuous monitoring
and forensic investigation of representative casdiass of bridges all over the USA in
order to monitor and document their performance.oierall of 2000 bridges ought to
be monitored and partially searched by forensic irmeging after they are

decommissioned (Wenzel, 2009).

Some European countries have developed standauniidgliges and codes for the
evaluation of existing civil structures, Structurgdsessment, Monitoring and Control
(SAMCO). The SAMCO network spans the whole of Eerognd covers various
communities of interests. The network joins corndtam companies, bridge-owners and
managers, railway consultants, road authoritiesjipegent suppliers, monitoring
experts, research institutions, housing authoritiesversities, and so on. Programmes
like this and the SAMCO guideline on bridge moniigrand assessment will provide
the bases needed for the increasing future apiolircatf reliable methods in bridge
assessment (Wenzel, 2009).

The Republic of Korea has begun a 10-year bridgkl Skhich methodically addresses
major field activities including a real track tefsrr three bridges. The programme
organised at the Seoul National University, wheneiuable data and methodologies
are generated. In Japan, the maintenance and nmeagerogrammes of current
structures have drawn the interest rather thanteai®n of new projects. Immense
programmes, tests and initiatives are includedewelbp the management of bridges
(Wenzel, 2009).

The best known pioneer monitoring programme has ks in Hong Kong. This
programme has been established for more than 16 wei#h a number of major
monitoring systems in place. The programme withsgiecial size produces important
data that can be employed in the development cd<anid guidelines for the design of

major structures (Wenzel, 2009).

A vivid future can be expected for the monitorimglustry, although it is not easy to
estimate the time the development will take. Theniaoing subject is now taken to

completely digital database solutions, and reaktimeasurements in automatic
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updating information will be available for everywtture. Furthermore, any data set of
monitoring process or other operation programmeds lvé available and accessible
through the internet. In this respect, monitoringgesses would be generally automated
and the structural condition will constantly beudorised. At this stage, there is no
longer needed to disagree about the importanceHM $idustry of bridges. The first
integrated SHM systems possibly will be conductad aperated by 2020 (Wenzel,
2009).

2.5 Summary

The failure or close to failure events of civil @mgering infrastructure and the need for
more reliable automated monitoring system haveadeeld to study the application of
global vibration-based monitoring methods. The aepient of current manual NDT
technigues by an effective universal system is dlwgahe curve of civil engineering
communities. By developing such reliable intellipesystems, structures will be
designed to work within the safety margin withoutneed to extended period of

inspection.

SHM systems have been developed over many yearsasndow ingrained and
distinctive area of theoretical and applied redeaotn damage identification and
structural monitoring. Many techniques, methodadsgand approaches have been
developed over the past 30 years as a wide diyevbidamage identification methods
(Staszewski and Robertson, 2007). Nonetheless thean increasing gap between the
theory and the practice that must be bridged betbee implementation of these
techniques becomes wider. The delay in the impléaten of the technology is
accounted partially to the insufficient evaluatiamd validation of these techniques in
real civil engineering applications (Catbas et 2006). Accordingly, it is sensible for
civil engineering practitioners to become more fanwith the vibration of structures,
including the use of Experimental Modal Analysisvik) as an indispensable testing

tool for assessing the vibration performance o$taxgy structures.

It is expected that the structural condition momitg will withess integrated SHM

systems to be possibly implemented and operated029 (Wenzel, 2009). By that
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time, systems will offer automated online monitgrithereby problems will be

diagnosed, operator informed and action taken gopthe SHM system.



3. Technical Literature Review 29

3. Technical Literature Review

3.1 Introduction

In the early studies of the subject of damage dhtarigation, only changes in basic
modal data, which are resonant frequencies, maoaapthg ratios and mode shapes,
have been considered. Then, the last two decadeshignessed considerable efforts
on research and publications that a large numberaoiitoring paradigms have been put
forward (Carden and Brownjohn, 2008).

Extensive literature surveys on damage identiftcathethodologies were presented by
Carden and Fanning (2004), Doebling et al. (199@) Sohn et al. (2004). Most of the
covered literature explored detection, localisgtioliassification and quantification of
damage in laboratory samples or simulated damadeeloh structures scheduled for
demolition (Carden and Fanning, 2004). Estimatidntlee remaining life of the
structures has not received enough focus in thmtiire studies, although it is the final
target in any identification process. In this Claptthe researcher focused on the
ingrained methods in both types of damage ideatific practice: the model-based type
and the parameter-based type. More attentionisnpitesentation was allocated to the
method and its merits, rather than mentioning paklibns utilised that method.
Notwithstanding this respect, the up-to-date ad aglsalient publications linked with

each approach were referred to in the context df ezethod.

3.2 Damage Identification using Basic Modal Paramets

Basically, the reduction in modal frequencies amalihcrease in modal damping ratios
as global vibration parameters only detect the weoge of damage. Even though
major limitations are associated with their useddvanced investigations, they may be
utilised as appropriate thresholds to generate ndetailed analysis. However, the
rather low sensitivity of frequency shifts to smialvels of damage besides inaccurate
experimental measurements of modal damping havekemed using the modal
parameters for damage identification (Williams &adlawu, 1997).
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As a result, mode shape information is includedndividually locate the damage
(Teughels and De Roeck, 2004; Wang et al., 200@)nFvibration theory, reduction in
stiffness is associated with modification of the de® of vibration of a structure.
Vibration mode shapes can be influenced by localatge and offer a better means for
location of damage (Salawu and Williams, 1994). Bistiapes are spatially distributed
quantities and, hence, provide information that lsamsed to locate the damage (Farrar
et al., 2001a). Therefore, mode shapes along wi#ir tftormulations such as the
difference between scaled mode shapes and theveethfference methods are included
in damage location process. However, modal disptecgés are somewhat insensitive to
slight local changes in the stiffness of a secf{Maeck and De Roeck, 1999; Pandey et
al., 1991). Moreover, displacement of multiple dgmaites usually is difficult, if not
impossible, to be efficiently used for most damé&geation techniques (Salawu and
Williams, 1994). Furthermore, the sensitivity oétModal Assurance Criterion (MAC)
together with a number of its formulations as otkepressions for mode shapes
depends very much on the nature of the damaghleltiamage is distributed, such as
widespread distributed cracking in concrete membéms mode shape may change
slightly, although the frequency will consideralgcrease. On the other hand, localised
damage may result in large reductions in the MA@es (Yeung and Smith, 2005).
Additionally, any differences in MAC and Coordinakodal Assurance Criterion
(COMAC) calculations are averaged and spread diveremsurement points in the case
of MAC or over all mode shapes in the case of COMR@ndey et al., 1991). In brief,
the modal parameters are found to be inconsistentroviding credible condition

assessment of a structure (Bayissa, 2007).

3.3 Development of Damage ldentification Paradigms

Owing to the limitations associated with using thedamental modal parameters in
damage identification, many researchers have sedicko alternative sensitive
parameters, including combinations of modal paramsednd/or FRFs, and their derived

adaptations as possible successful damage idatiincformulae.

Numerical methods based on the FE model updatingtéoative methods or non-

iterative methods are both used along with damaggabssibly damaged structures in
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the linear stage. These methods, which are baseahanges in experimentally
measured and/or predicted flexibility and stiffnease capable of determining the
presence of damage, locate that damage and quast#gverity. However, the problem
with these methods is that they are all linear no(@oebling et al., 1996). In addition,
there are some inherent difficulties in the appiara of model-based methods in the
damage identification problem. For example, unaetiess, measurements of noise and
lack of sensitivity of damage are all common praideproduce singular ill-conditioning
problem, which can lead to large discrepancieh@&model parameters (Vanik et al.,
2000). Meanwhile, the incomplete set of measured dEquires extra information from
the FE model in order to identify damage locatids.a result, there will definitely be

errors even in the model of the undamaged stru¢kriswell and Penny, 1997).

Conversely, the development of the methods thaamr# the ability to include the
nonlinear structural effects has the potential ignificantly expand the subject of
damage identification (Doebling et al., 1996). Theed evokes more use of Statistical
Pattern Recognition (SPR) methods together wittetperimentally measured dynamic

data to account for the occurrence of damage adads its impact.

Figure 3.1 shows both types of methods reviewedhis Chapter: inverse (model-
based) methods and forward (parameter-based) nettagkether with the main aspects

associated with each class.
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Methods
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Optimisation Problem (System
Identification)

A

Damage Diagnosis

Figure 3.1: Flow chart for structural damage iderdtion methods.
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3.4 Model-based Damage Identification Methods (Inwse Problem)

This first group of methods treats the subject afmedge identification as an inverse
problem. In this respective, the availability ofrathematical reference model for the
structure is at the heart of the system in that thayperturbation in measured vibration

data can be compared and accounted to the chantiés model.

3.4.1 Mode Shape Curvature/Strain Mode Shape Change

As an alternative of using mode shapes tdaiob spatial information about
damage, mode shape derivatives such as the cwvatapplied. The use of changes in
curvatures to locate damage relies on the facttigamnaximum change in a mode shape
arises in the region of the defect. Only curvatm@e shape can give an indication of
multiple damage locations (Salawu and Williams,4)99 his idea is driven by the fact
that the second derivative of a mode shape is deraly more sensitive to small

defects in the structure than is the mode shapk {farrar et al., 2001a).

Pandey et al. (1991) initiated that concept of gisabbsolute changes in mode shape
curvature as a good indicator of reduction in thrig of flexural stiffness (EI) of beam

cross-sections. The curvature at any point of anbelamenty"’) is given as:

n M
y' == (3.1

Where:

M is the bending moment at the point

Additionally, the curvature of continuous deflectionode shape is approximately

computed using the central difference, which cawbten as:

v _ Yit1 ~ 2y;i + ¥ia
(Ax)?

(3.2)

Where:

Ax is the length of the element
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n

y'" is the displacement mode shape at a specifitiquo$i)

It is generally experienced that the numerical cotagion of the second-order
derivative curves involves problems when the dataaisy. In order to alleviate rough
curvatures, Maeck in his PhD thesis in 2003 usegtdrgge interpolation polynomial to
calculate the second-order derivatives. This meailugy helps to avoid spiky and noisy
curvatures, and the curvature is smoothed by a snednregularisation methods
(Balageas et al., 2006).

3.4.2 Damage Detection using Non-iterative Modal Ekibility Methods

Pandey and Biswas (1994) used the complete mogestaand natural frequencies for
the damaged and undamaged cases to identify betlo¢ation and amount of damage
by approximating the flexibility matrices beforedaafter occurrence of damage, [f] and
[f+], respectively. This method is known as Modal Héiy (MF), in which the
flexibility matrices can be approximated from thedal data as defined in Equations
3.3 and 3.4 below:

m
{o o))"
[f]= z ol (3.3)
r=1
m
. {o7} )"
[f]= z o (3.4)
r=1
Where:
©r is the natural frequency df mode of vibration

{¢;} s the " mode shape vector

m is the number of measured modes; and the d&tegiignify properties of

the damaged structure
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From the pre-damage and post-damage flexibility inety a measure of the flexibility
change caused by the damage can be obtained frerdifference of the respective

matrices as defined in Equation 3.5:
[AfT=1f1-1f"] (3.5)
Where:
[Af]  is the change in the flexibility matrix

Each column of this matrix is processed to obth# absolute maximum valug)( of
the elements in that column, which can be writte(Randey and Biswas, 1994):

Where:

Jjj are the elements of the matrixf, andg; is taken to be a measure of the

flexibility change at each measurement position, |

The column of the flexibility matrix correspondingthe largest change is indicative of
the Degree Of Freedom (DOF) where the damage atddc

This method requires that the experimental modalpgries to be complete and
consistent with the analytical modal model. Therefothe expansion analytical
procedures would be applied to the incomplete nredsmode shape vectors (m), and
defined at (nNDOFs. Flexibility matrix outperforms its counterpatiffness matrix as it
converges quickly with limited number of modes anence, can sensibly be obtained

from relatively a small number of low modes of ation (Pandey and Biswas, 1994).

In 1998, the method was used by Farrar and Jauregun extensive comparative study
to assess simulated fatigue cracks in steel girodkethe decommissioned 1-40 Bridge

over the Rio Grande in Albuquerque, New Mexico (&aand Jauregui, 1998).

Moreover, the MF approach is further developed batwis known as the Uniform Load
Surface (ULS) and its curvature. The coefficienfsttee i column of the modal
flexibility matrix represent the deformation & DOF of a structure due to a unit load
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vector. The multiplication of the flexibility matiby a virtual unit load vector, applied
at all DOFs, represents the deflected shape ofsthecture, and referred to as the

uniform load surface (ULS) as given in Equation 3.7

n

n
1 j=1

j:

m P .
w#rp#] 37

2
w
1 T

rr=
Where:

ULS; is the uniform load surface at point i due toirduel uniform load at (n)
DOFs

fi is the MF at DOF (i) due to an excitation forcdd&F (j)

oL, gof are the mass-normalised modal elements for np@e DOFs (i) and (j)

Zhang and Aktan (1995) used the changes in theatunes of ULS before and after
damage to locate that damage (Doebling et al.,)1996

Zhang and Aktan (1995) suggested the use of deflectdue to a virtual unit load
vector as a way to study the modal convergenceri@ibased on MF of the structure.
This method was utilised later to calibrate FE nhottetheir proposal, the deflected

shape vectord} of a structure under a unit load vector {F} wasen in Equation 3.8:

{6} = [f1{F} (3.8)

Wu and Law (2004) extended the ULS curvature amprdarther for two dimensional
plate structures. In their proposal, a new apprdachompute the ULS curvature is
suggested based on the Chebyshev polynomial appatioin, instead of the central

difference method.

Zhengsheng et al. (2005) used the MF concept @ystuquantitative measure of the
contribution of different modes to the general dyaresponse of steel bridges in the
state of Ohio. A series of contribution coefficieaire proposed to identify which modes

are most proper in the process of modal testingekhchodel calibration.
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Catbas et al. (2006) discussed the use of pseedibifity where it is unfeasible to
excite very large structures such as long-spangesidin their proposal, only output
response tests, known as ambient vibration testsgxploited as practical and common
investigation in the real-life. The structure isckgd by ambient excitations due to
traffic, wind, etc. and the concept of the pseudatbility matrix is implemented on
data sets collected from the full-size Z24 benclkiznidge in Switzerland. The MF
matrix obtained from the measurements is incompldien the test grid is spatially
truncated. In order to eliminate the contributadithe unmeasured parts in the modal
flexibility, these parts are to be multiplied byradoad vectors as there is no load on
these locations. As a result, displacement pofibtained from this computation do
not require the contribution of the flexibility déieients, which are not measured. The
authors suggested practical approaches for commadigons in damage detection and
condition assessment of real structures. For ex@nmpbblems such as environmental
effects on vibration measurements, incomplete tifmameasurements and condensed
spatial measurement grid are addressed. Finaltyptbposed approaches were applied
to two real-life decommissioned highway bridges,jolhhare Seymour Steel Stringer
Bridge, Cincinnati, Ohio and Z24 Posttensioned CetecBridge, Switzerland.

3.4.3 Strain-energy-based Damage Indicator Method

In their statistical-based algorithm, Stubbs e{(H95) utilised the modal strain energy
as a feature-sensitive indicator to locate the dgma beam-like structures. In this
method, the total strain energy in Euler-Bernoblam (UJ) can be determined by

integrating the strain energy over the entire b&amgth as:

NIH

L
f Elly" (]2 (3.9)

The shear deformation in this model is neglectadl] #he strain energy of an

infinitesimal elementAl) of the beam is given by:
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Al

L j Elly" (x)]? dx (3.10)

Urn =
Al 2
0

However, to determine the modal strain energygtteeral static deflection shape (y) is
to be replaced by the continuous mode sh@pg. Therefore, the modal strain energy

of the entire beam (UJ) and of an element of that beamy(Y are written as:

L

1 "
Ui = EfEI(pi[(x)]2 dx (3.11)
0
1 Al
Ui =5 | EI9ilGP dx (3.12)

0

Defining the ratios of the element strain energyh® total beam strain energy for the
undamaged (u) and damaged (d) states, and arelbaeisas (Stubbs et al., 1995):

int = Ui/ Ui, (3.13)

lAl lAl/U (3-14)

Obviously, the summation of strain energy ratiosroall elements can be obtained as
(Stubbs et al., 1995):

ZFl:lfAl = 1 (315)
Al
and
z Fé, =1 (3.16)
Al

If the ratios of the element strain energy are meslito be very smallFf}, <
1 and Fl-‘fA, « 1), the following condition can approximately beasished (Stubbs et
al., 1995):

1= Fiy+1 (3.17)



3. Technical Literature Review 39

Substituting Equations 3.13 and 3.14 into EquaBidrY yields:

Ud + U%,\ UX
( i,L l,Al) i,L -1 (3.18)

u u d
Ui, + Uin) UL

By making some further assumptions, Stubbs et1#19%) developed the following

formula for damage location indicatd; ; ):

B L Te @] dx+ [t @] dx oY 0] dx
Elf [Mev 0] dx+ fTov @] dx [[To? @] dx

Bin =

Numerator; (3.19)
~ Denominator; '

To account for all measured modes, a single indickdr an element at particular

location @;) is given as:

Y.; Numerator

B (3.20)

Y., Denominator

The damage indicator values are then to be staisédrdy subtracting the mean value
(v) and dividing the result on the standard deviafras:

_Bi—m
o

Zj

(3.21)

In the next step, a statistical algorithm was deped to classify the;2ndicators into

damaged and undamaged locations (Stubbs et ab).199

The use of modal strain energy has some remarkablantages, which include using
only a small number of mode shapes, and dampingraadency information are not
needed. Additionally, multiple damage sites caridoalised without solving a system
of equations. Although the theory of damage loadilis is started in beam structures,
the approach is further generalised to plate sirastby Cornwell et al. in 1998 their
methodology, plate-like structures are modellecltywo dimensional curvature, and the
model is verified by using data from simulated FEtep model and experimental

laboratory-scale aluminium plate (Cornwell et 4099).
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Once again, howevett, is commonly recognised that the numerical foratioh of the
second-order curvatures from the measured modeeshagolves problems of noise
and lack of smoothness. This approach needs a aeeasurement grid points with a

high level of control, where it is unlikely to beggtical in real structures.
3.4.4 Model Updating Methods

3.4.4.1 General

Model updating method is a process by which anrmpulete modal model from test
measurements is described in term of meaningfusiphl quantities. The objective of
model updating is to adjust the stiffness, mass @gardping matrices of a numerical
model so as to bring the system to a better agnetewith the test results.

Since the damage in a system is an intentionalirontentional change to the material
and geometric properties, which affects thesteay performance, parameter
distributions obtained as outcomes of updatimgcgss can provide useful
information about the possible structural dam@derdini et al., 2007). Basically, FE

model updating in an inverse problem used to ifleatnd correct uncertain parameters
of FE predicted model, and it is usually treateca®ptimisation problem. In a model
updating process, not only a satisfactory cormhais required between analytical and
experimental results, but also the updated paramedtieould preserve the physical
significance (Jaishi and Ren, 2007).

In general, the FE model updating methods may bieleti into two groups: the non-
iterative (direct) methods and iterative (sendyivimethods. In the non-iterative
methods, the elements of stiffness and mass maireedirectly updated using one-step
procedures (Jaishi and Ren, 2007). The resultingateal matrices reproduce the
measured structural modal properties exactly buhalogenerally maintain structural
connectivity, and the corrections suggested aralays physically meaningful (Jaishi
and Ren, 2005).

On the other hand, methods in the sensitivity gratgpgenerally iterative and, per se,
need more computational effort. However, to balatiig disadvantage, they operate

with incomplete mode shape vectors (Ewins, 2000).
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3.4.4.2 Direct Finite Element Model Updating Method

FE model updating, which belongs to the class eénse problem in structural damage
identification, is used to detect, locate and gdyardamage. Primarily, the model
updating techniques intend to minimise the diffeemnbetween the eigenfrequencies

and eigenmodes residuals (Bakir et al., 2007).

One of the earliest efforts in the model updatiraswuggested by Baruch, and dated
back to 1978 (Maia and Silva, 1997). In his prohoBaruch presumed that the mass
matrix is correct and the objective function (dmt@) between the original and updated
FE models defined by the Euclidean noendiven by Equation 3.22 is minimised.

(3.22)

1 1
) [CARI ST [7AR:

Where:
[Mg s the analytical mass matrix
[Kq is the analytical stiffness matrix
[Ky] is the experimental stiffness matrix

The objective function is minimised using Lagranmgeltipliers to give the following

expression for the stiffness error mati]] (Ewins, 2000; Maia and Silva, 1997):

[AK]

= —[Kal[ox][9x]" [Ma] = [Ma][@x ][9] [Ka] + [Ma][@x][@x]" [Kal[@s][0x]" [Mq]
+ [Mg][ox][wF][@x]" [M,] (3.23)
Where:

[px] Is the measured mode shape matrix

[w?] is the measured resonant frequency matrix
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Similar approach was later adopted by Berman anglyNa 1983 to update the mass
matrix (Maia and Silva, 1997). The Error Matrix Metl (EMM), adopted by Sidhu and
Ewins in 1984, used pseudo flexibility matrices gyated from the truncated m-

dimensional modal space (Balageas et al., 2006n£&\2000).

The stiffness error matrix is given by:

[AK] = [Ka1([Ka] ™ = [K ] DK (3.24)

Where:
[Ka]™" = [@a)lwz] [@al" (3.25)
(K17t = [@x][wi] )" (3.26)

[K;] represents the analytical condensed stiffnessathtt reduced from the

original stiffness matrix [ to the measured DOFs

However, these non-iterative updating methods aneergent for smallAK] and, as a
result; the updated matrices are often physicalgchievable from which no real eigen-
solution can be found. Besides that, they have bsgeown very sensitive to
measurement noise, and disregard the connectitityeooriginal FE model (Maia and
Silva, 1997).

A number of direct model updating methods in stritadtdynamics have been proposed
by Mottershead and Friswell (1993); Friswell andtidshead (1995); Maia and Silva
(1997).

Regarding the performance of Baruch algorithm, #&swalready stated that the
incomplete measured modal sets are closely repeadudowever, there is nothing to
prevent the updated model from generating spunmades in the frequency range of
interest. In addition, the FE mass and stiffnestrioes may endure a loss of positive-

definiteness in the updating process (Mottershead=gsiswell, 1993).

For further critical evaluation of non-iterative ded updating methods Mottershead and
Friswell (1993) can be consulted.
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3.4.4.3 lterative FE Model Updating Methods (Invers Eigensensitivity Method)

The basic idea of the FE model updating is use the differences between the
predicted and the measured structural responosaptiate the structural parameters of
the numerical model (such as stiffness and iaterforces) as well as some
boundary conditions (Mordini et al., 2007). Therateve updating methods use the
sensitivity of the parameters to update the FE rmddethese methods, the model
updating procedure is based on a mathematical matilon problem where the errors
between numerical and experimental eigenfrequeramesmode shapes are set as an
objective function. In this respective, the objeetifunction is to be minimised by
making changes to the pre-selected set of phygar@meters of the FE model, and the
optimum solution is obtained subsequently using sis®ity-based optimisation
methods. Owing to the nonlinear relationship betwdlee vibration data and the
physical parameters, an iterative optimisation @sscis performed. This approach is
able to update the relevant physical parameterst@macate erroneous regions of the
model (Jaishi and Ren, 2007).

A main difference between the various sensitiviagdd update schemes is the method
used to estimate the sensitivity matrix. Basicakyther the experimental or the

analytical quantities can be used in the diffeegitn (Doebling et al., 1998).

The Eigensensitivity method is based on the ugheofruncated Tylor expansion of the
eigenfrequencies and eigenvectors as a functidgheotinknown updating parameters.
The changes in modal data are assumed to be lelasionship of the sensitivities, and
can be defined as (Ewins, 2000):

A —awrzA +awr2A + +ar2A 3.27
wr - aal al aaz aZ aan an ( . )
oo}t oo}t e}t
=——— Ab; +—— Ab o4+ ——— Ab 3.28
{(p}r abl 1 + abz 2 + + abn n ( )

The corresponding modal sensitivities are obtaibgddifferentiating the stiffness

matrix as:
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dwf  0[K] 399
aai - {(p}r a—ai{go}r ( . )

Where:

dwi O{p}
6ai’ abi

represent the rate of change Bfmatural frequency and'mode

shape with respect to the change in stiffness @nahass of the element (i)

a, b are the correction parameters of the stiffnesgoandass elements in the
model

This can be explained into a sensitivity matrix as:

dw? dw?
da;, =~ Oda,
dw2, dw2,
da, ~ 0da
[S] = L n (3.30)
0{p1} 0{p1}
ab, = ab,
0{Pm} H{om}
"9b, " " ab, |

Also, the correction parameter vector as a funadiotine sensitivities can be defined as:

{Ap} = [S]"{8} (3.3D)

Where:
[S]" is the pseudo-inverse matrix of the sensitivitynedS]
{6} isthe change between the predicted and medsucelal parameters

The sensitivity matrix should be computed for edehation; the correction parameters
vector {Ap} is updated until a satisfactory minimum for tléjective function is

reached. In other words, the iterative system abthiabove is repeated until a
minimum least-square is achieved. This processlezh to an extreme computational

effort. However, in order to minimise the compuatitime, the resolution of
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differences in frequency and mode shape at whielsémsitivity matrix to be updated

and processed can be optionally chosen.

The criterion of convergence can be built eitheseohon the frequency deviation
between the experimental and numerical frequenecsesponding to the iteration and/
or on the correlation between experimental and mizalemode shapes (Mordini et al.,
2007). In view of tuning as well as damage detectibe objective function considering
frequency residual, MAC related function, and fldxip residual is the best for FE
updating (Jaishi and Ren, 2005).

Messina et al. (1998) circumvented the sensitiitgyative updating by obtaining the
correlated damage state through searching for paesmmvector which maximises the
statistical Multi Damage Location Assurance Craar(MDLAC) that derived on the
same basis as MAC. The parameters vector in Méssagaproach represents the
stiffness reduction factor introduced to any adwirpattern of damage such tiagt =1
for no damage andp = 0 for complete loss of the element. Accordinghe resulted
analytical prediction of the frequency changes dghgrto be correlated with the

measured frequency vector.

More significant FE model updating works on realescivil structures were done by
Teughels and De Roeck (2004), Bakir et al. (20B&kir et al. (2008) and Zarate and
Caicedo (2008).

Unfortunately one of the major drawbacks in the re&del updating methods is that
solving the new set of equations using pseudo-gevéechnique and introducing the
extra set of equations destroy the natural banidinige mass and stiffness matrices, and
hence lose computational efficiency (Mottershead Brnswell 1993). The FE model
updating methods provide information on the ocaweg location and extent of damage
as reductions in the stiffness of elements. Thes¢hoals are generally limited to
situations where the pre-damage and post-damaggse can be modelled as a linear
system. In addition, the practices are typicallphle to identify the type of observed
damage, yet in place damage is presented in tefrifosal drop of stiffness at the level
of elements (Worden et al., 2007).
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3.5 Parameter-based Damage ldentification Methods

3.5.1 Statistical Pattern Recognition Methods (Forard Problem)

The heavy involvement of the wireless sensing teldgy in many civil engineering
applications has led to a proliferation of sitedton monitoring paradigms. Damage
diagnosis performed at the sensing node requiegsotiily the results of the assessment
need to be transmitted to the central decision aupgystem. Although the huge
potential benefit of the SHM of smart structuresevehthe large number of sensors and
actuators generates data, it also produces a seiféicalty later in processing and
interpretation of this data (Friswell and Penny979 Nonetheless, statistical signal
processing and pattern classification methods qdatily suit analysis at sensing nodes
because these methods need just individual sigoablpply damage diagnosis and

prognosis process.

Statistical Pattern Recognition (SPR) methods Heeen developed over the last two
decades for applications in finance, engineering aiology. In the last decade,
developments in the engineering field have beenivaietd by the need for image
processing for medical and computer visualisatmaplémentations, fingerprint pattern
detection, speech recognition and many other agtpdics (Duda et al., 2001).

SPR methodologies have successfully been usedamatkrise faults in machinery
systems or to discriminate vibration data from etéint rotating parts. The rotating
machinery damage diagnosis problems have nearlirgat an exclusive non-model
based paradigm (Farrar and Duffey 1999; Farrar\&iodden, 2007). However, there
are many difficulties appear in extending this plagan to civil engineering structures.
Civil engineering structures do not enjoy the bggsefxisting in machinery such as
minimum operational and environmental changeabildéyge databases for different
damage pattern and clear damage t¢fparrar and Worden, 2007Livil structures

commonly have complicated geometry; are built vditierent materials such as steel,
RC and composites, whose performance are not ceehplanticipated. These
structures are heavily influenced by local envirental conditions that push them well
further than their design limits (Wenzel, 200®iagnosis and prognosis of civil

engineering structures are more problematical Bcthese systems are formed out of
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substructures or components, where damage to thebsystems imposes force
redistribution. These components will not necefsdail, whereas their defective
position increases stresses in the remaining elentéra structure. Further analyses of
the subsystems and the global system are requireentify failure mechanisms, which
can cause partial or complete failure of the stmec{Wenzel, 2009).

In damage identification context, due to some iahedifficulties in the model-based
monitoring systems, many researchers thought wathatje identification as a pattern
recognition forward problem. The alternative alom would overcome difficulties

associated with the inverse problem; in the meamtitrcan be relevant to deal with

flooding real-time huge data.

The damage identification problem as dealt by SBRigigm represents a four-level
procedure (Farrar et al., 2001a; Sohn et al., 20b&y are:

» operational evaluation;

» data acquisition and cleansing;

feature extraction and data compression; and

statistical model development for feature analysis.

The first two steps are also included in the damdgatification when approached as
model-based problem. Feature extraction step entdiéntifying damage-sensitive

properties, obtained from the measured vibratispaoase, which allows detectable
damage event. Statistical model development isexoed with the implementation of

algorithms that analyse the distribution of ragted features in an effort to

determine the damage state of a structure.aldwithms used in statistical model

development fall into one of the three followinghgeal categories (Farrar et al., 2001a;
Sohn et al., 2001):

1. Group Classification.

2. Regression Analysis.

3. Ouitlier detection.
The suitability of using an appropriate classificatscheme depends so much on the
available data and information. General patterogaition (PR) algorithms are broadly
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divided into supervised learning and unsupervisaining, Figure 3.1. In supervised
learning schemes, the algorithm is learnt on asgatavhose outcome variables are
observed, and predictions are made with respethedraining model. On the other
hand, unsupervised learning schemes are algorithinese no outcome variables are
observed, therefore the main aim is to classifgloster the data (Wenzel, 2009). In this
context, Damage presence and location in a system be accomplished in an
unsupervised learning means. Nonetheless, the agdesize of damage can only be
accomplished in a supervised learning means angledwith analytical models or

data from different known conditions (Worden et 2007).

Many modern approaches of damage identificationbased on the idea of PR. In the
general aspect, PR algorithm is simply one thaicates a class label to a sampling
measured data that share same feature, usuallydrinite set. In the case of damage
identification, the measured data can be vibratmie shapes, scattered wave profiles
and so on. Damage type, location, size, etc wikieoded the proper group class. With
the intention of conducting higher levels of idén#tion using PR, it will almost be
essential to construct examples of data correspgrtdieach class (Worden and Dulieu,
2004).

3.5.1.1 Principal Component Analysis and Singular ®lue Decomposition

The fundamental objective of Principal Componenalisis (PCA) method is to reduce
the dimension of data sets in which there aregelaumber of interrelated (correlated)
variables, whilst preserving as much as possibln@fvariation present in the original

data sets. This reduction is accomplished by toansfhg to a new set of variables, the
principal components (PCs), which are uncorrelatedi are ordered so that the first few
PCs retain most of the variation (Jolliffe, 200Epr instance, a vector {x} can be

transformed to another linear orthogonal plane @ting to its " largest variance as in

Equation 3.31:

{z} = [V]" {x} (3.32)

Where:
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[V] is the orthogonal matrix whosd” icolumn is the " eigenvector of the

covariance matrix

The covariance matrixt] for a data set X ={x x,...Xn} can be described as:

[51= ) (o= D) @~ 9 (3:33)
i=1

Where:
X is the mean of the data set

Furthermore, the covariance (or correlation) matfixhe original data set can directly

be written as:
(2] = [V][A][v]” (3.34)

The [1] denotes a diagonal matrix who&kdiagonal element ik, the [" eigenvalue of

[Z].

Similarly, within the same context, Singular ValDecomposition (SVD) is used to

decompose a non-square matrix [A] into the follayyoroducts:
[A] = [UI[AI[V]T (3.35)
Where:
[U] and[V] are orthogonal matrices such that [UJf# [I] and [V][V] =[]

This main aspect of PCA is particularly benefigfah set of data with many variables
lies, in effect, close to a two-dimensional subgpglane. In this case, the data can be
visualised with respect to these two dimensiongs tlgiving an easy graphical
representation of what the data is look-alike, lace of presenting as a large bunch of
numbers to hardly be assimilated (Jolliffe, 2002)xa good representation of the data
exists in a small number of dimensions, the PCAfinit it, as long as the first (r) PCs
give the best-fitting- dimensional subspace. Thaeefif the values for each observation
of the first two PCs are plotted, the best posdiviedimensional representation of the
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data (similarly for three or more dimensions) wide achieved. To this end, a
meaningful interpretation would be valid for therighles as soon as the PCs are
obtained (Jolliffie, 2002).

An early application of PCA in civil engineering svaarried out by Sohn and Farrar in
2000 (Sohn et al., 2004). In this study, measurésngom a real-size RC pier model
was analysed by subjecting static/dynamic loadinga laboratory environment. The
ultimate goal in using PCA was to reduce the sikzelaia collected from different

sensors in this test. Time series data from 39 ureagent points on the bridge pier is
transformed into a single time series by implenmen® CA. In fact, Sohn and Farrar
find that simply the first PC contains about 30%ta# total information of the 39 time

series. The 39 time series is projected ahi first principal component and the
projected time series is later used for sudees$eature extraction and statistical

process control (Sohn et al., 2004).

Having used as a technique for dimension reducB@# allows discarding those linear
combinations of the records that contribute thestléa the general variance. Basically,
there are two main applications of PCA. First, éipproach is being able to provide an
effective means of visualising the data. If theumatl space contains a three dimension
or less, the reduced data can be plotted in a fbaindisplays relationships between the
variables. Second, the technique can offer anieffianeans of feature extraction, i.e.
the significant information in the data will be eeged while processing a demonstration
for the data in a reduced dimension space. Ing¢deaed dimensional space, structure
such as clusters may be visualised reflecting fk&iloution of data in the original

higher dimensions (Sohn et al., 2001).

In their report of applying the SPR paradigm toadftom a patrol boat, Sohn et al.
(2001) used the PCA method for the discriminatiarrppses. Three strain time-
histories were measured with the same sendwmnwthe boat exhibit two different
structural conditions. The first four statisticaloments and AR parameters were
calculated as damage-sensitive features of thedigmals. Then, the PCA method was
applied at data sets of the first four moments als@&R parameters in order to get
graphical discrimination between features fromed#ht signals. The observation was
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not conclusive for the situation of using the momedata. Nonetheless, data points
from different strain signals represented by ARapaeters were successfully separated
using the PCA method (Sohn et al., 2001).

Despite its reliability and efficiency as an unswed classification and feature
extraction tool, PCA has not been widely testethaarea of the damage identification
and feature extraction particularly in civil engeng area. In their important and
extensive review of this subject, which coveredlifegature up to 1996, Doebling et al.
have not mentioned this method as damage idenidit#ool. Likewise, in the similar

successive review, which considered the literatiréhe subject for the period 1996-
2001, Sohn et al. (2004) recognised PCA twice, data reduction tool. In this review,
PCA was firstly exploited by Sohn and Farrar in @@3 a data reduction for 39 time

histories collected from RC pier model.

3.5.1.2 Coefficients ARMA Family Models

The analyses of time-series functions rely on #e that time-series collected over
time possibly have particular structure, such aw-aarrelation, trend or typical

seasonal variation (Figueiredo et al., 2009). Resyjom models are widely applied to
time-series in an effort to extract some damagsisea features from undamaged and

damaged structures (Nair et al., 2006).

The Auto-Regressive (AR) model for a time signal ba given as:

y(©) = ) iyt =0 +e(® (3:36)

Also, the Auto-Regressive Moving Average (ARMA) nebdor a time signal is given
by Equation 3.36:

y(©) = ) giy(t—D = Y et -0 +(0) (3:37)
i=1 i=1

Where:

y(t) is the measured response time signal at time
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y(t-i) is the response at previous time
O is the AR coefficient to be estimated
G is the moving average coefficient

g(t-i) is the previous predicted error

g(t) isthe present error

The AR and Moving Average (MA) coefficients are aibed by minimising an error
function based on the measured response and mediesponse using Equations 3.36
and 3.37. Additionally, roots of the characterispolynomial containing the AR
parameters can be correlated to the modal fregeerarid damping of the system and
the ARMA model can be used to examine the timeatian of these parameters (Nair
et al., 2006). The coefficients of the AR or ARMAodels are also chosen as damage-
sensitive features for the successive control amalyrhen, the coefficients obtained
from successive new data set are relatively sdseiih with the baseline reference
coefficients. Any significant deviation from the dadine of the coefficients would

indicate either a change in environmental cond#tiondamage (Sohn et al., 2004).

The mean and variance of the residuals of the ARlahare used by Worden et al.
(2000) as a means for unsupervised damage deteGin@nresulting residuals outside
the bounds of control limits are considered owli@nd used to indicate a change in the

condition of the system (Carden and Fanning, 2004).

Nair et al. (2006) suggested a new Damage-Sensitature (DSF) parameter to locate
the damage in the ASCE four-storey frame benchnmaddel. The new damage-

sensitive parameter is defined as a function ofiteethree AR components, and given
in Equation 3.38:

DSF = L (3.38)

VoZ + % + @2

Where:
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01, p2ands are the first three coefficients in AR analysis

The results show that the damage detection algorishable to detect the occurrence of
all simulated damage patterns in the ASCE benchmsarcture. In this study, the
defects are modelled as slight, moderate and seegresponds to removal of single
brace, removal of all braces in a story and remmfaall braces in two stories,

respectively (Nair et al., 2006).

The study also proposed two indices to locate thmate, L4 and Lb, which are

defined in Equations 3.39 and 3.40, respectively:

d
L = —"r (3.39)

dundam cloud

d
LIZ — dam cloud (3.40)

dundam cloud
Where:

Omean represents the distance between the centres eofddmaged and

undamaged DSF cloud indices

diamcioud  represents the distance from the origin to th@reeof the damaged
cloud of DSF indices

dundamcioud  represents the distance from the origin to thdaomaged cloud of
DSF indices

Likewise, the results of the damage localisatiggoathm indicated that the index ik
able to localise minor damage patterns. However,siicond localisation index, o

appeared to be non-sensitive to the minor damatiesistructure.

Cheung et al. (2008) applied the AR coefficientsdentify damage in the Z24 Bridge
when subjected to a number of progressive damagjs. t&hree different damage
scenarios: settlement of one bridge pier, remo¥glost tensioning anchor heads and
breaking of tendons were investigated in this stutlye damage was identified and

potentially quantified through two measures based (&) the distance between the
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mean values of the AR coefficients normalised t® siquare root of the sum of the
variances of the baseline (undamaged) and damaged,cdesignated gsand (2) the

Mahalanobis distance between the baseline and dainstgucture designated as DM
(Damage Measure). It was found thatwill change sign depending on the type of

damage, while DM as defined was positive for all dgenstates, and no correlation can
be found between the damaged and undamaged measures

In a research by Carden and Brownjohn (2008), thee-teries responses were
modelled by Autoregressive Moving Average (ARMA) aets, and the ARMA

coefficients were then used as inputs of a classifThe classifier was capable of
learning in an unsupervised manner and of taggewg classes whenever the structural
response displayed change. The approach was deatedsivith experimental data
from the ASCE benchmark structure, the Z24 Bridge #he Malaysia—Singapore
Second Link Bridge. The classifier was found cossle of identifying structural

change in all cases and of forming distinctive s#gs corresponding to different

structural status in most cases.

3.5.1.3 Statistical Outlier Detection

Outliers are commonly investigated as observatitias are a long distance from, or
disproportionate with, the remainder of the recdi¥®rden et al., 2000). Normally, a

number of algorithms for outlier analysis can befgrened as damage detections in an
unsupervised environment, which implies the datenfdamaged state is unavailable
(Sohn et al., 2004; Wenzel, 2009).

The field of outlier statistics has a very substriody of theoretical knowledge that
supports the methodology, and is proved to behasauirce of algorithms for subject of
damage detection (Worden et al., 2000). The outlietection technique is well-

established field of statistics; thus it is systaoadly used in the area of damage
detection of civil engineering structures in thst ldecade.

As an early attempt, Ruotolo and Surace (1997haages in the rank of a matrix as a
measure of outlier detection. In their methodologymatrix is first assembled where

each column represents the feature vector measireaggh a range of environmental
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and operational conditions of a structure. The S9proach is first used to estimate the
rank of this matrix. Second, this matrix is enlardgey adding an additional column
containing a new feature vector from a potentiahdge case of the system. The new
added vector will be flagged as independent froenitiitial measured vectors, and the
rank of the matrix will increase, if the new feauwector corresponds to a damaged
structure (Sohn et al., 2004).

Similarly, the Mahalanobis distance is a populastatice measure for multivariate
statistics that can be used to identify and quariitliers. The Mahalanobis distance
outmatches the Euclidean distance because isidens the correlation between the
variables, and it is independent of the sizehef record points (Figueiredo et al.,
2009). The Mahalanobis distance (D) between thatigrand a new potential outlier

pattern is described as:

D=\(x-%TY1(x —x) (3.41)
Where:
X Is the mean vector of the normal data set
> is the sample covariance matrix
X Is the new suspected outlier pattern

In the unsupervised level, the tuning of thresha@tlies for outlier detection is a vital
objective to statically distinguish between damagad undamaged cases. Worden et
al., 2000; Sohn et al., 2001 employed the MontdoQawethod to obtain these values
(Figueiredo et al., 2009).

Worden et al. (2000) tested a laboratory-scale mlum plate strengthened by two
channels under free-free boundary conditions. Tdrepée was utilised to detect nine
different damage scenarios simulated by cuts thropigte thickness. In this study,
Mahalanobis distance (D) was used as a damageigerfsature for outlier analysis.
The analysis was applied to the transmissibilityctions of different paths, and D was
described as a successful means in identifying dart@aspecific size.
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Figueiredo et al. (2009) used AutoRegressive (ARdeh along with Mahalanobis
squared distance fDto detect damage in a three story aluminium frgmeotype
modelled with 16 different defect and operationditans along with its baseline state.
The undamaged state of the structure was definadsiog the AR model of four time-
series measured at specific channel for the firee state conditions. The mean vector
and the covariance matrix were formed using five p&ameters AR(5) and 30 AR
parameters AR(30). The study concluded thapivides robust damage indicator for
AR(30) compared to AR(5), which is always unchaggumder the operational and
environmental effects related to the undamage@st&towever, the magnitude of the
outliers from the undamaged training set is mudgéi than from damaged states.
Moreover, the outliers from Txalculated based on the residuals errors from AR(H
AR(30) models, as damage-sensitive features, affeomsistent indicator to damage

states (Figueiredo et al., 2009).

3.5.2 Neural Networks in Structural Damage Identifcation

As forward problem, Artificial Neural Networks (ANSY methods are used with
vibration parameters to relate the dynamic change$eir corresponding underlying
structural changes. In these methods, a neuralonlet® trained with appropriate sets of
input data, obtained by numerical simulation, reaasurements or a combination from
both sources. This process allows the networkadamlelifferent damage pattern, adjust

the weights\) accordingly and assign label for each individiifferent case.

As a result, the network suggests the expectedubugetor §) through an optimisation
procedure by minimising the objective function E(bgtween the predefined target
vectors {i} and the predicted input vectors;Jxas defined in Equation 3.42 (Bishop,
2006):

lmax

Bw) = D llyGri —w) — &1 (3:42)

A detailed discussion on the properties and allgorit of ANNs can be followed in the
reference (Bishop, 2006).
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There are many damage detection algorithms theseuthANNs to detect, localise and
quantify the damage in structures. One of the estriattempts, Rytter and Kirgegaard
(1997) evaluated two neural networks for damageszssent purpose, namely the
Multi-Layer Perceptron (MLP) network with back pegmation and the Radial Basis
Function (RBF) network. The results of a full-scéteir-storey RC building under
earthquake loadings were used in the investigatiéiis models were utilised to
simulate the random reductions in the stiffnesshef members at each floor, and the
outcomes were used as input training sets (Rytidrkirkegaard, 1997). The related
relative deviations in the first four resonant fregcies and two lower mode shapes
were exploited as inputs, and the relative bendiifiness of the frame elements were
used as outputs. Overall of 4900 sets of frequenama mode shapes were randomly
produced for different damage scenarios. The patspa localising the damage and
estimating its size by using the two ANNs were added. The results show that MLP
network can be used as a vibration-based damagéfidation tool, but RBF network
is unsuccessful completely in this aspect (Rytteit &irkegaard, 1997; Sohn et al.,
2004).

Important progress has followed the initial work Bytter and Kirgegaard, thereby
moving forwards the practice of neural networkshods in SHM. For instance, Levin
and Lieven (1998) used the RBF network to updage-th model of a cantilever beam.
The noise resistant capability of the updating mémplie was then tested by adding
Gaussian noise to the original experimental data.has been concluded that this
updating technique is advantageously able to vdtitstthe presence of noise in
experimental data as well as it is capable of wakwith a limited number of

experimentally measured DOFs and modes (Levin aenkh, 1998).

Zang and Mregun (2001) exploited the PCA methoa asta reduction technique to
assign the most significant Principal Component€sjPof measured FRFs. Three
different neural networks, each corresponding twoardinate direction, were trained
and verified using 80 PCA-reduced FRFs collectedhfrailway wheels. The output of
this procedure was to allocate the condition ofgpecimen, whether it was healthy or
damaged (Zang and Mregun, 2001).
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Furthermore, ANNs were used by Owen and Harito942Gs a classifier tool to
distinguish between measurements of vibration ctdle from three scale-model RC
bridge decks with different load-imposed damagele\Classification data showed that
the ANNs were very successful at classifying theadato damaged and undamaged
states only without further classification abouheot features, i.e. repaired and final
damaged state, which are real cases of the testr{@wnd Haritos, 2004).

In a research carried out by Yeung and Smith (20@%)ethod for detecting the onset
of damage in bridges is developed using the dynaesponse spectra evaluated from
continuously monitored instruments, together withMs for pattern recognition. The

method is tested analytically using an FE modethef historical Clifton Suspension

Bridge in Bristol, England. Simulated damage onrted bridge, in the form of loss of

continuity of riveted connections in the main giglds simulated in the numerical FE
model. The study concluded that a reliable damdepetification rate of about 70% can
be achieved even though a moderate amount of ne#se added to the dynamic

response signals (Yeung and Smith, 2005).

Figueiredo et al. (2009) used AutoRegressive Nedlaiwork (ARNN) to detect

damage in a three-story aluminium frame model dtdgll with 16 state conditions
besides its intact reference state. The trainirtg daatrix is composed of undamaged
autoregressive model parameters from two time fhéstaf an accelerometer (Channel
5) mounted at the third floor of the test modeleTlhundamaged state conditions
include the baseline condition state and engier states with simulated operational
and environmental variations. It is noted that tegidual errors of the ARNN grew
when the features of damaged states were fed tmdheork. However, one of the

damaged states was misclassified as undamagedjthtiois process.

Neural networks are able to treat damage mechanisdnectly, in a way that it is
unnecessary to model the structure in so muchldé&tae method can also deal with
non-linear damage mechanisms easily. For succdsslsArequire that the essential
features in the damaged structure are embodieldeirtraining data sets. However, the
robustness of networks to these errors is notceffily tested. Of course, the other
major problem with ANNs algorithms is that they weg@ a huge amount of
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computation for structures of practical complexi&though these methods are well

convenient to parallel computation (Friswell anahide 1997).

Most of the reviewed neural-network-based approagiée experience from one general
obstacle that the training is performed in sapervised mode and that the
successful ANNs demand large training data setm flmth the undamaged and

damaged systems (Friswell and Penny, 1997; Solah,2004). Many active studies

endeavour to generate the training data selsted with diverse damage cases
from numerical simulations because the acqoarsipbf data sets from the damaged
structure is impossible for most applicationherefore, the success of these ANN
approaches over again depends upon the relialofitthe analytical models used to

generate the data sets (Sohn et al., 2004).

3.5.3 Wavelet Analysis of Vibration Signals

Wavelet Transform (WT) is a mathematical method vlgich a time signal is
decomposed into consecutive windowed time-domanmctfans of different frequency
resolutions. This real-time time-frequency breakdayives the WT an advantage over
the Fourier transform in investigating non-statignaignals (Sun and Chang, 2002).
The constructed small waves (wavelets) are veryhmelated to the required sensitivity
of the records, and they display imperative stmgctf the signal. Nonetheless, wavelet
analysis enjoys a key benefit compared with Four@msform method that the data is
represented in both time and frequency domains I@)al999). Fourier transform is
improper for specifying non-stationary aspects h#d signal as the transformation is
unable to designate the time of the signal whepeaific frequency occurred (Wenzel,
2009).

WT methods do not have only one set of fundamefuattions as in the Fourier
transform, which basically exploits no more thaa tosine and sine functions. As an
alternative, wavelet transform has unlimited pa$igtbof choosing fundamental
functions. Therefore, the wavelet analysis haspiinglege to provide direct access to
information that can be hidden by other time-fregryyemethods like Fourier analysis.
On the whole, WT is an expanded application of adewing technique with

changeable-sized windows. It permits using shanetiintervals for high-frequency
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information and longer time intervals wherever ltreguency information is needed
(Wenzel, 2009).

In the context of SHM, WT methods and their resutsuld recognise damage
occurrence, location, or even its size, but notcéxawhen the damage happened
(Wenzel, 2009). Wavelet transforms are insightfusignatures in the signal such as a
step. Therefore, they may be used to locate a suddange in a mode shape, often
indicative of damage, or find an abrupt changeesponse from an acceleration time
function (Carden and Fanning, 2004). When appliethé space domain, an important
issue in the use of wavelet analysis is the nunob&?OFs measured. The denser the
mesh of the measurements in the spatial domairmtre information can be provided
by the wavelet analysis (Carden and Fanning, 2004).

An early work was conducted in wavelet-based syst@emtification of nonlinear
structures by Staszewski in 2000 (Wenzel, 2009 Phoposed characteristics are
illustrated using two simple simulated models. &and Chang (2002) used the wavelet
packet transform for decomposition of the signalsan effort for the assessment of
damage in structures. The component energies &endeed and then used to detect
damage as inputs to ANN models for damage ideatifbo purpose. The methodology
is demonstrated on numerical simulations of a tspsn continuous bridge under
impact excitation. The results prove that the watvelacket transform-based element
energies are rational candidate parameters bedheseare sensitive to structural
damage (Sun and Chang, 2002).

Staszewski and Robertson (2007) presented a stuggent advances and applications
of wavelet analysis for damage detection. Thisudek two main approaches of signal
processing, which are the time-frequency analysisteme-scale analysis. Additionally,

continuous or discrete wavelet decomposition, wetMehsed data compression, de-
noising and feature extraction, linear and nonlirsatem identification are discussed.
The paper demonstrated a number of examples owatielet analysis that forms a set
of successful signal processing tools that not @amplement, but also significantly

outperform damage detection outcomes based ondf@amalysis. However, due to the
complexity of the mathematical knowledge and alyons associated with the analysis,



3. Technical Literature Review 61

the applications are mostly limited to academicaesh (Staszewski and Robertson,
2007).

Despite the good deal of research, the methodlisnetv in its infancy stage and its
applications are very much limited to the smalllsaase-studies because the method
requires a profound mathematical knowledge. Thébto@s of wavelet analysis from
different techniques of fields that unrelated te thonitoring process are required to
exhibit further progress in SHM practice (Staszavwesid Robertson, 2007). Another
drawback is that WT resolution is rather poor ire thigh-frequency region. As
structural damage is normally a local event capturest likely by high frequency
modes, this likely limit can affect the use of thvavelet-based damage assessment
techniques (Sun and Chang, 2002).

3.6 Summary

The main features, advantages and limitations of @adividual damage identification
method mentioned in this Chapter were stated withentext of that method per se.
Nevertheless, some important points from this sucen generally be summarised as
they are found unequivocally critical to the adwesof SHM and vibration-based

monitoring methods.

In the damage identification context, a great numdke technical literatures were
reviewed and discussed. Many of the resulting mapehieved some correlation, but
usually the cases were either simulation, veryrodlet! experiments or the researchers
had some idea of what to expect (Friswell and Ped®@7). To date, there is no
superior perfect method to be used for damage tilmtedocalisation and quantification
by exploiting vibration data. No algorithm has y&en suggested that can be applied
universally to identify any type of damage in agpé of structure. In addition to the
application of dynamic procedures, extensive expee is required in this area (Carden
and Brownjohn, 2008; Carden and Fanning, 2004; \&le@009).

Model-based analysis methods (inverse type methas)computationally expensive
and they are impossible to apply in embedded naarenline real-time monitoring
(Wenzel, 2009). The process of permanent monitooinguspected elements will end
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up in too many unmanageable amounts of data. Thehwapacity to assess immense
amount of data is very limited; therefore, SPR rodtiogies need to be introduced into
the procedure (Wenzel, 2009).

The most dazzling methods in damage diagnosis sedre based on modal data and
use the forward type methods. Having employed logguency vibration data, a
number of shortcomings emerge in damage identificaesulting in a limited accuracy
because of the global nature of the lower modaswitl and Penny, 1997).

In brief, the development of vigorous damage detacand location algorithms based
on response monitoring data of an in-use strugtugtill a challenge, even though the
availability of such model will open the door forome accurate estimation of the

remaining life of a structure (Friswell, 2007).
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4. Theory of Analytical and Experimental
Modal Analysis

4.1 Experimental and Analytical Modal Analysis Metlrods

Modal testing or also known as Experimental Modaalsis (EMA) is the only one of
the vibration analysis methods that provides undeding of the dynamic properties of
structures, operation conditions and performanaditguMaia and Silva, 1997). Modal
analysis is mainly implemented to derive a matherahimodel to the dynamics of
structures, but the differences occur later in Wy of using this model for further
analyses (Ewins, 2000). Modal analysis covers nays@ wide range of applications
in vibration field, such as: estimations of vibeati behaviours; correlations and
updating of analytical models; development of ekpentally based models;
assessment of the robustness of structures; deteatid identification of structural
damage; development of specifications for the desanpd test practice; and

modifications and corrections for design modelsi@Mand Silva, 1997).

The problem of the dynamics of structures can h@agehed primarily by two ways,
namely: experimental analysis and analytical amaly&/hen approached as analytical
analysis only, the model poses difficulties of fieation and validation. Conversely,
there appears incomplete information in considetivg experiments without analysis
because this makes the outcomes difficult to unaedsand explain (Reynolds, 2000).
In the meantime, embarking on the problem of maullysis through the analytical
model is important for two reasons. First, a prelany analytical model would help to
carry out reliable measurements. Second, experinesatts can be used later to correct

and update the analytical model.

This is to say, the work done in this project hapaed both analytical and
experimental modal models, and therefore, reviembath models are outlined in this
Chapter. In the respective of analytical modelgpacise description to the concepts
ensuring an accurate model is highlighted. The dnmehtal concepts resulting in a truer
FE modelling, namely: simulation of boundary comhs; distributed physical

properties; and approximation of damping are ingagtd. In addition, the Chapter is
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concerned with giving a theoretical background tee tnecessary experimental
formulations of the modal testing. In the test pra; the selected measurement devices
and their merits coupled with the individual segsrare discussed. Finally, the Chapter
explains briefly the procedure, set-up and necgsshecks entail accomplishing a
reliable EMA for civil engineering structures.

4.2 Vibration Analysis Models

In general, the dynamic properties of an N DegfeeBreedoms (DOFs) system could
be defined in terms of its mass [M], damping [C§l atiffness [K] matrices, each matrix
is of a dimension M N. This phase of analytical modelling is referredas the spatial
model. The spatial model explained by the [M], D[ [K] matrices produces a system
of eigen-equations producing a set of vibration esydlesignated as the modal model.
The solution of the system eigenproblem leads ¢ontlkdal model, which comprises a
set of modal parameters of N natural frequencigswith associated N modal damping
ratios ¢;) and N vibration mode shape vectogs}{ The modal model describes various
natural vibration parameters when a structure lased naturally, without any
excitation. It is usual that the results of thelwinzal analysis and EMA to be compared

through the parameters from the modal model.

Furthermore, the third model in vibration analysmswhen the characteristics of a
structure are extracted based on how the struatilireespond under an excitation. This
is to say that the structural properties depend ardy on the natural physical
phenomena, but also on the magnitude of the indtaree. However, the general test
for this task is run under standard excitation andescribed as the response model
(Ewins, 2000).

From the analytical point of view, the essentiahgst of the response model
representation starts by solving a system of theefbvibration motion equations of the

spatial form, which can be given as:

[M]{x()} + [ClIx (O} + [K]x(0)} = {f ()} (4.1)

Where:
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{x(t)} is the acceleration vector
{x(t)} is the velocity vector
{x (t)} is the displacement vector

When a harmonic vibration does exist, the displasgmrector {x(t)} can be expressed

as:

{x(®)} = {(XJe'* (4.2)
Similarly, the excitation force vector {f(t)} carebexpressed as:
{f(©)} = {Fle'* (4.3)
Where:
{X} isthe complex amplitude of the response; {X} = {x o€}
{F} is the complex amplitude of the force, i.e XE {f .}

Both {X} and {F} are independent of time containingformation on the Magnitude

and Phase.

The solution of the system of motion equations giire Equation 4.1 in the frequency

domain constitutes the following form:
[[K] — w?[M] + iw[C]]{X}e't = {F}ei®t (4.4)

In this form, the complete system motion equaticaus be replaced by a single matrix.
This matrix is designated as FRF matrix §hl(in which the elements of this matrix are
not constant, but frequency dependent. That ish edement in this matrix o)

represents the ratio of a respongecdused by a harmonic forcg &s given below:

X} = [H(w){F} (4.5)

Where:

[H(w)] = [[K] — ?[M] + iw[C]] " (4.6)



[H(w)]
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is an Nx N receptance matrix encompassing all system dynamic

characteristics

The receptance matrix form of Equation 4.6 is thiedt procedure of modelling the

dynamic system and is referred to as the respomgkeinas opposed to the spatial or

modal model. When the response displacement iageglby velocity or acceleration,

this function is referred to as mobility or accalece, respectively. The three common

definitions of FRF, which are easily attainablenfreach other, are presented in Table

4.1.

Table 4.1: Definition of common FRFs (after Ewig800; McConnell and Varoto, 2008).

Response Definition of FRF Name Inverse FRF
. displacement Dynamic
Displacement H(w) = a(w) = Receptance _
force stiffness
. velocity . Mechanical
Velocity Y(w)=—=iwH(w) Mobility
force Impendence
acceleration
: Aw)=—F7——
Acceleration force Accelerance Apparent Mas
= —w?H(w)

(/2]

Based on the modal analysis theory, FRFs of Equatié can be rewritten in different

ways. For example, by pre-multiplying both sides[b}y’ and post-multiplying both

sides by ¢], Equation 4.6 yields the following form:

[0]7[[K] — w?[M] + iw[C]][®] = [@]7[[H(w)]] " [@]

(4.7)

Using the orthogonally property of the mode shapesnew form of Equation 4.7 can

be written as:

[w? — w? + 2i¢w?] = [®]T[[H(w)]] ' [#]

(4.8)



4. Theory of Analytical and Experimental Modal Aygs 67

Where:

[K], [M] and [C] matrices are taken as given in tfedlowing Equations 4.9,
4.10 and 4.11, respectively:

N
K] =) (9} [} le);" (4.9)
N
M1 = > (@) (g} (4.10)
N
[€]= ) (95" 2g0 19} (411
r=1

Conversely, the modal static flexibility matrix cdre determined from a system

stiffness matrix [K] as:

IRt

wf?

[F]=[K]™" = (4.12)

r=1
Using Equation 4.8, the system receptance matr{®)KHwhich is defined in terms of
the physical properties and given by Equation da, be equally defined in terms of the

modal properties as:

— w? + 2i,w?

N -1
(H] = Z _ {9} {0}; (413)
r=1 T

In this representation, each individual elementH matrix represents an FRF of
specific input-output DOF locations. These freqyehmctions are usually described
with subscripts to denote the input and outputtiooa as kk. The notation refers to
the ratio of the dynamic response at DOF (j) duant@xciting force at DOF (k), which

can be defined for the damped system as:

— w? + 2i(,w?

N .
Hy(@) = Z — PirPir _ (4.14)
r=1
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In the common theoretical route it is possiblenaark on the problem from its spatial
model building up the complete response model. Hewat is also possible to embark
on the task in reverse direction as it is the aaghe EMA. That is, from the measured
response properties, such as FRFs, the modal paanaad the spatial properties can
be obtained. This is the experimental route ofvibeation analysis of a system (Ewins,
2000). Table 4.2 summarises the relationships letviee three undamped dynamic
models and their interdependence as they consthetéundamentals of modal testing

procedures.

Table 4.2: Relationship between the three modetsafndamped dynamic system (after Maia
and Silva, 1997).

Derived To obtain
from Spatial model Modal model Response model
Spatial a
I (K1 - w?M1}} = (0} | [ (w)] = [K]-a?[m]
N & ¢jr
- Hij(w) =X

vodal | M1=(dd")” =T
model |, .1 . . o o

[K] = [MIlALapIAT M| [H(a)] =[dl[a? -?) "

[F1=[KI™ =[H(&)] g
Response . B Hj (@) = g% ___________
model | < lH@I “[H(@,) Flaf -

W5 -l
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4.3 Theory of Analytical Modal Analysis

The central idea of analytical modal analysis isobtain the modal properties of a
structure (natural frequencies, mode shapes andalmohss) from its assumed
geometrical and material properties. The analymeatlal properties could then be used

qualitatively and quantitatively to verify the mdgaoperties obtained from the EMA.

Besides providing a good level of confidence to theasurements, the merits of
establishing an accurate analytical model can Iéned in the following points (Maia
and Silva, 1997):

» the model will be capable to regenerate all ofrtteasured modal parameters;

 the model will be capable to regenerate all of tmemeasured modal
parameters; and

» the model will provide all of the accurate disttdbd mass, damping and

stiffness elements with the correct boundary camaltand connectivity.

For the modal model of undamped system, the natfredquencies and their
corresponding mode shapes and modal masses cdntdieed directly from [K] and
[M] matrices by solving the mathematical standageeproblem of the following form

for a non-trivial solution:

[[K] — w?[M]]{$} = {0} (4.15)

The non-trivial solution of Equation 4.15 for whictot all mode vectors ofd{}= O

requires that the determinant coupled with thereigetor {¢} be equal to zero, as:
I[K] — w?[M]| =0 (4.16)

There are many numerical methods available forddleulation of eigenvalues and
eigenvectors of a standard eigenproblem (i.e. Bvjeing the identity matrix and [K] is
the diagonal eigenvalues matrix). For the purpdsthie work, the subspace iterative
method of eigenproblem as performed by MATLAB sa@itevwas chosen.
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4.3.1 Finite Element Analysis

The Finite Element (FE) analysis is a widely userdcsural analysis method, which
relies on the application of displacement methodthWhe heavy involvement of
computers in the engineering life, the theory ofdfialysis became ingrained subject in
the structural analysis body. Therefore, the predem of this method will be limited to
the fundamental aspects and assumptions that degam¢ and might affect the
dynamics of one-dimensional beam element, whiclsidened as the model to the RC

beams in this research.

4.3.2 The Fundamentals of Structural Finite Elemenfnalysis

The FE method is an approximate analysis technidwere a structure is divided into a
number of elements connected to each other atnbeies. Each node may have one or
more DOF, which are defined as independent displaoés (translations and rotations),
and are used to express the movement of each relndlds, 2000). However,
attention to the following problematical pointstbé FE modelling will provide a better
representation of the dynamics of structures (Naih Silva, 1997):

» estimation of distributed material properties ofistural elements;

» discretisation of real geometrical shape;

e simulation of boundary conditions;

* estimation of proportional damping; and

* reduction of FE model to obtain a compatibility vihe test model.

4.3.3 The Stiffness and Mass Matrices of Beam Elemte

Shear deformation in RC beams could be significamd thus could be of practical
importance in the verification of the measured atlon data. When shear deformations
exist significantly, beam sections that are oritijnaonsidered perpendicular to the
neutral axis are no longer perpendicular after mhe&tion. The set of shape functions
that describes the deformation of beam nodes alloagreutral axis is different. For
bending mode of Euler-Bernoulli beam sections rengerpendicular to the neutral
axis. However, for deep Timoshenko beam model, ethesctions are no longer

remaining perpendicular to the neutral axis afefodnation. Timoshenko beam theory
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is higher order than the Euler-Bernoulli theoryisiknown to be superior in predicting
the transient response of the beam. The superiofithe Timoshenko model is more
pronounced for beams with a low span/depth ratiw &xclusion of shear deformation
effect may result in a considerable error of anedytmodel validation; hence additional
source of uncertainty in the measured data is tifipidy added.

The shear deformation tends to significantly afteet higher natural frequencies rather
than the fundamental natural frequency. This olad®ev fact is very influential as
truncated sets of modal parameters are less sengitiocal damages, and as a matter
of fact high order modal data should therefore ddeeth to provide better results in
damage detection area.

In addition, the results of a consistent mass matssume continuous distribution of
mass throughout the elements by using their shapetibns. For a prismatic beam
element including shear deformation the consisteas coefficients corresponding to
the nodal coordinates are determined by a procesiomiéar to the determination of the
stiffness coefficients. In this case, the masdficoent (m;) is described as the force at
DOF (i) due to unit acceleration at DOF (j) while@her DOFs are maintained at zero

acceleration.

The final forms of the stiffness and mass matrwiethe beam element are presented in

Appendix A; also the derivation of these two masics explained in more details.

4.3.4 The Damping Matrix

As in any experiment-based modelling method, EMAhuods require richness in the
theoretical preparations that will subsequently nowe the corresponding analytical
simulation. This is simply because that in the expental field sound arguments must
be prepared to explain the most general circumefarstich as uncertain damping type,
inevitable randomness of damping distribution ahne possibility to encounter non-
linear behaviour. Therefore, it is important to sioler the effect of various distributions
of damping on the vibration of the structure inertb obtain more realistic analytical

modelling.
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Although damping of systems is highly changeablep@ter, and likely to remain
unpredictable for the projected future (Ewins, 2000is convenient to embark on the
effect of damping from a special type of dampingjcl is easy to represent in the free
vibration analysis.

This particular type of damping is designated asgpeprtional damping for the reason
that the damping matrix [C] is directly proportibrta the stiffness matrix [K] as
defined below (Ewins, 2000):

[C] = a,[K] (4.17)
Where:

a Is an arbitrary proportion factor

The advantage of using this type of damping indix@amic analysis is that the natural
frequencies are very close to those of the undamgstem, and the mode shapes are
the same. Analysis results have shown that the ddmgstem will have eigenvalues

and eigenvectors as described in Equations 4.18 A89d(Ewins, 2000):

By = w1- 2 (4.18)
Where:
w, isthe damped eigenvalue of the mode r
or Is the undamped eigenvalue of the mode r
G is the viscous damping ratio of the mode r

[¢] damp = [¢]undamp (4.19)
Where:

[¢] Is the eigenvectors matrix

However, the distribution of damping described abes not always found to be
reasonable, because the actual damping mechanismsizally dependable in parallel
with stiffness elements (hysteretic or internal garg) and with mass elements (friction
damping). The most common form of viscous dampsm&ayleigh damping in which
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the damping matrix is given by the distributionstrfuctural (hysteretic) damping matrix
[D], and is defined proportionally as (Ewins, 2000)

[D] = ao[K] + a,[M] (4.20)
Where:
& and a are arbitrary proportion factors
For the latter individual damping distribution cagbe mathematical eigenproblem
model should be described as:
I[K + iD] — w?[M]| = 0 (4.21)

And in this case, the corresponding general FRFixniatwritten as (Ewins, 2000):
. -1
[H(w)] = [[K] + i[D] — w?[M]] (4.22)

In order to simplify the solution of the equatiook motion by mode-superposition
method, the conditions upon which the uncouplingrtial and elastic forces exist are
still applied to the damping matrix. The orthogatyatondition of the damping is only
satisfied when the damping matrix is consideredopriional to the stiffness and/or
mass matrices, Equation 4.23. Therefore, the dagnefficient related to each mode
(r) can be written as (Clough and Penzien, 2003; P291):

C, = 20w, (4.23)

It is also useful to employ the measured modal daghpnstead of the assumed
Rayleigh values in the motion equations so as toease the accuracy of response
analysis (Reynolds, 2000).

Including the effect of damping through the promal damping will improve the
overall analytical behaviour, because it removes gsharp peaks of the resonances,

widens the peaks of resonance and anti-resonaocghs. In the meantime, the
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included damping effect arises as diminished FRBl@mde in the predicted response
models.

As a parting comment, the assembled stiffness, sragslamping matrices are used, in
this work, within the context of the eigenproblemalysis and also to reproduce
analytical FRFs.

4.3.5 Dynamic Modulus of Elasticity

The dynamic modulus of elasticity represents threlgielastic property of concrete and
is being utilised in estimating the stiffness mawi the analytical modal model. The
property is measured before the development ofrtloeo cracks in the specimen and
when the concrete is unaffected by creep. In faetstresses in the structural members
are very small under the condition of impact vilmattest. As a result, dynamic
modulus is almost similar to the initial tangent dutus (Kato and Shimada, 1986;

Neville, 1995), and its value is considerably gee#lhan the secant (static) modulus.

For the analytical modal analysis, the followingngle empirical formula proposed by

Lydon and Balendran (1986) was adopted:
E; = 1.205 E, (4.24)
Where:
Eq is the dynamic (tangent) elastic modulus
E. is the static (secant) elastic modulus

4.3.6 Freely Supported Beam under Modal Testing

In order to avoid the influence of poorly definedundary conditions on the modal
parameters, a completely free-free test set-upgeaadopted as a model for this reason.
The procedure can remove significantly the intetieenof support rigidity from the test
model (Ren and De Roeck, 2002).

In the laboratory testing environment, free bougdaondition is one of the extremes
that is most frequently employed. For a structuwebe really free, it should be
suspended (floating) in the air, free in space wibhholding points whatsoever. Such
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situation is commonly designated as free-free.Ha teal life, freely supported or
ungrounded structure is clearly impossible. Howesenulation of free-free conditions
is very easy to achieve in laboratory environmehtsuffices to suspend or support a
structure using very flexible (also designates @f$) springs so that the resonance
frequencies of the mass of the structure on thfnesis of the supports or suspension
devices are very low and far away from the freqyelange of interest. Figures 4.1and
4.2 exemplify the use of the flexible elastic ropesnpee cords) for the simulation of
free-free conditions of a beam assembly, testetheénhorizontal direction (Maia and
Silva, 1997).

For the free-free test, the rigid body modes, whach no longer having zero natural
frequencies, have values which are very low inti@tato those of the bending modes
(very low in this context means that the highegidrbody mode frequency is less than
10-20% of that for the lowest bending mode) (EwRG0O0). If this suspension criterion
is satisfied, the rigid body inertia properties c&ill be derived from the very low
frequency behaviour of the structure without havamy significant influence on the

flexural modes of the tested object.

One added precaution which can be taken to ensumemom interference by the
suspension on the lowest bending mode of the siidgs to attach the suspension as
close as possible to nodal points of the mode mstijon. At the same time, particular
attention should be paid to the possibility of suspension adding significant damping
to otherwise lightly damped test pieces (Ewins,(00

In addition, the primary direction of excitatiortsosild generally be perpendicular to the

plane that contains the suspension cords, as giMeigure 4.1 (Ewins, 2000).

Dynamic testing experience revealed the difficulty creating ideal boundary
conditions particularly for small structures. Thaite rigidity of the supports can
significantly influence the mode shapes and eigenpfencies. Therefore, it is necessary
to exclude any spurious contribution from the suppg elements, even for the higher
modes. In real-life structures, the resonant freqies are much smaller compared with

the laboratory-size beams because of the longegrdiians. As a result, interfering with
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the stiffness of the supports is not of significaffect, at least for the lower modes
which are mainly controlling the response (Ungealgt2006).

As a parting conclusion, when measuring dynamiaagttaristics of a structure for
computer model verification, the free-free boundaondition is preferred over the
pinned boundary condition. Similarly, the latterpseferred over the fixed boundary
condition (McConnell and Varoto, 2008).

Steel frame

Flexible rubber chord

119 Concrete beam

Figure 4.1: Configuration of test beam under frefsupport condition.
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Figure 4.2: Test beam under free-free support tindiphotograph.

4.3.7 Practical Implementation of FE Modelling

Prior to the EMA, a preliminary analytical modalatysis should be carried out to
explore the frequency range of interest and cheekatlequacy of the test grid to avoid
any spatial aliasing between different mode sh#&Beynolds and Pavic, 2000). Then,
the model is further utilised to correlate the ghehl model with the EMA results. A

successfully correlated analytical model has them@l to predict a baseline model for
a structure in its normal condition, as a meartsalance the shortage of information for

the intact condition, which is critical in any dagesidentification process.

In this work, the effect of different physical paraters was studied for the spatial
undamaged beam in order to predict and update rthlytecal model. The beam was
simulated using linear elastic one-dimensional npasc beam elements. For this
purpose, FE dynamic analysis codes were developedhé MATLAB® based

environment. Each of the 2.0m beam samples was lfaddgy 22 beam elements. In
order to simulate the ideal free-free boundary dord yet at the same time, to ensure
a stable analysis condition, very small suspensiiifness (1.0N/m) was added at
points of suspension. In addition, the effect aéahdeformation (Timoshenko beam)
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was included in the assembled stiffness and magsce® of the beam elements.
Contrarily to the static analysis, vibration chaeaistics are highly influenced by the
effect of shear deformation as the shear deformagads to affect the higher modes
significantly. Furthermore, the effect of propor#b viscous damping was considered
in the work in order to achieve more realistic ghehl model. Finally, the dynamic
modulus of elasticity (tangent) estimated usingehwirical formula given in Equation
4.27 was used in predicting the analytical model.

4.4 Theory of Experimental Modal Analysis

4.4.1 Theoretical Background

It is generally believed that more confidence canpit on experimental data since
measurements are taken on a true structure. Theyefe physical parameters, which
are obtained as results of the modal testing, @aded credibly in various ways to
avoid or to cure the problems encountered in stratidynamics. In the experimental
route, vibration measurements are directly colikdtem a physical structure, without
any assumptions about the constructed model, atdshhe reason why modal testing

models are considered to be more reliable tharr thleeretical or numerical models.

On the whole, the experimental approach that deserihe vibration behaviour of the
structures is referred to as modal testing, or ERwhich the vibration characteristics
of a structure is studied from the collected meas@nts. It is evidence that neither the
spatial model as explained by Equation 4.1 nor riwal model as explained by
Equations 4.15 and 4.16 are capable of providingsmed physical parameters for the
structure. Therefore, the basic constitution laingel by Equation 4.25 is recalled to
set up the relationship between the excitationd@md response (Ewins, 2000):

Response (output)

Properties = (4.25)

Force (input)

For a system of known properties, any additionahsneed parameter in Equation 4.25
is sufficient to describe the entire event of ateayscompletely. Conversely, when the
properties of the tested structure are unknowm lpairameters, the response and the

force, must be measured simultaneously in ordaetefme the features of the system.
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Modal testing lies in the last type of testing, wehéhe output response along with the
input excitation are simultaneously collected tostouct the FRF measurements, which
are necessary for subsequent modal analysis anelingdstage (Ewins, 2000). The

experimental measurement of the ratio between ésponses of the structure to the
excitation forces resulting in M N frequency response matrix [bl] constitutes the

response model. The mathematical description ofrésponse model was previously
given in Equations 4.5 and 4.6 where only this rh@lable to give a physical estimate

to the properties of a structure.

4.4.2 Fundamental Components of Experimental ModaAnalysis

The EMA scheme includes various instrumentationgaments such as the one adopted
in the current research and illustrated in FiguB which shows a generic layout of the

modal test set-up.

However, there are three basic components thatarsidered essential in any modal

testing, which are:

e an excitation tool to induce the exciting force;
e atransduction sensing system to measure the respand

e an analyser, to capture, process and analyse tae da

In general, the procedure of EMA consists of tHigelamental steps, these steps as

given in Figure 4.4 are:

1. Acquiring the analogue excitation and response sigeals
2. Processing the signals, this includes filteringmgling, windowing and
transforming the signals into frequency domain

3. Extracting the modal parameters from the constduEtFs
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Elastic cords

Figure 4.3: Generic impact hammer modal testingipet

Data Acquisition

Signal Processing

Modal Analysis

Figure 4.4: Three fundamental steps of EMA.
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Furthermore, in order to obtain a complete mathealadefinition to a test structure, a

proper set of modal parameters should be determgdting in full measurements of

the natural frequencieso{), damping ratios;) and mode shape vector®§. The

procedure of determining these parameters cordfisisee major steps:

» Measuring an appropriate set of FRFs

* Analysing these functions using an appropriate editting procedure

» Combining the results of the curve-fits to constthe required model
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Using the knowledge of the theoretical relationstoptween FRFs and modal
properties, it is possible to show that an appedprset of FRFs, including either one
row or one column of the FRFs matrix [b){, is sufficient to construct a complete
mathematical model. In practice, this either meaxsting the structure at one point
and measuring the responses at the (n) points asumag the response at one point,
while the excitation force is roved at each of (hg points, in turn. The last option is
most conveniently achieved using a hammer or atlo@rattaching excitation device
(Ewins, 2000).

4.4.3 Derivation of Frequency Response Function

As FRF relates the response of a structure to @fieapforce, it is considered the

fundamental relationship for defining the charastes of a linear system. The simplest
FRF form requires a process using input-output sebftequency analyser. These dual
channels are basic to process the ratio of an btdpuaput signals. For a linear system
in time history, the input signal f(t), output sanx(t) and the property response
function h(t) are all related in the time domaintbg so-called Duhamel integral, which

can be described as (McConnell and Varoto, 2008):

x(t) = ft f(@h(t —1)dt (4.26)

Then, the sampled digital signals are transfercethé frequency components using
Fourier transform (Fourier series) in order to akdte the complex Fourier components

of the signals. These equations are defined as:
X(w) = Flx(t)]
F(w) = FIf(6)] (4.27)
H(w) = Flh(®)]

Where:

F is used to represent the Fourier transform ottreesponding time signal
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Subsequently, FRF relationship for a linear stmectn the frequency domain can be

expressed as (McConnell and Varoto, 2008):
X(w) = Hw) F(w) (4.28)

However, Fourier Transform requires a completequici representation content of the

sampled data. For a periodic or transient inpuduiput signals, an FRF can be directly
estimated from the basic form given in EquatiorB4I2onetheless, when these signals
are stationary random this is not the case; hemcelevant methodology is needed to
cover such type of signals. This is achieved thinoaignethod for computation of FRFs

that is appropriate to all types of signals oftefemred to as FRF estimator (Reynolds,
2000).

The most frequent FRF estimator is calleg(a) and is calculated by multiplying
Equation 4.28 by the conjugate of the input freqyespectrum o), which can be

written as:
F*(w) X(w) = Hw)F*(w)F(w) (4.29)

The computed auto-spectra of the input signat$ 48d the cross-spectra between the
output and input signals £$ are used to estimate the corresponding FRF. Thus,

Equation 4.29 can be rewritten as:

Sfx(w)
Spr(w)

H(w) = H(w) = (4.30)

Where:
S(®) is the dual-sided cross-spectrum between inpditoatput
St(w) is the dual-sided auto-spectrum of the inpuitakon signal

Only single-sided auto-spectrumy(@) and single-sided cross-spectrum () defined
for positivew are commonly utilised to obtain FRF measuremeXgsa result, the FRF

formula can be rewritten as (McConnell and Var@@08):
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Gfx(w)
Grr(w)

H(w) = 0<w<+o0 (4.31)
The second estimate of &l is known as Hw), and derived by multiplying each side
of Equation 4.28 by the conjugate of the outpupoese frequency spectrum (¥);
hence Hg) can be defined as:

X' (w) X(w) = Hw)X*(w)F(w) (4.32)
B _ Sxx(w) 433
H(w)—Hz(w)—m (4.33)

For single-sided frequency spectra, Equation 4a38be written as:

Grx(w)

Hy(w) = Gy (@)

0<w< +00 (4.34)

The values obtained by ;tb) and H(w) are different and depending on the
measurement situation, particularly signal noiséedretically, the phase in both
equations is the same (Ewins, 2000). In this retedth(w) was used to process the
calculation of FRFs from the time histories; Ektimator is advantageous compared
with Hy, when the noise is present in the response sagrthlincorrelated with the force
noise. The noise is likely to decrease with theayieg (McConnell and Varoto, 2008).

Furthermore, the third estimate is called(d) and calculated by using only the
magnitude (modulus) of both sides of basic FRFtimelahip (Equation 4.28) so as to

obtain a general estimate to the FRF magnitudes iaignitude can be derived as:

X*(w) X(w) = H* (0)H(w) F*(0)F () (4.35)

H@)I? = [Hy(w)? = 22()

=5 @ (4.36)

Once again, for single-sided frequency spectraakop 4.36 can be written as:

|H(w)|2=6xx—(w> 0<w<+o (4.37)
Grp(w)
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As a verification check, the degree of linear ielaghip between the output and the
input at each frequency, referred to as the colserdanctiony*(®), is used as a
measure of accuracy. The coherence function ilusieans of specifying the degree
of correlation between two functionsy(d) and H(w), at each frequency point, and
can be described as:

H,(w)
Hy(w)

yi(w) = (4.38)

B T A

- Sff(w)'sxx(w) B fo(w). Gy () (4.39)

The coherence function is used as a data qualggysament tool which identifies how
much the linearity of the output signal is relatedhe linearity of the measured input
signal and is rated on a scale of 0 to 1 (Ewin€020It is worth saying that this
estimate is based on statistical averages of thatfies G(o), Gx(®) and Gi(o). If

this quantity is calculated for single measuremethis coherence will be unity, even in
the presence of noise, since there is no informadiailable to indicate that the output
is not due to the input. However, it is only foveel measurements are averaged that
the coherence concept can detect the lack of akttip (McConnell and Varoto,
2008).

The instant frequency spectra, which are the regulEourier transform for each
channel, are used to create the averaged autaa@®ébh), Gi(w) and averaged cross-
spectra (w). The averaged auto-spectra and cross-specttaanraitilised to generate
the FRF and the coherence function. The importaeraed FRF and coherence

measurements can be mathematically defined as inatbgs 4.40 and 4.41,

respectively:
Z?:l[Gfx ((U)] ,
H(w) = ———— 1 4.40
@) LalGrr (@], (449
n (G ()]
i) = A ZlG L] (4.41)

i1[Grr (@) * Gex ()],
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Where:
n is the number of specified averages carriecbouhe measurements

As a principle for impact tests, five averages aseially accepted as an adequate
number to reduce the statistical variance of a oreasent due to the random noise and
also due to the effects of nonlinearities (Agil@r@chnologies, 2000; Catbas et al.,
2008).

4.4.4 Sampling and Quantisation of Continuous Tim&ignals

In fact, one of the fundamental steps in signalcessing analysis is to convert the
original analogue signals into digital signals. tims step, an analogue signal is
converted at equal time stepst)(over a specific time period (T), and referreda

sampling of the signal. Conversely, apart fromtbezontal sampling of the analogue
signal, the process of describing the amplitudéhefdiscrete time signal is referred to
as quantisation. The main aspects of these twe siep illustrated and explained in

details in Appendix B.
4.5 Transducers and Data Acquisition Devices

4.5.1 Force Transducers

Practically, the input dynamic forces can be apptleough ambient excitation loading
such as traffic loading in bridges. Specifically, EMA the input force is applied

through contacting or non-contacting devices (Enw2@0). In the first type, an exciter

remains in direct contact to the structure during test providing either continuous
(periodic, random) or transient (pulse, chirp) &doon signals. The second type
represents devices provided force either withoutealli contact, such as an
electromagnet, or in contact for a short periodchsas a hammer (Ewins, 2000).
Conversely, it is most convenient for modal testofgstructures with straight, linear

components to induce such force through impacti&ken. The excitation is produced
by hitting a structure with an impact hammer whigleasily to move along the tested
elements, and the responses are collected frord fikeelerometers. As a result, large

number of FRFs is generated within relatively shorte (McConnell and Varoto,
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2008). The hammer does not need a connecting deancehas no mass-load effect on
the test structure. It provides a small, light,aghexcitation technique (Maia and Silva,
1997) and relevant for field measurements. Howevke impact pulse of this

equipment is difficult to control in shape, ampli&y position and direction for several
consecutive excitations. In addition, the challengeise in test structures contain
nonlinearities (Maia and Silva, 1997). Inasmuch tle favourable advantages of
hammer excitation and in the same time to explbesdffect of the above mentioned
disadvantages on RC beams afflicted with variouslinearities, the excitation in this

work was provided by the means of the impact hammer

4.5.1.1 Instrumented Impact Hammer Excitation

The DeltaTroff impact hammer version 8208 used for all measuresnenilected in
this work is shown in Figure 4.5. The hammer ispdigd with a set of four inter-
changeable impact tips controlling the frequencyteot and the impulse. The mass of
the hammer head is 1.4kg (3Ib) and the nominakfoange is 22.1kN (5000Ib) for full
scale of £5V, and its reference sensitivity is @2ZN (1.00mV/Ib). The force signal is
measured using a piezoelectric force transducextédcinside the hammer head. The
force transducer contains an integrated amplifibiictv permits the hammer to be
connected to the conditioning amplifier unit usag.0m (16.4ft) PVC insulating cable
by a means of BNC connector without significantrdelgtion in the signal.

As the hammer hits a structure, the induced inpug signal is typically of a very short
half-sine or a delta function resulting in a flggestrum over the excited range of
frequency, as shown in Figure 4.6. This signal ntbedied by its peak value and
duration time, where the frequency bandwidth isensely proportional to the impulse
duration. The excitation force is controlled by tmmmer mass and resilience of the
tip. The tip resilience needs to select such tHaha modes of interest are excited by
the impact force over the frequency range beingidened. The harder is the tip, the
wider the frequency range that is covered by thieefoln this work, the impact force
was generated from a hammer with the hard tip winngimages to excite frequency

range of up to 1000Hz, as shown in the frequenegtsp of Figure 4.6. Beyond the
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assigned frequency range, the force induced bynéndest tip does not excite higher

modes; therefore, higher frequencies are not eggddotshow in the frequency spectra.

Hammer tip of different hardness

! BNC connector
3lb hammer head

Figure 4.5: DeltaTrohversion 8208 instrumented impact hammer- photdgrap

Hammer impact time histories

[ 5]
]

Amplitude

5]

m

T T T T T T T
: B : B hard tip
tough tip
medium tip []
soft tip H
g 10 12 14 16 18 20
Time (ms)
Hammer impact frequency spectra
T T T T T T T T I
: : : : : : : : hard tip
tough tip H
rnediurm tip
soft tip H
- ks ;
200 400 500 800 1000 1200 1400 1600 1800 2000

Frequency (Hz)

Figure 4.6: Impact time histories and frequencycperom different hammer tips.
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4.5.2 Response Transducers (Accelerometers)

The vibration responses of the RC beams were tetlagsing DeltaTroh model 4514
accelerometers with a sensitivity of 1.005mV/n{8.86mV/g) and frequency range of
1Hz-10kHz. A sample of the accelerometer used @& rtteasurements is shown in
Figure 4.7. The accelerometer includes integrateplifier that converts the movement
of the seismic mass into acceleration signal infdinen of voltage. In order to measure
the acceleration response of the RC beams, stetd stere glued first on the measuring
grid of each beam (Figures 4.2 and 4.3). Thenatoelerometers were attached to the
studs by which the studs and the screwed accel¢eosneere affixed normal to the
structure surface. This arrangement permits talatéand rove the accelerometers over
the test sample as well as the accelerometersptareathe responses in the direction of

excitation without big problem of transverse sewiit

DeltaTrorf model
4514 accelerometer

Steel stud

Figure 4.7: DeltaTrohmodel 4514 accelerometer—photograph.

4.5.3 Data Acquisition Devices

The desired gains are set for amplification thauirgiggnal in order to generate optimal
measurement resolution and noise reduction provibdedesulting output signal plus
any overshoot voltage will not exceed the limitled output range of the amplifiers (i.e.
15V). The Data Acquisition (DAQ) system used foe tmeasurements consists of 4
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channels simultaneously sampling differential afigli modules for signal
conditioning, NEXUS™ type 2690 conditioning amplifier, Figure 4.3. Aft¢he
analogue time signals were captured and before dagiyisation is performed, the
signals should be filtered to remove the interigriof higher frequencies into the
analysis frequency range. This is usually doneutjinothe use of a set of analogue
filters on the front-end of the sampling systemlezhlanti-aliasing filters (Avitabile,
2001). The NEXUZ" 2690 module comprising a low-pass, sharp roll 8fforder
Bessel filter was used to take out any high frequesignals that might occur in the
identified range. The NEXU¥ 2690 module has a cut-off frequency that ranges fr
0.1Hz to 22.4kHz.

Next, the captured time signals were sampled td\thliegital data points to represent
the original continuous signals. All the signalsreveampled on a four-channel 12-bit
high-resolution PicoScope 4424 DAQ. The DAQ osstlape is controlled using its
own software that can be used for signal acqursitdhere four input signals are
digitally sampled and transformed into frequencymdm; however, the system is
unable to perform immediate calculation of FRFghis respective, the raw digital time
signals were stored directly on a PC, and a sigradessing analysis code was devised
in the MATLAB® environment for subsequent modal analysis inciydire FRF and
coherence function computations. It is worth poigtout that the sampling parameters
selected to digitise the analogue signals capttirecignals in the assigned finite time
window (T=500ms). Therefore, this characteristigppskhe need for applying window

function at the time signals (Avitabile, 2007).

4.6 Experimental Modal Analysis Procedure

Reynolds (2000) and Reynolds and Pavic (2000) tegdhat the UK Dynamic Testing
Agency (DTA) divided the EMA procedure into fourgges, as follows:

1. The preparatory phase
2. The exploratory phase
3. The measurement phase

4. The post-test analysis and modal parameter estimptiase
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The structure of EMA was followed completely durittge course of this project in
order to satisfy the predetermined requirements amdacquire high quality
measurements. The theoretical description of tfesephases as well as the procedure
and benefit of each necessary check will be exgthim this section. However, the
experimental results of each phase and relatedkslage left for Chapter 6.

4.6.1 Phase I: The Preparatory Phase

This is the first step in any modal testing procedere an estimate to the natural
frequencies of a system is determined. The maxirobservable frequency is inversely
proportional to the time stept) chosen, which was defined in Equation B.3 (Agpen
B). In this study, 4096 samples were taken at apfagirate of 8.2ksample/s\{ =
0.000122s,4= 8192Hz Af = 2Hz).

Based on this estimate along with the number ofeaatkeds to collect, an appropriate
measuring kit and its proper range were chosenalggiumportant, numerical models
are also used for selection of the test grid, esfee accelerometer locations, and check
the adequacy of the test grid to avoid any spatiaking between different mode shapes
(Reynold and Pavic, 2000). For instance, in the-free beam test of Figure 4.1, if
accelerometers were only attached at positions 8, 3, and 11, there would have been
symmetry between the second and the fourth modetaue spatial aliasing of

different mode shapes.

4.6.2 Phase Il: The Exploratory Phase

This phase includes conducting a number of preklnyinmeasurement checks to
determine the suitability of the structure for motéssting; to help in the selection of
data acquisition setting parameters; and explottregstability and consistency of the
measured data. These first round measurementshar&ely element of the quality
assurance (QA) system applicable at all EMA (Reymohnd Pavic, 2000). They
comprise a series of successive measurements rinadescribed in the rest of this

section.
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4.6.2.1 Excitation/Response Check

This check requires inducing an input excitatiorthte structure, and at the same time
capturing this signal and the corresponding resparishe structure with a sampling
rate that describes reasonably both signals. B¢htime domain signals and the
associated frequency spectra are visually examihled.shape, clarity, and strength of
each measured signal together with other main cterstics, such as the duration of
the impact signal, must be satisfied. In the candéxmpact time histories, there should
be a half-sine shape function when the force idieghsing a soft hammer tip on the
concrete surface. Sharper peak with shorter duratib a delta shape function is
expected when a hammer of harder tip is used, &i¢l6). In the frequency domain
respective, the shape of the time signal results fiat spectrum over the excited range
of frequency where a good idea about the frequdranydwidth can be drawn. In the
context of response time signals, for a drivingnpdunction (H i) Figure 4.1, the
response should start immediately, while there ssnall delay for the remote transfer
function (H1), because of the speed of wave propagation thrabghstructure
(Reynolds, 2000). Through the visual observatiotimé domain input/output signals,
any potential jump of the accelerometer due tdotber of the hammer will be revealed.
In addition, indications of loose connection ofngducer cables will be soon observed,
specifically when motivated by the movement of tiest object or the hammer
(Reynolds and Pavic, 2000).

4.6.2.2 Immediate Repeatability Check

The immediate repeatability as an essential cheany EMA is carried out to ensure
the repeatability of definite measurements. Fos ttheck, two successive identical
driving point FRF measurements are made. ThenFRIés are to be compared and
should have an almost similar shape. In theoryy 8teuld be identical, whereas, in
practice, small differences between the two FRBEsised by unmeasured noise, will
appear and are acceptable (Reynolds and Pavic,).200¢his check is the first time

where the FRF calculations are performed and \sedl Therefore, it is quite

convenient, at this stage, to examine the qualftyfFRF data, such as the shape,
duration, and frequency content. In addition, measlrRFs can be utilised to perform

some Single Degree Of Freedom (SDOF) curve fitbngpeak amplitude analysis in
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order to explore the reliability of the measurersecbmpared with the preliminary

analytical results.

4.6.2.3 Homogeneity Check

This test is the first of the two linearity cheaksnducted on the test structure. The
check is slightly different from the repeatabilitgheck, where non-identical
measurements are made. The FRF is measured ugjhtystlifferent set-up, such as
different excitation signals, to the original signim this check, measurement data is
endeavoured to prove independent of the testedttstay aiming at checking the
linearity of the structural behaviour (Ewins, 20eynolds and Pavic, 2000). In the
impact excitation test, a reliability check is oadr out using different hammer tips to
induce different excitation levels. In order to emsthe linearity of a structure, the low
and high excitation levels should not highlight asignificant variation between the

FRF measurements.

4.6.2.4 Reciprocity Check

The reciprocity check is the second of the twodnitg checks organised to the test
structure, which is based on Maxwell's Reciprodibheorem. This theorem states that,
for a linear elastic structure, transfer mobilitg Fmeasured by the excitation force at a
point (i) and the response at a point (j) is ideadtto a transfer mobility measured by the
response at a point (i) and the excitation forca gbint (j) (Ghali et al., 2009). Once
again, the current check aims at implying the liiigaof the structure when two
different transfer measurements display very goodetation and the plots of the

functions overlay well.

4.6.2.5 FRF Shape Check

In this check, one of the necessary propertiesRF Feasurements is to ensure the
occurrence of relatively clear anti-resonancesgingu For a driving point FRF, there
must be a clear anti-resonance existing betweem éao adjacent resonances.
However, for transfer point FRF; it is most likely expect a valley between two
adjacent resonances rather than trough. The sgmamrty, which gives a rational

decision about the accuracy of the measured FRRksgeiresonance and anti-resonance
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peaks should display the same sharpness on a sgmldt. The success to achieve so
indicates a good measurement quality, both in tmext of frequency resolution and
adequate excitation level resulting in a reasondel@ition of the resonance region.
Other useful observation can be drawn from tran&fection at nodal points where it
displays only some natural modes. For examplentltespan FRF in a symmetrical
beam will show only the odd modes(B¢, 5" etc). Therefore, the even mode&?(2
and 4", etc modes) will not be seen in the FRF measurenisults of this check
confirm the fact that a limited set of measureagfar functions and/or poor selection
for these measurements will allow some resonangebeaing appeared, even when they
are excited, as the accelerometer is placed atla point. Another visual check aids to
assess qualitatively the FRF measurements is thaegative phase loss through
resonance frequencies and a positive phase gaoughr anti-resonances can be
observed. For point mobility FRF, the value of ghés always between 0° and 180°
(Maia and Silva, 1997).

4.6.2.6 Coherence Function Check

The verification of the degree of linear relatiopshetween the output and the input at
each frequency, referred to as the coherence amgfj is used as a check for the
accuracy of measurements. The coherence functisnderaved and given in Equation
4.39. The function is used as a data-quality ass&sistool by identifying how much
the linearity of the output signal is related te timearity of the input signal and is rated
on a scale of 0 to 1. It is worth saying that #ssimate is based on statistical averages
of the quantities (), Gw(m) and G«(w), as given in Equation 4.41. If this quantity is
calculated for single measurements, the coherertbawnity, even in the presence of
noise, since there is no information availablendigate that the output is not due to the
input. However, it is only for several successiveraged measurements the coherence

function can detect the lack of relationship (Mc@elhand Varoto, 2008).

Generally, it is necessary to average several itdal time signals before confident
results are obtained. The two major reasons bethi@cheed for averaging are: to get
statistical authentic measurements; and to remhbeefdlse random noise from the

acquired signals (Ewins, 2000). The value of thbecence function at frequencies
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close to the modes of vibration of the structureusth be close to unity. Reynolds
(2000) reported that the UK Dynamic Testing Age(iayA, 1993) suggest a minimum

value of 0.9. However, for measurements made oih @ngineering structures, a low
value of the coherence function is accounted fdeval of background noise. There
could be point in the coherence check where thalwes dip off lower than 0.9 at all

resonances close to modes of vibration (Reynold@0R This suggests a high level of
extraneous unmeasured noise, when other reasoriswocoherence values can be
dropped through the linearity and other checks.aAsarting comment, low values of
coherence can be eliminated, when a random noistilmestes majorly to the poor

coherence results (Ewins, 2000).

4.6.3 Phase lll: The Measurements Phase

This phase represents the main data acquisitige stehere all required and necessary
FRF data is collected. Single-input excitation roethis the most straightforward
implemented method. Theoretically, one measuredaowolumn of the FRF matrix is
enough to describe all modal parameters for atstreicas given in Equations 4.13 and
4.14. The driving point FRF gives information ore thodal frequencies and damping
ratios of the system, while a complete set of FBéi#tains information regarding the
mode shapes at the measured locations. Howeveragtice, the information from a
single row or a single column could be insufficieat describe the vibration mode
shapes accurately, and several successive measugerae single-input may be
implemented (Maia and Silva, 1997). The simplesinf@f single-input method is the
impact test where the excitation is induced throwgh instrumented hammer and
responses are captured through only one fixed exrkter. In this situation, one row

in the FRF matrix is measured.

4.6.4 Phase IV: The Post-Test Analysis Phase

This phase is normally carried out after field meaments are recorded and their
quality is assured. In this stage, FRF measurenagatanalysed to determine the modal
parameters of the test structure. In the contextodlal parameter extraction, various
methods are available to perform a convenient amalgnd obtain the mathematical

model. As very suitable to the measurements of tbsearch, the simplest modal
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analysis model between the SDOF methods designategeak picking or peak
amplitude is used. The method functions satisfdgtam structures that their FRFs

show well-defined separated modes at resonancednetes (Ewins, 2000).

Other alternative methods are classified as Mudéigiee Of Freedom (MDOF) modal

analysis methods. These general global methodssackin particular cases where more
detailed curing is necessary for closely spacegleodumnodes of FRF measurements or
for heavily damped structures by which the resoeasmot dominated by one mode
only (Ewins, 2000). The mathematical backgroundhef peak amplitude method and

its application on the measurements from this vi®iven in Chapter 6.

4.7 Summary

First, this Chapter embarks on the theoreticalticelahips among the three models of
the dynamics of structures, namely: the spatialdahand response models. The
fundamental criteria and their related derivatinoaeded to define each model are made.

Second, the Chapter provides a brief theoreticakdr@und to the analytical and
experimental modal analysis. The distributed makeand geometric parameters that
affect predicting a reliable analytical model faran-like RC structures are discussed.
In this context, FE beam elements with particulansideration to the modelling of
support condition; dynamic modulus of elasticitjhear deformation effect; and
assumption of proportional damping are found actahla to generate correlated modal
data. One of the important benefits of predictimalgtical model is to derive with
confidence vibration parameters of quantities sashrotational DOFs which are

difficult to measure experimentally (Ewins, 2000aisl and Silva, 1997).

Third, complete derivations for the formulae retate the computation of modal data
such as FRF and coherence function are given. Tmvlkdge gained from the
mathematical formulations is used to develop th#esoof utility software for both the

numerical FE model and experimental modal measureme

Fourth, the Chapter describes the specificatiomsaild and proper set-up for the
equipments commissioned for this work. Also, geh&ets on the signal processing

analysis and the concepts influence the qualithefmeasurements are reviewed.
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Finally, the paradigm for the procedure of EMA tecjue is explained
comprehensively along with the necessary phases@nelsponding checks involved in
the procedure. The four phases for a typical moelting, as given in the UK DTA
(1993), are reviewed for implementing in civil emgering structures. Through
following rigorous testing procedures with all nesary checks, one can ensure that the
vibration measurements whether in the time, moddremuency domain- represent a

realistic experimental model of the dynamics oficture.
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5. Research Methodology

5.1 Introduction

As concluded from the literature review coveredQhapter 3, one can underline

vigorously the following basic difficulties in uginhe modal parameters alongside the

model-based diagnosis techniques:

1.

FE models and other conventional modal parametardels often require
intensive labour processing, computations, comwastiand turn out with
unavoidable inaccuracies caused by the user inmteore and modelling
inaccuracy (Sohn and Farrar, 2001).

All vibration-based damage detection processes radepen experimental
measurements with inherent uncertainties, partigulhen acquired from
civil engineering infrastructure, which is alwayggected to severe operational
and/or environmental conditions (Fugate et al., 1300

The modal parameters (resonances, damping ratidsnamde shapes) as
damage-sensitive features are incapable to disshduetween changes from
structural damage or from operational and envirantaie=ffects (Figuerido et
al., 2009).

Boundary conditions in a structure may cause changéhe vibration data, if
these boundary conditions are prone to changesagih In the term of data
recognition, complex mathematical techniques, idicig nonlinear modelling,
need to be set in order to obtain the most probsdilgion (Wenzel, 2009).

The demerit of dealing with the modal parametesteiad of the FRF is that the
curve fitting process might remove information thatuld assist to identify the
damage. In fact, in FRF the data is closer to #we state condition of the

system (Friswell, 2007).

On the other hand, Statistical Pattern Recogni(®RAR) paradigm, as opposed to its

counterparts FE and other model-based modelshkdsltowing merits:
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1. A successful smart recognition algorithm shouldfiqren a real-time analysis
and implements online identification for data colél at site. The process
requires a simple and credible routine that carmplyugecisive diagnosis in a
well-timed way. Signal-only-based approach makes dtatistical evaluation
approach vibrant for the development of an autochdtealth monitoring
system.

2. Statistical analysis procedures are crucial if thanges in vibration response
need to be indicative of damage than to be reltdetthe operational and/or
environmental variability (Fugate et al., 2001; B8adt al., 2000). The central
idea of a successful investigation is to deterni@gaures that are sensitive to
damage, and not sensitive to the operational amiragrmental conditions
(Worden et al., 2007).

3. In the problem of damage identification when appheal through SPR
paradigm, modelling errors, design parameters’ rapsons, human
contribution and computational errors are to beidea as much as possible
(Sohn and Farrar, 2001). In addition, uncertainiresneasurements can be

swallowed without affecting the damage diagnodisref

Having considered the limitations of the modal pzeters in the model-based methods
and the advantages of SPR methods, this researabe® mainly on developing a new
statistical-based damage identification technicue functions with data collected at
site without a need for overwhelming curve fittiagd modelling. In order to make the
technigue more capable to handle real-time immdas® different data sets from time
and frequency domain measurements are tested a&pegptive damage sensitive
features. The outcome of the proposed damage ifidatiobn algorithm can

subsequently be supplemented by any suitable niedeld method for further

inspection of the condition of structure. Therefotlee main effort of this research
mobilises on the objective of testing wide rangedafmage sensitive features in the
suggested non-model-based statistical damage fidation method. Nonetheless, in
Chapter 7, one of the prominent model-based methbadsct Stiffness Calculation

(DSC), is explored as a supplemental tool to ultgtyalocate the damage and quantify
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its scale. The flow chart for the methodology d# ttentification procedure adopted in

this research is shown if Figure 5.1.

Damage Identification Technique

I
Statistical Pattern Recognition Paradigm (Forward

problem)
[
Principal Component Analysis (PCA) Combination of PCA and Karhunen-Loéve
Unsupervised classification tool transformation (KLT) unsupervised classification
(chapter 8) tool (chapter 8)

Novelty detection approach (chapter 8)

Data sets from different damage
conditions (chapter 6)

Data sets from intact condition (chapter 6)

R?W LCSPOREE Statistical moments Response Frequency Modal
time signals of time signals spectral densities | | response functions parameters
(chaplter 6) (chapter 8) (chapter 6) (chapter 6) (chapter 7)
I I J

I
Assessment of the proposed statistical classification algorithm
(chapter 8)
I
Damage localisation and quantification using modal parameters with
model-based methods (chapter 7)
I

Selection of more appropriate damage sensitive features (chapter 8)

Figure 5.1 Flow chart of the damage identification methodologyhe research.

5.2 Damage State Scenarios

The major aim of the research is assigned to applyew damage identification

technigue to different damage sensitive featuresrineffort to obtain those carry
notable physical properties of structural changeghis context, various scenarios of
structural damage are created in five RC beamspesent common problems in real-
life SHM. The damage in the first group beams gesented by incremental levels of
flexural cracking produced by successive four-pbiending loadings. The load cycles
are designed to produce close level of damage stp a&xplore the extent of the

classification algorithm to discriminate betweeasd levels. Equally, the damage in the



5. Research Methodology 100

second group beams is accomplished through pumaske- void(s) near the end of the
beams. The defects induced in the second groupe@tito model familiar practical
problems in civil engineering structures manifestsddelamination, unfilled joints and
non-homogeneous casting of concrete elements. dviges are deliberately produced
close to the ends of each beam in order to plazéottalised damage at a low curvature
area of the flexural element where it is less likiel capture compared with anomalies
in a high curvature area. The measurements aried¢aut on the five RC beams using
instrumented impact hammer as a suitable excitatiohfor field measurements. In this
respective, the effect of operational condition ¢luenon-similar repetitions of impact
excitation in the direction, position and magnitade also included in conjunction with
the sensitivity of the damage features. Then, timation measurements of EMA
whether in the time, frequency or modal domainwiésed for rigorous examination,

validation and verification of the proposed tecluaig

5.3 Experimental Modal Analysis

In the perspective of EMA, a complete testing pdace in freely supported beam is
established and the quality of its measuremengmssired through a series of essential
QA checks. In order to consider the variabilitythee data due to using the impact
excitation, measurements from the two alternativesjing hammer and roving
accelerometer, are collected and compared in #search. Owing to the use of
transient excitation, the research interrogatesetifiect of high input force level on
provoking the non-linearity of the beams. Furthemmoa notable real problem in
bridges is that the ambient excitation forces aiificdlt to measure, and the
conventional modal parameters are unable to fingerdfore, data sets from RPS
density are investigated as damage sensitive fsafag oppose to data sets from FRFs.
The success of this feature to be conclusive walldb a practical value in damage

identification of civil engineering bridges whefreetambient loadings are complicated.

5.4 Prediction and Correlation of Analytical Model

The fact that a wide range of civil engineeringustures are of unknown history is
another problematic obstacle hinders the progréstheo vibration-based monitoring

beyond the research area. Bridges or other indaidtructures have very little in
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common with each other and almost any structueeusique model (Wenzel, 2009). In
general, data from a real-life as-built model of 8tructure is commonly unavailable.
Consequently, it is much difficult in this area &stablish data bases; thus any
supervised learning system is unlikely to be imratsdy trained. To this end, prediction
of analytical model for the original intact conditi serves as a basic guide is invaluable
that the deviation of present measurements evéyntcanpared with it. A good effort
of this research is attributed to build a prelimynanalytical model, and the influence of
different physical properties is discussed. In tleispective, the effect of the boundary
conditions, modulus of elasticity, damping systewdel and shear deformation on the
accuracy of the analytical model are studied.

5.5 Damage Classification Level in Identification Foblem

Although the first three levels of damage d@gie (detection, localisation and
quantification) address the main questionstha problem, fourth level referred to as

classification is later added to the identificatsoheme.

Classification of data from various state condsiois indispensable for effective
identification in higher levels of the structurabnalition identification (Worden K,

Dulieu-Barton, 2004). Damage detection is alsoirmysished by making use of the
classification step because damage can be idehwfignout previous knowledge on the
behaviour of the system when it is damaged (WordenDulieu-Barton, 2004).

Therefore, for these reasons, this research isialyeconcerned in developing a
statistical classification algorithm provides well-timed discrimination for data

collected at the site without further need fodiidnal processing. To make such
algorithm functional and reliable, signal-only-bdsabration data are investigated at
first as possible damage sensitive features. digsificant to review the shortcomings
of the conventional classification techniques iralohg with vibration data in this

Chapter. In the mean time, the main attributeshefgroposed technique to overcome
the difficulties are also given in this Chapter.wéwer, the complete application of the
classification paradigm on data from time and fesgpy domains is elaborately

explained in Chapter 8.
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5.5.1 Statistical Models of Damage Classification

5.5.1.1 Principal Component Analysis

Principal Component Analysis (PCA) is a classieahhique of multivariate statistics
for reduction the dimensionality of a data set irgolower dimension with an

insignificant loss of information (Jolliffe, 2002l is quite often that there are a large
number of interrelated variables in the originaladsample, however the reduction is
accomplished through transforming to a new setnaburelated (orthogonal) variables

designated as the Principal Components (PCs)ftdpt002).

Statistically, the variance in a data matrix [X](oj observations can be expressed as:
1 n
2] = mzl(xi =) ( — )" (5.1)
1=

The covariance matriXx], which holds the variance of the original datan ¢cinearly be
decomposed into a set of orthogonal vectors by gusihe Singular Value

Decomposition (SVD) algorithm, which can be given a
[Z] = [VI[AI[V]T (5.2)
Where:
['W]  is a diagonal matrix containing the ranked eigdues of E]

[V] is the orthogonal matrix containing the copeading eigenvectors,
which are also known as Principal Components (BCk)adings

The eigenvalues provide information about the vagaof the PCs. The eigenvectors

with higher magnitude of eigenvalues are the PGhabriginal data.

Therefore, the transformation of the original da@m new p-dimensional uncorrelated

PCs can be written as:
[Z] = [V]" [X] (5.3)

Where:



5. Research Methodology 103

[Z] is a matrix whose its"ivector is the projection of the original data \vect
{x} i onto the eigenvector (i) of the covariance majfbk and so on.

These transformed vectors are called the comp@uenes.

The covariance matrix of the new coordinates isagahal matrix, and for the first
value on the diagonal is to retain the maximumarare. It should be noted that if the p-
coordinate data set is completely a linear comhlonaif r < p variables, the projections
onto the first (r) PCs will entirely describe thata, and the remaining (p-r) projections
or scores will be approximately zero. In practittee scores are all of specific values
due to inherent non-linearity, however the valaesinsignificant, and a proper number
of components should be selected to preserve tipertant features of the original
sample.

In the SHM context, PCA method is used for two pniynapplications. First, the
technique can be employed as a means of evaluafigmatterns in the data. The
evaluation is achieved through a linear mappindatéa from the original feature space
into a transformed feature space. Transformatioth@fdata into a new plane permits a
useful means of feature extraction and the prontiokaracteristics in the actual data to
be preserved explicitly, while presented in a repngation of the new reduced

dimension.

Second, the technique can be used as a tool ofiregdthe dimensionality of the data.
Data reduction can be achieved by reversing thggion back to the original feature
space using only the PCs with higher eigenvalugsafion 5.3 (Figueiredo, 2009). If
the most characteristics in the actual data aréagued in the first two or three PCs, the
reduced data can be plotted in a way that showsdlaionships between the data

points.

A general assumption in many forms of PCA as disicrant analysis method is that the
covariance matrix¥] is alike for all groups (the centralisation oft@amnatrix [X] is
based on the means of all groups), and the PCAtheaigfore be done on an estimate of
this common within-group covariance. Unfortunatdlyis procedure probably is not
always acceptable for two reasons. First, the wigioup covariance matrix may be

different between different groups. The performant¢he PCA method, when equal
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within-group covariance matrix is not assumed, wéldiscussed later in the following
section. Second, more serious problem encounteraging PCs based on a unique
within-group covariance matrix to discriminate beem groups is that there is no
agreement that the separation between groups wilinbthe direction of the high-
variance PCs (Jolliffe, 2002). Thus, the first féWCs will only be useful for
discriminating between groups in the case wheraimvitand between-group variation

have the same dominant directions.

5.5.1.2 Karhunen-Loéve Transformation

If the between-group variation is much larger tiathin-group variation, then the first

few PCs for the overall covariance matrix will aefidirections in which there are large
between-group differences. Therefore, such PCs seera useful than those based on
within-group covariance matrices. However, the téghe should be used with some
caution, as it will work well only if between-grougriation dominates within-group

variation (Jolliffe, 2002). If this is not the caseoriginal data sets, the between-group
and within-group variation matrices together armawianeously used to maximise the

features of the original data sets.

To that end, Karhunen-Loéve Transformation (KLTarsother statistical multivariate
technique related to the PCA family, which is dedisto investigate relationships
between populations of data sets. In general, 1hE iK its basic form is similar to the
PCA. However, the main discrepancy between the tnamasformations appears in
pattern recognition applications because the d@tdeamation is incorporated in KLT as

a supervised learning mode, while it is discardeBCA (Webb, 2001).

In this technique, the new feature space is coc&dufrom eigenvectors of the within-

class sample covariance matrix [S], which is defias:
[S]= =%, % (5.4)
Where:

c is the number of classes (groups) in data

N is the number of measurement points (observagtions
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Y is the sample covariance matrix of class (i) grthat can be described as:

N
%= (5% (5-%)" (5.5)
j=1

Devijver and Kittler (1982) suggest using the dis@natory information contained in
the class means to rank the PCs and select thetslelasures that are used in further
classification analysis (Jolliffe, 2002; Webb, 2D02he procedure is implemented in
two stages. In the first stage, a transformatiodaih samples to a new space displays
the averaged within-class covariance matrix [Sh @sagonal matrix. In this respective,
the transformation vectors that de-correlate thea damples based on the within-class

covariance matrix is:
[Y] = [V]T [X] (5.6)
Where:

[V] is the eigenvectors matrix of [S] and the ag® within-class covariance

matrix in the new transformed space is:

[Al, = [VIBIS] [V], (5.7)
Where:

[\A\]p Is a diagonal matrix of the variances of transied features (eigenvalues
of [S])

The first stage of transformation results in a gigant reduction of the original data

into a new uncorrelated r-dimension space, sudh tha

(Al = [VIFIS] [V], (5.8)

In the second stage of the transformation, the é&twclass covariance matrix [B] of

the original data sets can first be defined as:

C

m=@:mm;m—@m—W‘ (5.9)
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Where:
X are means of features of original data
Xj  are means of the features within the group itself

The between-class covariance matrix [B] is furttransformed in a new data space
given by:

1 1
-2 [VIT [B] [V] [A], 2 (5.10)

r

[B] = [A]

This stage is to compress the class mean informaby finding the orthogonal

transformation that transforms the class mean veatto a reduced dimension.

That is, the new definition of data sets in termhsheir within-class [S] and between-
class [B] covariance matrices leads up to a typicathematical eigenproblem, where
its eigenvalues and eigenvectors can be found bgynmumerical methods. The
generalised eigenproblem of data sets in accordaitbeheir two covariance matrices,
[S] and [B], will also take the standard eigenpeoblfrom as:

[B — A%S][V] = [0] (5.11)
Where:
[B] and [S] are between-class and within-classaciance matrices,
['W] and [V] are the eigenvalues and eigenvectote®bystem, respectively

To this end, the KLT helps to obtain a linear disanant analysis by maximising the
discriminant capacity between subgroups withoubiving distribution assumptions,
but only a nearest class mean type rule is asswaseh optimal distribution of the
classes (Webb, 2002).

5.5.1.3 Integration between PCA and KLT as Classifiation Tool

Mainly, the noticeable means of using PCA in amsimant analysis is to compress the
size of original data by replacing (p) featuresdata sample [X] by the first r-high

variance PCs. If the first two or three PCs exptaimgh part of the variance, they tend
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to provide a meaningful visualisation for the dataan unsupervised way, presenting
an illustrative prospect of the separation betweengroups (Jolliffe, 2002). If this is
not the case, any additional orthonormal transféionausing PCA will produce same
uncorrelated features for which the vectors arecateclated. Therefore, another
transformation system that performs with differaapects of variation in the data will
be able to insert higher percentage of variatiothefirst few PCs, and hence will give

better representation to the original data.

In a proposed two-stage transformation techniquis, possible not to suffice with the
first few PCs and go further up to the number ofsRBat preserves most of the
variation of original data. This represents fitsige transformation, and is accomplished
through PCA as given in the upper part of the fthart of Figure 5.2, and specified as
unsupervised learning mode. This part is commomnplémented on an individual
covariance matrix computed from the normalised dataples. In order to establish
more sensitive classification means, KLT technigsiesuggested to be additionally
applied at the outcome of the first transformatsdage. The technique integrates the
first stage of the PCA, and uses the output daia fts transformation as input data set
for a second transformation stage. The lower plaite flow chart given in Figure 5.2

presents the main steps of the second transformstiage.

This is to say, the proposed classification techeigan be outlined in the following

steps:

A number (r) of the first loading vectors (eigenwes) from the first

transformation stage (PCA) that accounts for almb@0% of the total

variation are set to be the data matrix for KLT.

* The rows of the new feature vectors (p) must bellath according to their
respective classes.

* The within-class covariance matrix ([S], Equatio)5and between-class
covariance matrix ([B], Equation 5.9) are compuisthg the new set of data.

* Both covariance matrices are decomposed into nevortglated space, as

given by the eigenproblem of Equation 5.11.
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* The plot of the first two PCs, from the new tramsfation, will offer insight to
the visualisation of the data. Great and valuableunt of the information in
data is maximised and inserted in the first twohoee PCs. The first few PCs
account for higher percentage of the total vangtend no significant loss in

information is experienced.

Data sets from FRFs
or RPS

] N

Normalisation of data sets

!

Computation of covariance matrix

'

PCA (eigenvalues and
eigenvectors)

¥

Vs @i Cumulative percentage of variance
first two or three PCs P &

Labelling of
classes
(group index)

Unsupervised learning mode (PCA)

New data sets (first p
loadings)

no

Cumulative variance
==100%

Normalisation of data sets

l

e Within-class covariance matrix
e Between-class covariance matrix

v
Visualisation of data within New eigenproblem (eigenvalues and
first two or three PCs eigenvectors) )

3
End

Supervised learning mode (KLT)

Figure 5.2: Flow chart of the proposed classifmaparadigm.
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5.6 Summary

This Chapter is devoted to introduce the main dspet the methodology adopted
throughout this research. It embarks on the proddgnmentioning the shortcomings
and limitations of model-based damage identificatinethods. In the meantime, the
need for using statistical-based damage identificaimethods is unambiguously
underlined. Then, the damage patterns implememedte five RC test beams with a
brief description to the specifications of each dgmstate group are outlined. Next, the
vibration testing procedure including the essergiaitation type alongside the main
quality assurance checks are summed up. Predictianalytical model for the original
intact condition provides a basic reference willMeey useful that the variation in the
measurements can be compared with it. Therefore, Ghapter approached the
importance of predicting a correlated analyticaldelo The effect of some physical
parameters on the prediction is discussed. Mosbitaptly, a complete description to
the statistical classification model developed,c&ed and verified in this research is
presented in final part of this Chapter. The insidhcy of PCA as a classification
model at providing detailed dissection for datasset diverse subgroups, and the
capability of the proposed PCA-KLT to give more goehensive classification are

explained.
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6. Experimental Work and Finite Element
Model Updating

6.1 Introduction

In order to investigate different models of damadentification methods into RC
beams, five laboratory-scale beams were constratddnodelled with various damage
scenarios. Each beam in its specific state comditvas tested under freely supported
condition using Experimental Modal Analysis (EMAhe five beams were all similar
in length and cross-sectional dimensions, but thege different in concrete strength,

steel reinforcement and type of damage presented.
These beams were testing chronologically in thiewohg order:

1. Beam A: A 2.0m long RC beam was tested under sealifierent state
conditions, namely: intact, 3kN load, 6kN load, MOload, 13kN load, 16kN
load and repaired conditions.

2. Beam B: A 2.0m long RC beam was tested under salifarent state
conditions, namely: intact, 3kN load, 6kN load, MOkad, 13kN load, 15.5kN
load and repaired conditions. NB Beam B has diffedharacteristic strength
from beam A.

3. Beam C: A 2.0m long RC beam was tested under thiffszent state conditions,
namely: intact, 10kN load 14.5kN load conditions.

For the three beams A, B and C, the tests wereeimnghted when the static loadings
and the corresponding modal tests resulting inataibn bending modes about the major

bending axis.

4. Beam D: A 2.0m long RC beam was tested in two dhfie state conditions; its
intact (solid) state condition and with a purposadesingle void at the end.

5. Beam E: A 2.0m long RC beam was tested in two @iffestate conditions; its
intact (solid) state condition and with two symmeztt purpose-made voids at its

ends.
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For the last two beams D and E, the measurements implemented when the modal

tests resulting in vibration bending modes aboettiinor bending axis.

Table 6.1 shows the dimensions, physical parametsisreinforcement details of the

five RC beams.

The five RC beams were cast and tested in the etmtaboratory at Nottingham Trent
University, School of Architecture, Design and tBeilt Environment for the period
between October 2010 and October 2011.

It was found necessary to design the state conditdd each beam to represent practical
cases from the field of SHM in civil engineeringrustures. In addition, the
configurations of the test in conjunction with tligpe of damage were selected carefully
to represent the underlying damage excluding anfavanrable operational and
environmental conditions, which is purely the mimous of this research. Furthermore,
the test samples were set also to make the measotepossible to model and correlate

with the FE method discarding any approximations.

It is worth pointing out that it could have beerttéeto test bigger size structures
representing a real-life case studies. However, abeslability of resources and the

convenience of the devices dictated severely e ditest beams.
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Table 6.1: Specifications of the five test RC beams

Test Cube Mass kg/mi EgMPa GyMP&

Reinforcement

Beam  strength
N/mn?
Beam A 20.4 2240 19.1x10  8.13x10 o 90mm

2 ¢ 6mm
¢ 10@200mm
1 ¢ 10mm

140mm

2 6mm

‘ 90mm |

Beam B 29.0 2270 27.5x10 11.5x10

2 ¢ 6mm
¢ 10@200mm
1 ¢ 10mm

140mm ‘

2 ¢ 6mm

2320 25.0x10 10.4x10 -« 90mm

2 ¢ 6mm
$10@200mm

2 6mm

Beam C 27.3

140mm

90mm

Beam D 26.0 2310 24.0x16  10.0x10 - 90mm

2 $ 6mm

140mm

$10@400mm

2 ¢ 6mm

BeamE 27.3 2320 27.5x16  11.7x10 —S0mm
2 b 6mm o A

140mm

$10@400mm

2. 6mm

"Eg. Dynamic (tangent) modulus of elasticity.
'Gq: Dynamic (tangent) shear modulus of elasticity.
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6.2 Description of the Induced Damage

The structural state conditions conducted on thetist beams can be divided into four
main groups. The first group was the baselineestandition and referred to as intact
for the beams A, B and C, but referred to as dolibeams D and E. The second group
was concerned only with beams A, B and C; thisegesented by different levels of
flexural cracking resulting from successive fourqpdending loadings. The third group
was interested with studying the effect of repaarkvconducting on beams A and B
only. Finally, the fourth group included defectibeams (D and E) where atrtificial

voids were induced at the end of the beams.

6.2.1 Test Beam A

Test beam A was subjected to two symmetrical spatiot loads at a separation of 0.3m
in order to create a four-point bending loadingshswn in Figure 6.1. A photograph
representing the static loading process is showsgare 6.2. This loading arrangement
produced a middle zone of evenly distributed dsfetie to the constant bending
moment over this zone. As the overall supportingtiviof the testing machine was
smaller than the length of the beam, the spaneofakt beam was taken as 1.2m and an
overhanging distance of 0.4m was left from eack.sldhen, the beam was subjected to
five incremental load steps in order to producetrcdied levels of damage. At the end
of each load step, the beam was unloaded, andirtiessupports were replaced by
free-free supports to carry out the EMA on a conghjefreely supported beam. At the
final loading step corresponding to16kN load whes beam became too frail, and just
before the formation of the plastic hinge, the lngdrocess was stopped, the cracking

pattern thoroughly surveyed and the beam was dysiyniested then repaired.

To repair the damage, the defective zone was strengd by bonding a single layer of
external Carbon Fibre Reinforced Polymer (CFRPg ty®RAYCA-FT 300B to cover
500mm long and 90mm width of the beam. The temsdeulus of elasticity of this type
is 220kN/mni resulting in tensile strength of 3340N/mnThe CFRP has become a
well-known refurbishment material used in civil engering over the past decade.
Whereas using CFRP as a post-strengthening matarieghabilitation of concrete

improves the strength, it does not have much etiedhe stiffness. In the current repair
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work, the particular use of CFRP sheets is basedearing moment, where the
maximum bending moment zone was strengthened hatbet sheets. High strength and
moisture resistant epoxy (West System Epoxy) thahade out of two separate parts,
resin and hardener, was used to glue the CFRPsstoetite beam. The mixing ratio of
1.0g of hardener for every 5.0g of resin was usedjudarantee a good cure. The
combination should commonly be mixed for aroundsli2ihd there is only less than
20min before it turns into solid. Figure 6.3 sha¥vs test beam A after the repair work

was conducted.

P/2 P/2
£ 0.3m
Sk
1 A O [T T 1 [ T I
T‘ 0.4m @ 1.2m ® 0.4m
4—»‘4—»‘

Figure 6.2: Beam A - one of the static loading stagohotograph.
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Figure 6.3: Beam A - strengthening with CFRP laysrstograph.

6.2.2 Test Beam B

Beam B was subjected to the similar damage andrrepaditions conducting on beam
A. Thus, this section suffices with mentioning tiely discrepancy, where the final
static loading step was terminated earlier at 18.8k the beam went through heavy

cracks, as shown if Figure 6.4.

Figure 6.4: Beam B - mid span zone at the final algerstate—
photograph.
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6.2.3 Test Beam C

The test beam (Beam C) was subjected to two synoaktstatic point loads at a

separation of 0.3m as a four-point bending loadiritge width of the testing machine
was sufficient to permit the span of the test bemmbe as 1.8m, and with an
overhanging distance of 0.1m from each side, asvshm Figure 6.5. Also, a

photograph presenting the four-point bending loest@dure is shown in Figure 6.6.
Aside from the reference state condition, the b&am subjected to two incremental
load steps: namely 10kN load and 14.5kN load stapshe final load step, the beam
was completely damaged and wide flexural cracksevadrserved over the mid span
zone. A photograph showing the severe damage omBgaafter it was loaded by

14.5kN is presented in Figure 6.7.

P/2 P/2
S 0.3m
3
Sy
T [T T T T T 171 [T T 11 I_I._I_[
1.8m 0.1m
0'1M - >

Figure 6.5: Beam C- configuration of static loading
¥ LI <~ - R

U

et W ) L
Figure 6.6: Beam C - under one of the static logditages- photograph.
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Figure 6.7: Beam C - mid span zone at the finalatgerstate-photograph.

6.2.4 Test Beam D

In this beam, a void of £6 x 40cn? size made of a block of polystyrene was concealed
inside one end of the beam. The drop in the cres8emal area at the region of this
void was approximately 25%, while the drop in thennent of inertia was 4.8%.

6.2.5 Test Beam E

Two identical voids each of %10x 20cn? size were made by blocks of polystyrene
and concealed inside the right and left ends ofbéeem as shown in Figure 6.8. Each
individual void caused an approximate drop in tfass-sectional area of 50% and drop
in the moment of inertia of about 21%. These vaidse then closed by filling with

concrete, left for 28 days to get the concrete nedtand the beam after that was tested

under a solid beam condition.

The defects induced in beams D and E served aslsnfmidamiliar practical problems
in civil engineering structures manifested as vouisaminations, unfilled joints and

any non-homogeneity in concrete elements.
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Figure 6.8: Beam E- Preparation to cast the beamtwb polystyrene blocks.

6.3 Pre-Test Finite Element Modelling

In any EMA, the testing strategy implies commenacwith development of a pre-test
FE (analytical) model in order to satisfy the faliag necessary points:

* An initial estimate to the range of first groupraftural frequencies is obtained.
Therefore, an appropriate measurement kit andatajaisition parameters can
be selected.

* An approximate test grid can be chosen reasonablgvbid the potential
spatial aliasing problem.

* From the initial estimate of FRF measurements &medassociated shape of
modes, a convenient method for modal parametaraaigin can be decided.

* A verified pre-test FE model could be utilised af@rence model for further
updating procedure based upon experimental modal da

The FE model developed primarily according to ndrrdgnamics of structures
modelling is shown in Figure 6.9. The beam was edaising 10 one-dimensional

beam elements. The effect of supporting cords wasraed as trivial linear suspension
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stiffness of 1.0N/m so as to ensure stable comdpioblem. The added stiffness has no
significant influence on the bending frequency paeters because its value is very
small compared with the mass of the beam. Shearrdation effect was included in
the assembled mass and stiffness matrices. Thelusodielasticity taken constant for
all elements was the tangent modulus, in accordantte (Abeele and De Visscher,
2000; Kato and Shimada, 1986; Neville, 1995). Thkie of the modulus of elasticity
was changed according to the compressive strenfjtbach corresponding beam.
Finally, bending modes of vibration and vibraticatal on the major or minor bending
axis were obtained in accordance with the actustl @aenfiguration of each particular

case.

Based on several testing trials with different ogunfations, and after many numerical
FE modelling on the beam, the 11 point test gtigsitated in Figure 6.9 was selected.
Auto Modal Assurance Criterion (AutoMAC) is commypnised to check whether or
not a selection of DOFs is sufficient (Ewins, 2000he AutoMAC matrix calculated

for this test grid is presented in Figure 6.10. Hnesence of off-diagonal non-zero
terms in this figure was normal due to the fact tha perfect orthogonality condition is
only applicable when all the DOFs are included I tanalysis (Ewins, 2000).

Nevertheless, Ewins (2000) considers that MAC \@hfdess than 10% (or 0.1) should
be achieved for uncorrelated modes. The highestliafonal value observed in the
current grid was 13% (0.13) which served to comnsttie test grid sufficient without

spatial aliasing problem.

As a parting comment, it was necessary to seleet ltdtation of a reference
accelerometer location to be used for the EMA witving excitation. The drive point
measurement of this point should display all moadlegibration of the beam. Making
use of a priori knowledge of the vibration modesfrgely supported beam provided
with the assistance of the analytical analysis,réference test point was chosen at the

end of the test beam (point 1) (see Figure 4.1).
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Figure 6.10: Presentation of AutoMAC data for restlit 1 selected DOFs.

6.4 Testing Plan

120

In general, two main objectives were planned fertdst results collected from the five

beams, these were:
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» Use of the vibration measurements whether in tineguency or modal domain
to validate SHM methods utilising different modedsd

» Use of the modal data in the following updatingred FE model of each beam.

Therefore, the size of acquired vibration measurgsnand the quality of modal results

were decided in light of the following consideraiso

* The author initiated the modal analysis test in 8whool of Architecture,
Design and the Built Environment utilising a newlyrchased measuring Kit.
Thus, an important effort went to perform suffidiénals for the sake of the
comparison and correlation of results using diffiéexcitations.

* High quality modal data was indispensible as it waended to use for
identification of small defects in relatively smathmples by which accurate
results were necessary. In general, small size lesngre sensitive to the
operational and environmental conditions, and esrgount needed to be
deemed to avoid the effect of these conditions.

* The measurements were not only acquired for apjatepset of FRFs (either

one row or one column), but enough rounds of me:

sents per each state
condition were implemented as they were proposedst® with Statistical
Pattern Recognition (SPR) methods.

6.4.1 Experimental Modal Analysis: Preparatory Phas

After the beam and the equipment had been proviteithe test, series of arrangements
was taken before start acquiring the first rounanefasurements for QA checks. In the
context of the beam, a rigid and mobile place ®psud the test beam was selected at
the upper cross head of the 1000kN universal gstiachine. This head is rigidly fixed
by two screwed columns and driven by a motor, FEguB. This arrangement allowed
lowering the head closer to the test beam to fatercords, then lifting it to float the

beam.

Following the results of the pre-test FE analy#ig steel studs were attached at the

corresponding marked test grid points. Also, pueposde two supporting frames were
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positioned at the nodal points of the first modéhef beam to be used later to fasten the

suspension cords.

In the context of the equipments, proper location the data acquisition hub was
chosen close to the beam allowing adequate freeomthe movement of hammer
instructed by the length of the wires. The relevagtiting parameters of the acquisition
devices were chosen in accordance with the estthaatalytical results and acquisition
system specifications.

6.4.2 Experimental Modal Analysis: Exploratory Phag

As soon as the test beam and equipment had begmarede for the first EMA
measurements, a full set of data Quality Assurd@#e checks were performed as it is
stated by the UK DTA procedure outlined in sectdof.2.

6.4.2.1 Excitation/Response Check

This first check was satisfied through applyingigput excitation at test point (1) and
the resulting responses were captured simultang@isiwo test points (points 1 and
11). Results of the excitation/response checkseznB A are shown in Figure 6.11. In
addition, the auto spectrum densities resultingnfriihe excitation and response time
histories are shown in Figure 6.12. From the resolt this check the following

observations can be drawn:

« The impact force resembled a regular half-sine sthagnal when applied using
the hard tip on the concrete beam. The signal thafation up to 1.2ms, as
shown in Figure 6.11 (lower trace).

* The corresponding response looked like what wagard without indicating
any odd behaviour. No signs of loose connectiotheftransducer cables and no
indications for jumping of the accelerometer weresem. The acceleration
response had a peak of 94g, and then it diminisbdédde ambient vibration in
approximately 50ms, as shown in Figure 6.11 (ujpaee).

* In drive point measurement (the excitation wasaantpl and the response was
at the same point), the response started immegidtelvever, there was a delay

for the remote transfer measurement, when the nsgpwvas measured at point
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11. In the last case, the signal wave needed nmeetd travel through the beam
to arrive at point 11 (Reynolds, 2000).

* Plots of the frequency spectra for the excitationd aresponse signals
representing by the magnitude (complex modulus)displayed on ordinary
scale in Figure 6.12. The shape and frequency obr{te 1000)Hz seemed
consistent and compatible with the objectives ef work. The signal to noise
ratio of the response spectrum was high and théremaent noise seemed
without significant effect. The first four resonascof the possible modes of
vibration of the beam were clear in the responsetspm.

* The excitation frequency spectrum resulted in aaeably flat shape was as
expected, and the frequency content was as requitedsignificant drop off,
zeros or distortion were observed by which it wassidered reasonably flat
over the frequency range of interest. Extremedy @xcitation spectrum is not
desirable in modal measurement resulting in pooasmement as too much

excitation makes all modes of vibration respondif@hile, 2007).
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Figure 6.11: Beam A - excitation/response checkhdtdomain).
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Figure 6.12: Beam A - excitation/response cheag(fency domain).

6.4.2.2 Immediate Repeatability Check

As described in section 4.6.2.2, the immediate atgility check was carried out to
ensure the repeatability of a particular measurémbs it was the first attempt to
display an FRF measurement, therefore, it was apeai to explore different data
acquisition parameters and different excitationelsy The selected data acquisition

parameters and the corresponding excitation chexisiits are given in Table 6.2.

Although some of the selected setting values wartatéd by the maximum limit of the
acquisition system, the values did not have anyting effects on the modal results.
For instance, the author managed to deal withdlaively low frequency resolution by
completing the trail of zeros in the response axdt&tion time history for an extra
duration period beyond the nominal acquisition gebriesulting in higher resolution of

frequency domain.

Figure 6.13 shows the results of the immediateatgdity check conducted on drive
point FRF of Beam E using impact excitation. Th&FFis predominantly plotted in
logarithmic scale so as to compress the lasgmal magnitude and expand the
small ones, allowing easier visualisation offe@guencies in the signal (Figueiredo et
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al., 2009). It is evident from the visual inspentif the two functions that they overlaid
reasonably well up to the frequency below 800H#asrange was sufficiently excited
by the hammer. Any trivial discrepancies observad be accounted to the effect of
variable damping produced by the supporting corm$ @so due to the non-precise
repetitions of the excitation. In addition, it ikdly that this was caused by the presence
of an extra short term environmental noise which &8 normalised over several
numbers of averages. Although several attempts weaige to get perfect overlay, the
outcome remained with the same quality. Most imgoaty, Figure 6.13 emphasises that
the frequency and approximate magnitude of the peakresponding to the modes of
vibration of the structure are the same for botlagneements suggesting there was no
significant nonlinearity in the test beam (Reynol@900). Beyond this range, the
response became noisier as the modes of vibratitmd region did not respond well to
the excitation. In short, the immediate repeatgbdheck highlights that any substantial
problems with the data acquisition parameters ¢ tiie test set-up were less likely to

be important.

Table 6.2: Data acquisition parameters and assaocgstting values.

Parameter Setting values
Acquisition time duration 500ms
Acquisition frequency bandwidth 10-1200Hz
Frequency resolution 2Hz

Number of frequency domain averages 4
Response time window Non
Excitation time window Non
Excitation hammer tip Hard (black)
Excitation duration (hard tip) 1.3ms

Excitation frequency bandwidth 800Hz
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Figure 6.13: Beam E - immediate repeatability checkdrive mobility at point 1.

6.4.2.3 Reliability (Homogeneity) Check

This check is concerned with the linearity of testtstructure where non-identical
excitations are applied. The reliability check bfstwork was conducted using all
hammer tips resulting in four different force lexeResults showing the reliability
check performed on drive mobility function of poiitgenerated using only the hard
and tough hammer tips are shown in Figure 6.140,Adame drive mobility function
generated using all four hammer tips are showrigarg 6.15, but for clarity they were
shown for shorter frequency range (0-500)Hz. Itlear that the measurement made
using the tough tip (low-level) excitation is neisithan the measurement made using
the hard tip (high-level) excitation. This obsergatwas also experienced by Reynolds

(2000) and reported as an anticipated and comnrarivib engineering structures.

It was clear from the characteristics of the exidtathe hard hammer tip must be used

for the course of this work in order to excite thesired frequency range.
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Figure 6.14: Beam E - homogeneity check using tifferént level excitations.
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Figure 6.15: Beam E - homogeneity check using flifferent level excitations.

6.4.2.4 Reciprocity Check

The procedure to do the reciprocity check is exgdiin section 4.6.2.3. For the
context of this work, results showing reciprocityeck performed on transfer mobility
function between points 1 and 3 is illustrated iguFe 6.16. Considering the excitation

127
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force was swapped between two locations (pointsnd 3) provided non-identical
magnitudes, both functions showed very good agraenieis clear that the second
measurement looked noisier than the first measurersaggesting that the second one
was influenced by significant noise which is infii@l in such structures. The bottom
line of this check is the two FRFs can be consii¢oebe sufficiently similar so as not

to be a cause for concern with respect to thenggirocedure and acquisition setting

values.
2 Reciprocity check between points 1and 3
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Figure 6.16: Beam E - reciprocity check for transf®bility A;s.

6.4.2.5 Coherence Check

Figures 6.17 and 6.18 show the drive mobility ahpt and transfer mobility (between
points 1 and 6) checks of coherence function faarBde, respectively. These checks
were accomplished for averaged functions obtaimeddur sets of measurements. It
can be seen from these figures that the coheramugidns were very good for the
measurements. The coherence function values fantiet of the frequency range were
close to one. Also, the values at all FRF peaksesponding to the resonances of the
beam were very close to one. However, the cohereakes slightly dropped off in

anti- resonance regions, but it is not problemsiach measurement. Low coherence in
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immediate anti-resonance regions is anticipatedtduthe fact that the beam has no
response at these frequencies, and thereforegspemse of the system is not coherently
related to the excitation force (Avitabile, 200Anti-resonant frequencies unlike
resonance frequencies are local characteristicsmatite case of impact excitation they
tend to change in accordance with each input fofCleerefore, one particular
measurement is not perfectly consistent with thet meeasurement and this will be
shown in the coherence function. Another importaeians to improve the coherence
function and get rid of the spiky drops is by irage the number of averages performed
on the data sets. Higher number of data sets withmalise the extraneous noise
occurred. The bottom line of that is the low cohere is fairly acceptable in the
immediate region of the peaks, but it is not acaglet at the vicinity of each peak
(Avitabile, 2007). As can be seen in Figures 6.4d é.18, the coherence for the most
of the frequency range was close to one and, imteantime, no significant wide dip
off was noted in the vicinity of the peaks. Theref the results of the coherence check

were considered to be satisfactory for the bewétitis check.
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Figure 6.17: Beam E - coherence function checklfime mobility at point 1 (A).
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Figure 6.18: Beam E - coherence function checkréorsfer mobility A;.

6.4.2.6 FRF Shape Check

In the FRF shape check, one of the prime checkdRéf data is to assure the occurrence
of relatively clear anti-resonances troughs witleirthsharp peaks when drawn on
logarithmic-scale plot. A drive point mobility measment was made and illustrated in
Figure 6.19. The property of existence of the asgbnance between each two adjacent
resonances was clearly satisfied in the check. Mewydor transfer point mobility FRF,

it is most likely to expect a valley between theotadjacent resonances rather than
trough, as shown in Figure 6.19. The second cheblich gives a rational decision
about the accuracy of the measured FRFs, is tleatdbonance peaks and the anti-
resonance should display the same sharpness omidog@arithmic plot. Success to
achieve so indicates a good measurement qualit)y o sense of the frequency
resolution and excitation level resulting in a eble definition of the anti-resonance
region. However, the transfer point mobility showady the odd natural modes®{1
3 5M, as the mid span point (point 6) is a node foreaken natural mode shapes
(Figure 6.18). Therefore, the even modé¥ &nd K modes) did not appear in the FRF
where the reference output location was chosehatrtode point of these particular

modes. Results shown confirmed the fact that atdiniset of measured transfer
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functions and/or poor selection for these measungsnallow some resonances not
being appeared, even when they are excited, aacttederometer is mounted at a node
point. Another visual check aided to validate thalgy of FRF measurements was that
a phase loss through resonance frequencies angitv@ghase gain through anti-
resonances were observed. For drive point mobilitg, value of phase was always
between 0° and 180°, as shown in Figure 6.19 (ldefertrace). In common, when
Bode plots (the FRF modulus and phase as functibtise frequency) are considered
for a drive point measurement, the phase loses d48@he function crosses resonance
frequency and gains 180° as it crosses anti-resenfiequency (Avitabile, 2001).
Nonetheless, in a hysteretic damping model it geeted the phase angle is not exactly
starts at 180° (Maia and Silva, 1997).

The real part of FRF against frequency and imagimart against frequency are also
shown in Figure 6.19. It is important to note ttred real part of a drive point function
crosses the frequency axis at the resonances, aghatehe same point the imaginary
part is at its maximum value. One another imporfaature of the drive point function
serves as a check is that all peaks of the imagipant for the drive point measurement

must point to the same direction (Avitabile, 20@iyure 6.19 (upper-right trace).
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Figure 6.19: Beam E- FRF shape check for drive htplbinction at points 1.
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In brief, QA checks carried out throughout the exalory phase were to ensure two
main objectives: the suitability of the data acdis setting parameters and modal

extraction method; and the suitability of the wsticture for EMA.

All QA checks performed for the beam indicated thia¢ére were no significant

disagreements in each particular check with theeetgal results of a satisfactory check.
In addition, any minor inconsistent observationsrevéess likely to be deemed

significant in the meantime; they were unlikelydttribute to the set-up procedure or
data acquisition parameters. Conversely, the sligigcrepancies experienced
throughout the check survey can be related to ®asons: the inconsistency of the
impact location and strike angle between one and hw; and extraneous noise
occurred in the background of the test arrangement.

6.4.3 Experimental Modal Analysis: Measurements Plse

Making uses of the characteristics offered by ttguasition equipments, for each of the
five RC beams and in particular for each state ttimmg three rows and a single column
in the FRF matrix were collected. The simplest faisingle-input method, the impact
excitation test, was used through the instrumentetpact hammer. Three
accelerometers were mounted starting from the-hghd end (point 1) at stations 0.2m
apart. These three accelerometers were subsequepdlyitioned at new three locations
in order to cover the entire beam length with altaf 11 measurement points (see
Figures 4.1 and 6.9). The beam was impacted arelamations measured normal to the
direction of the soft cords. In the case of rovangelerometers, the beam was impacted
at a single location at the right-hand end (pointekulting in a single column in FRF
matrix. Additionally, three accelerometers were mted at points 1, 2 and 3 and kept at
the same positions while the impact excitation waged over the whole beam to test
the beam thoroughly. Processing of the data fromn ldst procedure resulted in
associated first three FRF rows in the frequenspoase matrix. The fact that the
author would not have sufficed with a single row arsingle column of FRF
measurements is to use the vibration measureméwther in time, frequency or modal
domain to validate different damage identificatiolodels where immense data in

several methods is critical. Also, in order to taki® account the variability in the data
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due to the two alternatives, roving accelerometet @ving hammer. Moreover, for
each of the three available accelerometers, foue tiistories were measured for each
structural state condition. These four averagesewesed to reduce the influence of
random noise in the FRF estimates. As a final nibte,first four or five modes of
vibration, depending upon whether the flexural nsodeout the major or minor neutral
axis, can clearly be extracted from the analysiseam measurements calculated in this

work.

6.4.4 Experimental Modal Analysis: Post-Test Analyis Phase

This section suffices with the main aspects of ghase, while the application of the
pertinent analysis method on the real measurenuérités work will be explained and
displayed in details in the next Chapter. This phiasnormally carried out after field
measurements are fulfilled and their quality isuged. In this stage, measured FRF data
is analysed to determine the modal parameters eftdbted structure. Three modal
parameters describe the inherent dynamic propeofies system, these generally are:
resonance frequencies, mode shapes and dampin§cieoe$. In this respective,
various methods are available to perform a conwenanalysis and obtain the
mathematical model. The simplest post-test analysthod so-called peak-picking is
normally used in conjunction with SDOF systems bdaon modal parameters. This
method works effectively with structures whose FRRsw well-defined sufficiently
separated modes at resonance frequencies thatRRedBta at the vicinity of a
resonance frequency is treated as SDOF (Ewins,; 200@nd Fu, 2001). The existence
of widely spaced modes served to bring to light swtability of using SDOF
estimation in EMA to ensure that such modes areectly estimated (Reynolds, 2000).
The analysis method and the results of this phesei@sented in section 6.2 of this
thesis.

6.5 Correlation of Analytical Model

The prime objective of this section is tovelep an adaptable spatial-based
analytical model for the test structure in erdo use the accurate predicted model
for further useful applications. The experimentaddal data for each particular beam

was used to validate the corresponding FE model,the accuracy of the predicted
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parameters was checked with their counterpart measants. Making use of all
experimental data of the five intact beams, thislgtused the FE method to regenerate
the synthesis dynamic characteristics of the aasmtibeams. For this purpose, one-
dimensional FEM dynamic analysis routine was eithetl in the MATLAE
programming environment. The RC beam was dividet iB2 one-dimensional
elements. The beam density and Young’s modulus la$tieity were taken in
accordance with the beam characteristics given ahlel 6.1. Results showing the
comparison between the numerical and experimeriairal frequencies for the intact
state condition are summarised in Table 6.3. Theanical model assumed an adjusted
dynamic (tangent) modulus of elasticity. Also, tesults of beams D and E represented
data from the defective (voided) state conditioor #he majority of the listed results,
the predicted frequencies were agreed strongly wiehfirst four (or five) bending
frequencies operated by the modal testing. Theepésige of deviation was less than
1% for all the observed frequencies in beams ABnBor beam E, the only observed
difference was in the third resonance and was of B8&twever, maximum deviation of
6.8% was observed in the third mode of beam D &idd% in second mode of beam C.
In these two cases, the difference was fairly ng &ould be accounted to some
obscure material non-homogeneity by which it wd$adilt to recognise and model

accurately.

Table 6.3: Comparison between experimental (Exd)rmammerical (Num) natural frequencies.

Test Mode 1 Mode 2 Mode 3 Mode 4 Mode 5
Beam | Num Exp Num Exp Num Exp Num Exp Num Exp
o Hz o Hz o Hz o Hz o Hz o Hz o Hz o Hz o Hz o Hz
Beam A | 1045 1044 | 284.6 2821 5495 549|2 892.2 6.789| 13054 ------
Beam B 125.4 124.3 3354 338.(¢ 642.1 644(6 1060.2410 | 1565.8 ------
Beam C 90.4 86.9 270.2 236.2 550.4 612|6 880.9 8864.1279.7 ------
BeamD | 77.4 80.9 205.1 192.2 3935 368/5 656.4 6654.983.1 949.2
Beam E 94.5 94.9 247.0 247.2 460.2 475|8 747.0 9758.1104.2 1088.0
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Furthermore, the first group of the identified mosleapes for the five beams were
compared and shown in Figures 6.20-6.24. The fiigt modes in the numerical
analysis were rigid body modes and, for convenigaoe not illustrated in the figures.
The experimental modal parameters were estimataty ube Quadrature Picking
method as described later in section 7.2 numerical and experimental modes
overlaid well for the first two modes. The overlapcame slightly less for the higher

modes, suggesting that the test grid profoundigcadid the higher modes.
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Figure 6.20: Beam A- numerical and experimental ensltpes (intact condition).
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Figure 6.21: Beam B- numerical and experimental englthpes (intact condition).
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Figure 6.23: Beam D- numerical and experimental erglthpes (intact condition).
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Beam E- numerical and experimentalargithpes (intact condition).
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A further check to the accuracy of the experimeatad numerical results was done by
the means of overlaying the FRFs of both modelshasvn in Figure 6.25. In this case,
each FRF was estimated by averaging four goosger and auto power spectra
generated from the time histories. The FFT w@®puted in each time using the
associated time amplitude then; the set of specastimates was averaged to form the
final FRF measurement. The modulus of elasticitys warrected in order that the
predicted natural frequencies agreed with the exygartal ones. The shear deformation
effect was neglected while computing the stiffnaed mass matrix coefficients. The
damping matrix was approximated as proportionshef dtiffness matrix. The model
shown predicted the measured baseline (intBBff with a high level of reliability.
In Figure 6.25, the numerical FRF seemed to crgdiblthe experimental FRF, even
though the former had higher resonant frequendferfourth mode. In conclusion, the
results of this section summarised the developroktite FE analytical model to better
understand the vibration behaviour of each of tkelfeams. The validated analytical
model can further be used to regenerate measuckdraneasured modal parameters,

and also to identify the perturbations that migigeafrom next steps.

| Mumerical model (Trivial damping ) MNumerical model (Damped) Experimental model

Test Beam B

Drive point accelerance '&h (m;'sz;‘N)

Frequency (Hz)

Figure 6.25: Beam B- FRF overlap check for efféadamping.
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6.5.1 Effect of Damping on Predicted Data

In order to study the effect of damping on the oese of the freely supported RC
beams, some numerical examples were assessecefprdportional damping models.
The damping matrix was calculated as directly propo to the stiffness matrix with
arbitrary proportion factors ¢@nd a) given in Equation 4.20 equal 0.0005% and 0%,
respectively. A comparison between predicted FR$tagudifferent damping factors
and experimental measurement of beam B is showfignre 6.25. The plot of
proportion damping factor showed how the dampirigotfexpedites the decay of the
FRF. In the meantime, damped FRF gave better gverith the experimental results
compared to the FRF of trivial damping effect. uthg the effect of damping through
the analytical model improved the overall behavjalleviated the sharp peaks and
widened the response in the vicinity region of tagonance peaks and anti-resonance
troughs, as shown in Figure 6.25. However, theeefamdamental differences between
the predicted and measured damping ratios. On tige hand, the measured modal
damping ratios agreed with those predicted as theth indicated light damping
characteristics to the tested beams, as was exjppecRC beams. On the other hand, the
measurements provided a completely disproportibebbaviour for ratios from different

modes.

As a parting comment, it would have been bettapjoroximate the damping matrix for
the beam model using the results of the modal dagnpatios of the experiments.
However, the current application was dictated lgylitmited truncated measured modes

and difficulties of measuring the rotational DOkperimentally.

6.5.2 Effect of Shear Deformation on Predicted Data

This section reports two possible solutions to ndiske RC beams, with or without the
effect of transverse shear deformation. It alscece®wdata visualisation of the effect of
this property on FRF measurement for a case sthithedree-free supported beam B.

In general, excluding the shear deformation effeay produce a considerable error to
the analytical data; hence additional source okrtamty in the measured data, where

the accuracy is critical. To illustrate the sigrdfnce of shear deformation on the
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computed response of RC structures, the five R@bea this work were investigated.
Analyses were carried out assuming that the beasfigaly supported, and for each
case, FRFs were computed for two alternative modaléer-Bernoulli beam model

(where the effect of the shear is excluded) andosimenko model (where the effect of
the shear is included). The influence of shearmedftion on the natural frequencies for
the intact state condition is summarised in Tabde Also, comparisons for the effect of

shear deformation on the FRFs from different beawdets are shown in Figure 6.26.

It is evident from this figure that discarding thleear effect resulted in a remarkable
increase in frequencies as the modes got higherc@mrary to the effect of the

boundary conditions of a beam on the natural fraqes, the shear deformation tends
to significantly affect the higher natural frequescrather than the fundamental natural
frequency. Results showed that the fundamentakalaiiequency was less sensitive to
the effect of shear deformation. As the first ma@pe of the case studies give a
maximum deflection at midpoint; hence the effedtshear strain energy are distributed
over the entire length of the beam. Though, theceffof shear strain energy is

distributed over quarter of the beam length in fitrth mode shape. In this case, the

shear deformation has a considerable influencé@rdrresponding natural frequency.

In short, the observable fact is important as tabed sets of modal parameters are less
sensitive to local damages. Other high order mpdshmeters are needed in order to
provide better results for the benefit of damagect®n methods (Shi et al., 2000).
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Table 6.4 Comparison between numerical natural frequengésy Timoshenko (Timo) and Euler-Bernoulli (Euledels alongside the

experimental (Exp) results.

Test Mode 1 Mode 2 Mode 3 Mode 4 Mode 5
Beam Euler Timo  Exp Euler Timo  Exp Euler Timo Exp Euler Timo  Exp Euler Timo  Exp
oHz o©Hz oHz | oHz o©Hz oHz | oHz o©oHz oHz | oHz o Hz o Hz oHz oHz o Hz

Beam A 1045 103.9 1044 2846 279.0 282.1 549.58.452 549.2| 892.2 839.1 896.7 13054 1200.2 --4--
Beam B 1254 1246 1243 3354 328.7 338.0 642.16.561 644.6| 1060.2 994.8 10410 1565.8 14375 --}---
Beam C 90.4 90.1 86.9 270.2 266.6 236.2 550.4 53432.6| 880.9 8344 864.8 1279.7 1209.1  ---}--
Beam D 77.4 77.2 80.9 205.1 203.1 192.2 3935 38638.5| 656.4 636.6 654.6 983.1 9416 949.2
Beam E 94.5 94.3 94.9 247.0 244.6 247.2 460.2 4514¥5.8| 747.0 722.8 758.9 1104.2 1054.4 1088.0
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Mumerical model (Euler-Bernaulli) Mumerical model (Timoshemka) Experimental modeal

Test Beam B

Drive point accelerance Ah (mfssz)

0 200 400 £00 800 1000 1200
Frequency (Hz)

Figure 6.26: Beam B- FRF overlap check for effdtwar deformation.

6.5.3 Effect of Modulus of Elasticity on Predictedata

The effect of using different moduli was studiedain effort to correct the analytical
model of the intact state condition and make ihve@hough agreement compared to the
experimental model. The dynamic (tangent) modufusasticity was found imperative
to use in predicting closer resonance frequencespared with the static (secant)
modulus. In addition, its effect can influence regly all modes of vibration as
opposed to the shear deformation effect. Howeuss, garameter was seen to be
significant for the beams of higher compressiveergith. Comparisons between
resonance results using dynamic and static modelpeesented in Table 6.5. Results
for beams D and E were given when the voids werst @xthe analytical models. The
resonances differed by up to approximately 8.5%nnhe two different moduli were
examined. In addition, the shifts in the resondinequencies of beam B as a result of

using the two moduli are shown in Figure 6.27.



6. Experimental Work and Finite Element Model Uizt 143

Table 6.5: Comparison between numerical naturguieacies based upon dynamig)(&nd static (E modulus of elasticity along with the

experimental (Exp) results.

Test Mode 1 Mode 2 Mode 3 Mode 4 Mode 5

Beam B« E Exp| E E. Exp | E EE Exp| E EE Exp | E E.  Exp

oHz oHz owHz| oHz ®wHz ®wHz| oHz ®oHz ®oHz| oHz ®oHz ©wHz o Hz o Hz o Hz

Beam A | 104.5 103.7 1044 2846 2823 282.1 549.55.54549.2| 892.2 8852 896)/ 13054 1295.%----

BeamB | 1254 1129 1243 3354 302.0 338.0 642.18.257644.6| 1060.2 954.7 1041.0 1565.8 1410.0 ------

BeamC | 904 895 86.9 270.2 260.6 236.2 5504 52812.6| 880.9 8359 864.8 1279.7 1225.2----

BeamD | 774 707 80.9 205.1 187.2 192.2 3935 35888.5| 656.4 599.2 6546 9831 897.4 94p.

BeamE | 945 864 949 247.0 2258 247.2 460.2 4288.8| 747.0 683.2 758.9 1104.2 1009188.0
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Figure 6.27: Beam B- FRF overlaps check for eftdehodulus of elasticity.

6.6 Summary

This Chapter is divided into four main parts. Tirstfpart introduced the test beams
with a thorough description to the specifications each beam. The description
extended to provide illustrated explanation to ¢bhenarios of damage assigned to each
individual state condition. In the second parpre-test FE model, which is a starting
step in any modal testing analysis, was developedctcordance with estimating the
range of first group of resonance frequencies drmbsing the initial test grid so as to

avoid the spatial aliasing.

A systematic EMA procedure including the four ess¢phases of the analysis process
was applied in the third part of the Chapter raicéd with appropriate samples of
results from each individual case. All necessary G¥ecks performed for a beam
sample specified that there were no significarfed#hces with what stipulated by the
requirements set by the UK DTA. Therefore, rounfimeasurements were carried out

collecting great deal of signals with more crediijpil

In order to update the preliminary analytical modleé fourth part was concerned with
the discussion of several physical properties focmitital to the correction process. A

comprehensive comparison between predicted andumeghslata was presented using
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resonances, mode shapes and FRF measurements. donttext of the effect of shear
deformation, the variation in the resonances whenshear effect was included was as
big as 9% in the fourth mode, but it was less th&® in the first mode. Using the
dynamic modulus of elasticity was also found caltido predict closer modal
frequencies compared with the static modulus. Téw@meter was significant for the
beams of high compressive strength and can affecbsa equally all modes of
vibration. The resonances differed by up to appnately 8.5% when the two different
moduli were investigated. Finally, the effect obportional damping was introduced as
a constant ratio from the stiffness matrix. Dampeftect in the analytical model
manifested as lower and decaying amplitudes; assl $darp and wide peaks in the

vicinity of the resonances and anti-resonances.
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7. Damage Identification using Modal
Parameters and their Formulations

7.1 Introduction

The characterisation of damage in RC elements sidojeto cracking patterns using
vibration data is reported challenging in the ide literature. Therefore, this Chapter
endeavours to shine light on the shortcomings ofdyic methods when applied to RC
beams simulated with various scenarios of defdeadr this reason, five different RC

beams were tested through the course of this grdjgee beams were loaded statically
to failure in multiple successive load cycles aatéd rehabilitated and the rest were
devised with cavities produced at the ends of deam to model localised damage at
zero stress area of flexural element. The beamse vested under a free-free support
condition in order to remove the intervention gpgart rigidity dilemma using EMA.

A relevant post analysis methodology for surveys EMIA measurement of the
predefined five RC beams was conducted in orderextract the basic modal
parameters; namely, natural frequency, modal dagngma mode shapes. The outcomes
of the observed modal parameters and their colwaktvere presented and discussed
during the course of this Chapter. Most importgnthe identified parameters along
with the following more regularly used techniquesrev exploited to characterise the

defect of each beam individually:

* Resonant frequencies.

* Modal damping values.

* Natural mode shapes and response mode shapes.

* Modal assurance and coordinate modal assuraneei&rit
* Curvature mode shapes.

» Frequency response functions.

+ Direct stiffness calculation method.

Therefore, in this sequence of events, the follonsubjects are appreciated in the

Chapter:
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1. The suitability of the methodology used to extramtdal parameters from RPS
density functions and FRFs.

2. The main features of each modal parameter or nfodaula as a potential damage
characterisation factor in relation to its suitdpiland extent to monitor the
underlying structural changes.

In addition, an imperative practical note matt when the excitation forces cannot
be measured, the conventional response parameteinsas FRFs cannot be found.
Thus, as a less effort process, the power specteamisity (PSD) of response
measurements caused by stationary noise ratherRR&can be used for structural
damage identification purpose (Nauerz and Friz&912 The mode shapes based on
spectra of response measurements only were alsputechherein, and their accuracy

in quantifying the damage was questioned with tbeimterpart accurate mode shapes.

Finally, it is important to mention that thenowledge gained through detailed
investigations conducted in this Chapter Hamen employed as a basis for
development of new graphical damage localisati@hrigjue given at the end of this
Chapter.

7.2 Post-test Analysis and Estimation of Modal Paraeters

7.2.1 Overview

The post-test analysis phase is commonly carrigdafter field measurements are
recorded and their quality is assured. In thisest&RF measurements are analysed to
determine the modal parameters of the tested ateicin this respective, various
methods are available to perform a convenient amalgnd obtain the mathematical
model. The simplest modal post-test analysis metdwdalled peak-picking or peak-
amplitude is normally used in conjunction with Sendgegree Of Freedom (SDOF)
systems to obtain the modal parameters. This metiwlls effectively with structures
whose FRFs show well-defined and sufficiently safgt modes at resonance
frequencies that the FRF data at the vicinity afesonance frequency is treated as
SDOF (Ewins, 2000; He and Fu, 2001). The methodsymes that response

measurements are controlled by resonant modes et torresponding natural
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frequency (Haritos and Owen, 2004). Other altemeatnethods are classified as Multi
Degree Of Freedom (MDOF) modal analysis methodes@&hgeneral global methods
are used in particular cases where more detaileldeasing is necessary for closely
spaced coupled modes or for heavily damped strestwhereby the resonance is not
dominated by one mode only. Due to the observethctexistics of FRFs of this study,
the appropriateness of peak-picking method is faatisrily justified to use for modal

parameters estimation.

7.2.2 Resonance Frequency Extraction

The easiest modal parameter to obtain reliablipésrésonance frequency. A resonance
frequency is recognised as the largest amplitudbdaenmagnitude of the FRF, and the
frequency corresponding to that peak representgdbenance frequency) of the
specific mode of vibration. The natural frequen@ésach of the five RC beams in this
work related to each artificial damage state arermgiin Table 7.1. The results were
extracted for the first four global bending modesthe beams A, B and C, while they
were extracted for the first five global bendingdas for beams D and E. The outcomes
showed that the natural frequencies were estimaitdxdreasonable accuracy based only
upon drive point measurement;gHassociated with each damage state condition.

7.2.3 Damping Estimation

As the RC beams in this work are lightly dampedatires, modal damping ratios were
experimentally estimated from the width of the remme peak.

The half-power bandwidth is widely common, simpiel gquick method and has been
put into practice already (Wenzel, 2009). It isdzth®n the fact that the width of the
response amplitude of SDOF system is proportiaméthé damping ratio of the system.
Viscous modal damping) is experimentally identified through the half-pawpoints

of a resonance magnitude for FRF, and can be wriite(He and Fu, 2001):

fa _fb
2f,

C= (7.1)

Where:
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fo- fp IS the width of the resonance curve at whichahwmlitude isi2 of the

fr

resonance amplitude

is the resonance frequency

7
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The estimated viscous modal damping ratios for fike beams from the EMA

measurements are presented in Table 7.1. The hesedts are summarised for the first

identified bending modes, and related to each statdition.

Table 7.1: Comparison of identified frequencies dachping ratios for test beams.

Beam A
Load step Mode 1 Mode 2 Mode 3 Mode 4

o Hz % o Hz % o Hz &% o Hz &%
Intact 104.4 3.21 282.1 2.38 549.2 2.12 896.7 1.14
3kN 102.4 3.24 277.1 24 542.2 2.02 888.3 1.54
6kN 98.36 3.56 275.1 2.36 530.8 2.06 871.3 1.7
10kN 88.38 4.06 262.1 2.67 509.8 2.23 825.3 1.9
13kN 84.38 4.09 251.1 2.47 498.8 2.93 799.4 2.43
16kN 82.88 4.46 248.7 2.53 496.3 2.82 792.9 2.43
Repaired | 90.37 3.87 252.6 2.49 514.3 231 821.8 52p
Beam B
Load step Mode 1 Mode 2 Mode 3 Mode 4

o Hz % o Hz % o Hz &% o Hz &%
Intact 124.3 1.77 338 1.26 644.6 1.05 1041 0.843
3kN 122.8 1.71 336 1.21 640.9 1.02 1038 0.9B
6kN 113.3 2.5 325 1.45 615.1 1.33 1007 1.2
10kN 94.4 4.15 298.6 2.18 571.7 1.76 913.7 1.97
13kN 88.9 4.34 284.1 2.85 557.2 2.36 890.7 2.2
15.5kN 86.4 4.3 274.1 2.47 550.7 2.25 869.3 2
Repaired 98.4 3.57 284.6 2.06 583.2 2.01 924.7 174
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Beam C

Load step Mode 1 Mode 2 Mode 3 Mode 4
oHz % oHz (% oHz % oHz (%

Intact 86.88 4.0 236.2 5.9 6126 15 864.8 1.1p

10kN 66.41 6.4 178.7 6.4 4154 47 650.1 7.8

14.5kN/modified | 57.92 4.7 156.8 3.11 355 3.1 581.3.95

Beam D

Case Mode 1 Mode 2 Mode 3 Mode 4 Mode 5

wHz (% |oHz (% |oHz (% |oHz (% |oHz (%

Solid 7741 - 205.1 --- 3935 - 656.4 --- 983.0--
Voided | 80.9 192.2  --- 3685 --- 654.6 --- 949 .2--
Beam E

Case Mode 1 Mode 2 Mode 3 Mode 4 Mode §

wHz (% |oHz % |oHz % |oHz % |oHz (%

Solid 71.9 4.03 198.7 2.52 4374 1.08 6526 1.92 5°P1 1.73
Voided | 94.87 141 2472 1.7 475.8 1.0 758.9 1840881 0.7

7.2.4 Mode Shape Estimation

The easiest approach for obtaining the mode shafp@structure is to use a technique
referred to as Quadrature Picking. This technigueased upon the assumption that the
coupling between the modes must be light (Gadé,e2@05). In practice, RC structures
are often lightly damped systems where their damsriess than 10%. Therefore, the

modes of vibration of such structures will be lighdoupled.

By exploiting the output response spectra only,Rieéative Response Function (RRF)

method is usefully used as a simplified procedwreutravel the mode shapes of a
system. The method is able to determine the moaeeshto accuracy depends upon the
number of grouped averages. This situation normadlgurs in real-life application
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when it is not possible to measure the excitataods due to the difficulty caused by

ambient excitation conditions (Haritos and OwerQ40

In the long-term automated monitoring, the estioratf the above-mentioned modal
values can also be carried out without artifickditation. Therefore, the time responses
of each measurement point have to be analysed linyg uthe Fast Fourier
Transformation (FFT). Peaks of the Power Spectransibe (PSD) describe
approximately the natural frequencies. Furthermtne, associated operational mode
shapes need to be determined by simultaneous oessice measurements for various

measurement points.

In practice, results of multiple successive measerds should be averaged, to
eliminate noise interferences, exterior influenaed other parts of the signal which are
not dependent on the structural state. Averagechalised PSD plots can be regarded
as the signature of the structure. A change irstifilmess or mass of a structure should
be indicated by changes in the pattern of the geerd?SD. By comparison with a
reference state, it is possible to obtain qualiainformation about the location and
extent of structural changes (Wenzel, 2009).

In this simplified approach, the RRF can be defiasd

Xj(w)
X, (w)

Where:

Xj(w) and X%(w) represent the measured output (response) sdivaations

j and o (the reference point), respectively
Then, the relative response spectra)Rfan be described as in the following equation:

_ Xitq Hji(w) Fi(w)
Rio(@) = S 1, (@) Fi(w)

(7.3)

Where:

i represents the force location on thd gri
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H(w) represents the FRF
F(w) represents the input excitation spectrum

The FRF for an undamped system in terms of the muodgerties can be defined as
(Haritos and Owen, 2004):

n

Pjr Por

H. = .
o (@) 0 — o (7.4)
r=1
Where:
Hio refers to the FRF at DOF (j) due to an exciforge at DOF (0)
jrand or represent thé" jand &' elements of the mode shape vector for
the f"mode of vibration

o is the eigenvalue of thE mode of vibration

Finally, substituting Equation 7.3 and 7.4 into Bgon 7.2, the RRF, jKw), at the

frequency @) of the related mode can approximately be written

Xj(wr) ~ (pjr
Xo(wr) B Por

Rio(w;) = (7.5)

On the other hand, as an advanced use of the pelekg method, mode shapes of a
system can more sensibly be derived by includiregetkcitation force where the modes
are well separated and the damping is not very (Mgia and Silva, 1997). At the
peaks of an FRF, the modal constarl) @ a damped system for a particular mode can
be defined as (Ewins, 20008sing, 1988):

Ar

|H| =
wF Ny

(7.6)

Where:
ne is the structural damping ratio 8 mode of vibration

o is the resonance frequency Bfmode of vibration
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A" is the modal constant/residue Bfmode of vibration
|H| is the maximum amplitude of a receptance FRF

In order to present this method mathematically, mhedal constant matrix, which
extracted from one measured column of a recept&fitié matrix, is symbolically
clarified by Equation 7.7:

(A" = q- {3} (Y37 (7.7)
Where:
o s the scaling constant in relation tbmode of vibration
{y}" is the I mode shape (Eigenvector)

After that, this matrix is disassembled into itsieglent actual mode shape coefficients,
and can be expanded as in Equation 7.8:

[Al, A} .. AL Pir) (Yrr)”

r
lA%l A:%l :21‘=Qr Yar lp2r (7.8)
A:lll Alzl s A-{l ¢lr ¢]T

Alternatively, for a general residue matrix theresponding mode shape coefficients
can be given as in Equation 7.9:

A§1 Agz AL- VirYir Yo o wlrlpirl

r r r i LR 1
Afl A:22 A:ZJ _q 1,021:1!’11 1/122:1/)22 l/)2r:¢1r (7.9)
Ay Ap - Ay Virhr Yirhzr - Yuryr

Where:
I is the response DOF
J Isthe force excitation DOF

The scaling process is essential to preserve thgvee motion between various points
along the model and is important for utilising matape for further analyses such as
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modelling, correlation, identification and predsti rather than for only visual
representation (Avitabile, 2007). In this work, tealing constant (q) is approximated
to match the value of the numerical driving poiegidue for each mode that represents
the largest ordinate of a mode shape and takeg plapoint (1) for all the five test

beams.

In these modal surveys, the first identified modmpes for the five beams were
extracted using the techniques, RPS densities &#&.Hn each technique, the related
mode shapes were computed, scaled, compared amdtbted in an effort to reveal the

best technique to give consistent results.
7.3 Damage Identification using Modal Parameters

7.3.1 Effect of Damage on Natural Frequencies

Principally, the presence of cracks in concreteniseeeduces the stiffness; as a result,
any reduction in stiffness is manifested as a @se&ein the natural frequencies.
Although it is fairly easy to detect the presentelamage in a structure from changes
in the natural frequencies, it is difficult to detene the location of damage. This article
attempts to evaluate the reliability of naturaljisency measurements as a basic tool to
monitor and classify the levels of damage and fifeceof repair works for the five
prescribed beams. The comparison of identified mddequencies for different

structural conditions is given in Table 7.1.

7.3.1.1 Natural Frequencies of Beam A

Beam A was artificially damaged so as to inveséghae effects of increasing structural
damage on modal parameters. Before starting theagenscenario and after each

loading step different modal tests were conducted.

For the damage scenario, the beam was loaded bwsnudafour-point static load,

Figures 6.1 and 6.2. The loading was applied ia fbading/unloading cycles with peak
forces of 3, 6, 10, 13 and 16kN, respectively. Tieximum load of the last loading
cycle was decided to be corresponding to the aonalytiltimate load with respect to

flexural resistance of P = 18kN. Due to the sigaifit flexural cracks emerged in the
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beam; the loading process was stopped before tingate load is reached. After the last
loading cycle, the beam had substantial distribatedking over the central span. The
first visually observed cracks occurred at a load@kN. At the end of each static load
step, the beam surface was visually inspected tp wma the crack distribution
associated with that step. After the final load aiwnic test, the beam was repaired as the
defective zone strengthened by bonding external CBReets type TORAYCA-FT
300B) of 500mm long and 90mm width.

The results of frequency deviation of each loadingdition from the reference intact
case for beam A are shown in Figure 7.1. As casdamn in this figure, the drop in
natural frequencies for the first mode is quitengigant compared to the drop in higher
modes, which suggests that the first mode of vidmais more influenced by the crack
pattern than higher modes. The variation of freqyeappeared less significant for
higher modes, which can be attributed to the ta&t the mid span cracked area is close
to the modal nodes of these modes. Close to thepletenfailure stage (P=16kN,
M=1.62kNm), maximum drops of 20.6%, 11.8%, 9.6% a4Ad% were observed for
the first four bending frequencies, respectively.nétable observation is drawn as
thereabouts 6% drop in the first bending frequefooyresponding to 6kN load) was
obtained, although the beams’ sections were vigual a flawless condition. A
maximum of 7.2% of frequency deviation was recodei@ the first bending mode
when the beam was repaired. However, the ratecolvexy was slower for the higher
modes because the modification likewise the detic;m affected heavily the first

mode.
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Figure 7.1: Deviation in resonances of beam A wifferent loading levels.

7.3.1.2 Natural Frequencies of Beam B

For the damage scenario, the beam B was loadedeaysnof four-point static load,
Figures 6.1 and 6.2. Similar to beam A, the loadimgs also applied in five
loading/unloading cycles with peak forces of 316, 13 and 15.5kN, respectively. The
intended maximum load of the last loading cycle wasesponding to the theoretical
ultimate load with respect to flexural resistanéePo= 18kN. Due to the significant
flexural cracks emerged in the beam; the loadingcgss was stopped before the
ultimate load is attended. Also as what happendxtam A, the first visible cracks took
place at a load of 10kN, however unlike beam A,ntimber of cracks and their length
increased substantially with the loading process.th® final stage of the damage
scenario, many cracks with a typical length of 4DA@n spread over more than half the
central length of the beam (Figure 6.4). At thalfistatic loading step, and just before
the formation of plastic hinges, the process wapmd; the beam was dynamically
tested and then repaired. To repair the damagealdfeetive zone was strengthened by
bonding external CFRP sheets type TORAYCA-FT 300B%500mm long and 90mm
width.

The modal frequencies of free-free beam B is dsegkaignificantly with the progress
of damage compared with beam A, as can be seemumeF7.2. Through the loading

process the beam witnessed considerable numbeaaks; therefore, it was manifested
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as bigger drops in frequencies. When the beam’siossc were visually in the
uncracked state (P=6kN, M=0.61kNm), the first finequencies decreased by 8.8%,
3.8%, 4.6%, and 3.3%, respectively compared to itlitgal intact state. The big
differences in natural frequencies conclude thatation-based methods are able to
detect damage at its early stage, without any @ppasisible change in the condition.
At the final load step (P=15.5kN, M=1.57kNm), whtwe beam was severely damaged
and formation of a plastic hinge was imminent, fivet four natural frequencies
decreased by 30.5%, 18.9%, 14.6% and 16.5, resphgtcompared to the intact state.
As the drop in natural frequencies of the sevetleiyjaged beam is quite big, vibration-
based assessment methods could be recognisaldgditiWhen the damaged zone was
repaired, the beam became noticeably strongertreng@roperties were modified. The
first four natural frequencies increased, respebtivby 9.7%, 3.1%, 5.0% and 5.3%
compared to the undamaged stage. For both beamus, Beand beam B, and for all
bending modes of interest the most important redngh frequencies took place at the
third loading cycle (10kN) when the damage becaomsiderable and the cracks were

visible.
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Figure 7.2: Deviation in resonances of beam B witferent loading levels.
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7.3.1.3 Natural Frequencies of Beam C

In this damage scenario, beam C was subjectedutepfaint static load. The loading
was applied in two loading/unloading cycles withalpeforces of 10 and 14.5kN,
respectively. The maximum loads for the two loadoygles were far beyond the
theoretical design ultimate load with respect éxdiral failure of P = 5.6kN (2.1kN.m).
At the final stage of the damage scenario, manyewigen cracks with a typical length
of 60—80 mm spread over more than half the len@tth® beam. Also, the mid span
compression zone of the beam was crumbled, FigureT®e cracks went through the
bottom face of the beam and displayed crack width4-3 mm under full loading

condition.

The investigation of the discrepancy of frequeneiéh escalation of damage for beam
C is shown in Figure 7.3. In addition to the stagtipoint condition, the effect of
damage on the natural frequencies was limited w ltvading conditions, where the
beam was heavily loaded and severely cracked. Asbeaseen from Figure 7.3, the
measured frequencies of the first four modes deecrkaontinuously responding to the
increasing damage. In contrast with the previous ¢ase studies, damage location and
size affected equally all the four bending modethadoading pattern allowed cracking
behaviour being out of the middle zone. Very cltsehe complete collapse stage
caused by the beam self weight along with a staticpoint load of P=14.5kN, the first
four natural frequencies decreased substantiallg38%, 33.6%, 42.1%, and 32.8%,

respectively, compared to the initial intact state.

As the drop in natural frequencies of the seveddynaged beam was quite big,
vibration-based assessment methods could be pelgeptilised as a safety warning

tool for structures.

Interestingly, the deviations in natural frequescieaused by damage were large,
measurable and higher than common changes gendrgtsgasonal environmental
changes, such as temperature. To conclude, appatedin30% deviation in resonance
compared with the intact state resonance may berads if the beam is imminent to
complete breakage. As a parting comment, one ca@ll do this conclusion and

generalise a relationship between the damage ampidmatural frequencies as similar
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results were repeatedly reported in research caedun full-size RC girders (Mordini
et al., 2007; Ren and De Roeck, 2002; Unger e2@06).
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Figure 7.3: Deviation of frequency in beam C urdiéferent damage levels.

As a practical comparison with the effect of tenapere variation on resonance
frequency, the first resonance in the Z24 concbeiige dropped only by 2.5% when
the temperature changed betweef @0 40C, and the second natural frequency
increased only by 2%. On the other hand, when thehalt layer contributes
significantly to the overall bridge stiffness abgaro temperature degrees, the first and
second natural frequencies increased by 10% frenbaiseline frequency (Peeters et al.,
2001). Moreover, about 10% seasonal variationsiénftequencies of a three-span RC
footbridge were frequently monitored by Askegaard Bossing in each year of a three
year period test (Sohn, 2007).

7.3.1.4 Natural Frequencies of Beam D

In beam D, the effect of artificially induced void considerable size at one end of the
beam was investigated in an effort to simulate tprakcnon-symmetric defect. At one

end of the beam, a cavity hole of (46 x 5)cm dimension was inserted. A comparison
of natural frequencies for the first five bendingdes gained for the solid beam as well

as the end-hole beam can be seen in Figure 7ig.glite surprising that the natural



7. Damage Identification using Modal Parametersthatt Formulations 160

frequencies for both conditions of each specifidmwere close. More specifically, the
natural frequencies of the end-hole sample weghtyi higher than frequencies of the
solid sample, except for the second and third motles change was 6.9% for the first
mode, but 2.4% and 0.4% for the fourth and fifthdeorespectively. The decreases for
the second and third modes were 5.2% and 2.7%.rappwg, the effect of drop in mass
for the defective beam on the natural frequencias sompensated by almost similar
drop in stiffness. Unlike the previous damage céseams A, B and C) as the changes
in frequency of similar trend for all modes, thesymmetrical nature of this beam
marked mutual trend in frequency change betweenemotihese results indicate that
when a structure is inflicted with global damagelsas voids, deviations in natural

frequencies can be considered as quiet and modeainpters for structural condition

assessment.
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Figure 7.4: Comparison of frequencies in beam D.

7.3.1.5 Natural Frequencies of Beam E

The effect of two symmetrically induced voids ofesi(20x 10 x 6)cm at the ends of
flexural member was explored in beam E (Figure.68xomparison of changes in
frequencies between the solid and two-void beashavn in Figure 7.5. In this case,
the trend of change in frequencies was uniform hes ttvo-void beam had higher
frequencies compared with the solid beam for th&t five modes of vibration. The
variations of frequency of the defective samplerfrihe solid baseline beam for the five
modes were 32%, 24.4%, 8.6%, 16.3 and 18.8%, riégelgc Obviously, the size and
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location of these defects were big enough to beaked through the changes in
frequency. In addition, the substantial decreagbermass of end elements contributed
more to the frequency compared to the associateztse action of stiffness loss. The
global nature of modal frequency gives the advantagdetect these faults despite the
fact that these holes were produced at minimunsstzene of the beam. In this context,
frequency measurements and comparisons campaigeatedthat natural frequency
changes caused by the damage significantly hidfaer the expected changes produced
by seasonal temperature changes that natural fieguean be used credibly as

assessment parameter for the integrity of constetietures.
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Figure 7.5: Comparison of frequencies in beam E.
7.3.2 Effect of Damage on Modal Damping

7.3.2.1 General

In general, the presence of cracks in structuehehts often increases the amount of
the energy dissipation. This manifests itself agtratied peak height and peak width of
the FRF measurements. Damping measurement remdberdnly practical estimate of
the dispersive energy in dynamic systems. In thetestt of damage and integrity
identification, damping might be utilised as damaggection parameter, because it is
sensitive to changes in stiffness of structuramelets (Williams and Salawu, 1997).

Modal damping ratios from the given five laboratdsgams were experimentally
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obtained for the original samples and after addlaghage or defect to these samples.
Although damping values are difficult to be checkaud verified analytically, all
reasons that could undermine the quality of eseémadre overcome. Quality factors for
damping ratio estimate such as resolution of speclines, quality of FRF
measurements and suitability of testing model vesrgured, which provides credibility
to the results revealed in this investigation. Hegre damping estimation in unloaded
free-free beam under dynamic testing could proveds damping than in the loaded
simply supported beam because of the closing oh apacks. A comparison of the
identified damping ratios for beams A, B, C, D &d shown in Table 7.1. In addition,
damping measurements as functions of increased gtaimad parameter to track the

damage for each beam is individually discussetierfollowing subsections.

7.3.2.2 Modal Damping of Beam A

The normalised measured modal damping for beamr Aht® four bending modes are
given in Figure 7.6. Although estimation of dampimgludes relatively high errors,

quite consistent modal damping measurements wenmedfthrough the course of this
case. For the consecutive loading steps, changasdal damping ratios were quite
regular as they increased with the magnitude odl.ldéigh damping would suggest
energy dissipation mechanism because of the presginwidely spread cracks. At the
severely damaged beam stage (P=16kN), the modabidgrmmcreased by 39%, 6.3%,
33%, and 78.1% for the four modes of vibration eesipely compared to the intact
beam damping. In this case study, one unanticipfteting was the little damping

ratios of the second mode, which can be accoumtetet fact that modal damping of
this mode was less likely influenced by damage. Mthe beam was repaired, damping
ratio decreased by 19%, 1.7%, 24% for the firseghbending modes, but it was
increased by 1.9% for the fourth mode compared thighdamping of severely damaged
case. On the whole, this finding indicated an improent in the strength of the
repaired beam. Unusually and very limited, modahpiag ratios of the second and
third modes for 6kN load step, and third mode daly3kN load step, were lower than
damping ratios for the starting point (intact) beeondition. Trends similar to this were
observed by other authors (Salawu and Williams4)99owever, the rate of change of

damping with the progressive damage appeared acadli non-uniform because the
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damping ratios were estimated assuming linear tstreicto non-linear FRFs. Non-
similar repetitions of impact excitation in the afition, position and magnitude may

also cause unexpected behaviour in damping measatem
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Figure 7.6: Deviation in damping ratios from th&act condition for beam A.

7.3.2.3 Modal Damping of Beam B

Even quite clearer than the case of beam A, th&snbexhibited obvious increase in
modal damping ratios with the progress of damaygel.lén Figure 7.7, the normalised
measured damping ratios for the first four benamages with evolution of damage are
given in reference to the intact beam. At the selyatamaged beam stage (P=15.5kN),
the modal damping increased notably by 143%, 96%4%4, and 141% for the four
modes respectively compared to the intact beam wem@his indicates realistic
situation of damage for beam B at the end of tbadlstep, where the beam went
through extensive cracked pattern. As was seenatara frequency trends, modal
damping of the first mode increased significandgponding to the increasing damage.
Markedly, for the repaired beam, the first four gamg ratios decreased by 40%, 33%,
23% and 31% from the severely damaged (15.5kN) ktade for the four modes,
respectively. The effect of modification added e trepaired beam was sufficiently
exposed. For this beam, damping ratios of the 1Ried step were oddly higher than

the successive 15.5kN load step for the four moteis. is not uncommon phenomenon
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as it was as well experienced by other resear®@wgrigsa, 2007). This observation may
be accounted to the model used to extract the dewptios by which linear models are
used to fit non-linear FRFs. Additionally, the \aion in position, magnitude and

direction of successive excitations are affectedcibnsistency of FRF measurements.
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Figure 7.7: Deviation in damping ratios from th&nt condition for beam B.

7.3.2.4 Modal Damping of Beam C

Results of the identified modal damping for fledunaodes of beam C are given in
Table 7.1. Subjecting beam C to a four-point stitéxl of 10kN produced distributed
cracked condition, and increased the identified glagratios significantly, as shown in
Figure 7.8. For this load step, the modal dampat@ps were increased by 60%, 8%,
213% and 555% from the undamaged beam for therfmdes, respectively. On the
other hand, damping ratios were dropped as the bearing condition was increased
producing completely heavily distributed open csdkigure 7.8. The behaviour was

also noted in beam B when the damping ratios drbsethe load was increased from
13kN to 15.5kN.

7.3.2.5 Modal Damping of Beam E

The damping ratios of the normal (solid) state defictive (two-void) state for beam E
are given in Table 7.1. The measurements showedntbdal damping of the solid
beam is higher than damping of defective beam fbidantified five modes. The

highest difference was pronounced in the first mddegeneral, the observation holds
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satisfactorily with the theory seeing that the damgf each mode is = 2évVkm, and

the loss of mass and stiffness manifested as lompdey (C).
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Figure 7.8: Normalised change in modal dampind&am C.

7.3.3 Effect of Damage on Frequency Response Furcts

One of the direct and simplest methods to detextetistence of the nonlinearity of a
concrete structure, prevailing as cracks, relieshenraw FRF measurements. It was
noted that a clear difference between the shapasiafe point FRF measurement for a
beam in different damage stages could provide &uusstimation of the degree of
damage. The distortion in the FRFs becomes gresdben the level of damage is
increased. The effect of damage development osliape of drive point measurement
for beams A, B and C is shown in Figure 7.9. As lsamoted from the subplots of the
figure, there are clear shifts in the resonance amdresonance with the progress of
damage. The shift in resonance becomes highereirhitfher modes. In addition, the
amplitude of the spectrum for the severely damdgsaim was less than for the lightly
damaged beam. This is accounted for the releasexjershown as higher levels of
damping. Furthermore, in the cases of heavily |[damewell as the repaired beam, the
beams tend to have less sharp resonance peaksreohtpahe intact and lightly loaded
beam, suggesting again development of higher dagnpitth the escalating damage. On

the other hand, FRFs for the severely damaged [sb@amw multiple secondary peak