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Abstract

Predictive modeling in medicine involves the development of computational models which are capable of analysing large amounts of data in order to predict healthcare outcomes for individual patients. Computational intelligence approaches are suitable when the data to be modelled are too complex for conventional statistical techniques to process quickly and efficiently. These advanced approaches are based on mathematical models that have been especially developed for dealing with the uncertainty and imprecision which is typically found in clinical and biological datasets. This paper provides a survey of recent work on computational intelligence approaches that have been applied to prostate cancer predictive modeling, and considers the challenges which need to be addressed. In particular, the paper considers a broad definition of computational intelligence which includes evolutionary algorithms (also known as metaheuristic optimisation, nature inspired optimisation algorithms), Artificial Neural Networks, Deep Learning, Fuzzy based approaches, and hybrids of these, as well as Bayesian based approaches, and Markov models. Metaheuristic optimisation approaches, such as the Ant Colony Optimisation, Particle Swarm Optimisation, and Artificial Immune Network have been utilised for optimi-
ing the performance of prostate cancer predictive models, and the suitability of these approaches are discussed.

**Keywords:** prostate cancer prediction; predictive modeling; computational intelligence; machine learning; soft computing; disease classification; evolutionary computation; metaheuristic optimisation.

1. **Introduction**

The increasing availability of electronic healthcare databases is enhancing opportunities for developing computer-based prediction and decision support models which can be used to improve the management of patients by healthcare professionals. An important challenge for clinical teams remains the prediction and assessment of risk, and the development of accurate approaches for diagnosing, and predicting the diagnosis and therapeutic responsiveness and outcomes. The aim of predictive modeling in the context of medicine involves the development of computational models which are capable of predicting future events and/or healthcare-related outcomes for patients using contemporarily-available healthcare data ([Waljee et al., 2014](#)), ([Shariat et al., 2009b](#)). These models can be based on statistical techniques or computational intelligence techniques, with the latter being a relatively new strategy.

Computational intelligence approaches combine evolutionary algorithms such as the Genetic Algorithm and Particle Swarm optimisation, with machine learning algorithms such as the Deep Learning, Support Vector Machines, Bayesian models, and hybrids of these ([Mumford & Jain, 2009](#)) for optimising the performance of the prediction model. Machine learning algorithms have a fundamental role in predictive modeling, as they can be utilised to create the component which learns from existing patient data in order to be able to make predictions on new patient data. Take, for example, a model which has been developed to predict prostate cancer. Given a set of inputs (also called features, predictors, variables, observations) and a set of clinical results (also called targets), a model can be trained to learn the inputs of this dataset. Once the learning pro-
cess is accomplished, then the model can accept new inputs and predict clinical outcomes.

Clinical prediction systems which consider a profile of variables for predicting an outcome require sophisticated computational methods (Tewari et al., 2001). Computational intelligence approaches have the capability to deal with the imprecision and uncertainty which is typically apparent in clinical and biological data. Furthermore, these approaches are effective when the data to be modelled are too large or complex for conventional statistical techniques. For example, computational intelligence algorithms have been used in risk prediction models for breast cancer (Hameed & Bagavandas, 2011), (Bourdes et al., 2007), cardiovascular disease (Vijaya et al., 2010), and lung cancer (Sun et al., 2008), (Balachandran & Anitha, 2013), (Diaz et al., 2014), (Dass et al., 2014), (Kumar et al., 2011).

This paper provides a survey of recent work on prostate cancer predictive modeling using computational intelligence approaches, provides a broader perspective of the area, and considers challenges that remain to be addressed.

The paper is structured as follows: Section 2 introduces the process of creating a classifier, cross validation techniques, and evaluation of classification models. Section 3 discusses the recent advances in computational intelligence algorithms that have been developed for prostate cancer, particularly the application of Artificial Neural Networks, Deep Learning, Fuzzy approaches, Support Vector Machines, metaheuristic optimisation, Ensemble learning algorithms, and Bayesian approaches, including the Bayesian Network, and the Markov model. Section 4 discusses considerations for selecting a suitable metaheuristic optimisation method. Section 5 provides a discussion of advances, challenges and future areas of potential research. A conclusion and future directions are presented in Section 6.
2. Cancer Classification and Evaluation

Classification is the process of finding a model which is capable of distinguishing data records into classes. Prior to constructing a classification model, the dataset must be prepared using processes that may include the following:

- **Data normalisation** includes filling missing values, identifying and removing outliers, grouping variables, and normalising data.

- **Feature extraction** is the task of representing the original data in a reduced dimensional space. Feature extraction approaches are related to dimensionality reduction methods which include Principal Component Analysis (PCA) and Singular Value Decomposition (SVD).

- **Feature selection** involves selecting the most useful features without altering the original data representation, and hence choosing a subset of the features relevant for the task. In large datasets, evolutionary approaches such as the Genetic Algorithm can be used for finding the best subset of features.

Whether a feature extraction or selection approach is required depends on the type of data and the task. For example, feature extraction approaches are commonly applied to tasks involving image processing, for which it is important to represent the original image in a reduced dimensional space from which noise has been eliminated. On the other hand, feature selection is important for clinical data when the names of the features are important, for example when identifying which symptoms are the best predictors of a cancer; or when trying to identify which combination of features ('biomarkers') would make up the optimum cancer ‘fingerprint’.

A classification model can be constructed once the data preparation stage is completed. The process of constructing a classification model comprises of two main phases, as illustrated in Fig. 1:

1. **Learning phase** (or training phase) in which the data are analysed using a classification algorithm, and from which a classifier (i.e. learned model) is
created. During the learning phase, the classification algorithm analyses a set of training data which contains data records comprising of a set of inputs (also called features, predictors, variables, observations) and their known class labels (also called targets, known outputs) in order to learn from the data and build the classifier. A class label is the outcome of an event, for example cancer stage after diagnosis. The class labels are only used during the training process in order to enable the classifier to reason with the inputs. It should be noted that, since the class labels are provided to the classifier during the learning process, this phase is also known as supervised learning. Supervised learning is different from unsupervised learning (or clustering), during which the class label of each data record is not known in advance. Once a classifier is trained, a classification model is derived, and that model is used to predict the class labels of data records for which the class labels are unknown. The classification model may be represented in the form of neural networks, classification rules, graphical models such as Bayesian networks, Markov random fields and decision trees, or as a mathematical/statistical formulae (Han et al., 2011). Fig. 1 provides an overview of the process of creating a classification model for predicting patient outputs (i.e. class labels); and

2. **Prediction phase** (or testing and validation) of the model is used for classification/prediction tasks. During this phase, the learned model classifies new unknown data (contained in test and validation datasets) which have not been previously seen by the model in order to evaluate the accuracy of the learned model. Initially, the predictive accuracy of the model is evaluated and, if it is acceptable, then the learned model can be used for prediction.

Studies show that the accuracy of the classifiers depends on the specific dataset and the problem to be solved, and that there is no single classifier which outperforms all other classifiers across all tasks. Furthermore, the choice of validation method influences the reported accuracy of the classifier. The
Figure 1: Process of creating a predictive model: Initially the dataset is prepared and a classification model is constructed. At the Learning Phase, the classifier learns from inputs (e.g. patient data records) and known class labels (known result). At the Prediction Phase, the classifier takes as input a new previously unseen records and predicts their class labels.

concept applies to clinical and biological data, and challenges related to sample size, especially when biological data is concerned [Swan et al. 2013].

There are a number of methods and metrics which can be used for evaluating the predictive performance of a classifier. Predictive models are most commonly evaluated using the cross-validation method discussed in Section 2.1 and a number of evaluation measures which are discussed in Section 2.2.

2.1. Cross-Validation

Cross-validation is a technique for evaluating the performance of a model in terms of how well it performs on an independent dataset which was not used during the learning process. Cross-validation is also used for estimating how accurately a model will perform in clinical practice, and also for estimating how a selection of biomarkers can affect the outcome of a classification or prediction model.

As previously mentioned, in a typical prediction problem, a model is usually trained on a given dataset and known class labels (training dataset), and tested
on a previously unseen dataset of unknown data labels (testing dataset). Let A be an $m \times n$ matrix containing $m$ number of records (e.g. patient records), and $n$ number of variables (a.k.a. features, factors, or predictors). A record $X$ is represented by an $n$-dimensional vector, $X = x_1, x_2, \ldots, x_n$, where $n$ is the total number of variables. Each vector, $X$, is given a known class label. In k-fold cross-validation, the original dataset $A$ is partitioned into $k$ approximately equally sized subsets, $A_1, A_2, \ldots, A_k$. A single subset is retained for testing the model, and the remaining subsets are used for training the model. The cross-validation process is then repeated $k$ times (i.e. $k$ folds), with each of the $k$ subsets used exactly once as the validation data. Hence, in the first iteration subsets $A_2, \ldots, A_k$ are treated as the training set to create the first model, which is tested on subset $A_1$; the second iteration is trained on subsets $A_1, A_3, \ldots, A_k$ and tested on $A_2$; and the process continues. The accuracy is calculated by averaging the evaluation results obtained from each $k$ fold to produce a single estimation. Evaluation measures that are typically used are described in Section 2.2. The number of $k$-folds is selected based on the size of the dataset, and usually ranges from 2 to 10 folds, but in general $k$ remains an unfixed parameter.

Two commonly used types of $k$-fold cross validation are employed in clinical research: leave-one-out and stratified cross-validation. With leave-one-out cross validation, one record is left out as the testing data and the remainder of the records are used as the training data - this process is repeated in every fold. Furthermore, in leave-one-out cross validation, the number of $k$ folds is equal to the number of records $m$, such that $k = m$; the training and testing process is repeated $m$ times, with a different record being left out for testing each time until all records are left out. With stratified cross-validation, the folds are stratified so that they contain approximately the same proportions of labels as the original dataset. (Kohavi 1995) provides a comprehensive overview of cross-validation and other validation approaches for accuracy estimation and model selection.

Finally, it is important to adopt a cross validation methodology when constructing classification models in order to avoid overfitting the classification
model to the trained dataset. Overfitting occurs when a model describes ran-

don error or noise instead of the underlying relationship, and can occur when

a model is excessively complex by having too many parameters relative to the

number of observations. A model will exhibit very good training performance

and very poor predictive performance when overfitting occurs. Therefore, a

suitable cross-validation should be adopted when evaluating computational in-
telligence models in order to ensure an efficient and more accurate reporting of

the performance of the model.

2.2. Evaluation of Classification models

The performance of classification models in clinical tasks is often evaluated

by the Receiver Operating Characteristic (ROC) curve analysis, an approach

which is fundamental in clinical research. The ability of a system to differen-
tiate between the data records in given classes (e.g. cancer patient or benign

(no cancer disease) patient), is often measured by quantifying the ROC Area

Under the Curve (AUC). The True Positive Rate (TPR, Sensitivity) measures

the proportion of actual positives which are correctly identified as such (e.g.

the percentage of cancer patients who were correctly identified as cancer pa-
tients), and the False Positive Rate (FPR, measured as 1-Specificity) measures

the proportion of actual negatives which are incorrectly identified as positives

(e.g. the percentage of benign patients who were incorrectly identified as can-
cer patients). The aim is to identify the optimal cutoff point which maximises

the number of True Positives and minimises the number of False Positives on

the ROC curve. This is often decided by the operator who is constructing the

model.

The Area Under the Curve is a reflection of how good the system’s perfor-
mance is at discriminating between patients with and without disease, and the

larger the Area Under the Curve the better the performance. Examples of ROC
curves are presented in Fig. 2 which shows the results from evaluating the

efficacy of four different types of tumour markers, as prostate cancer predictors,
at various cutoff points (Chadha et al. 2014).
Figure 2: Receiver operating characteristic (ROC) graphical representation of the relationship between sensitivity and specificity. Each graph models the probability of local disease versus metastatic prostate cancer. Each ROC curve evaluates the efficacy of a tumour marker, as a prostate cancer predictor, at various cutoff points, and shows the Area Under the ROC curve. The figure shows that PSA (Prostate-Specific Antigen) and TNF (tumor necrosis factor-α) levels were the strongest predictors of local versus metastatic disease. Soluble tumor necrosis factor-α receptor 1 (sTFNR1) was also a reasonably good predictor (Chadha et al., 2014).
3. Computational Intelligence Approaches to Prostate Cancer Predictive Modeling

Computational intelligence concerns the theory, design, application, and development of biologically and linguistically motivated computational paradigms which include Artificial Neural Networks, Genetic Algorithms, Evolutionary algorithms, Fuzzy systems, and hybrid intelligent systems. In contrast, computational intelligence is efficient in solving problems which require reasoning and decision-making and which traditional statistical models often fail to handle, mainly due to uncertainty, noise and dynamically changing data. This section describes the literature on computational intelligence approaches that have been applied to the prognosis and diagnosis of prostate cancer.

3.1. Artificial Neural Networks

Artificial Neural Networks are learning algorithms that are inspired by biological neural networks (the central nervous systems of the brain), and they consist of a set of interconnected input/output units in which each connection has an associated weight. The interconnected ‘neurons’ send messages to each other and their numeric weights can be tuned on the basis of the neural network’s experience, thereby making neural networks adaptive to inputs and capable of learning. During the learning phase, neural networks learn by adjusting their weights in order to predict the class label of the input records. Neural networks must be trained for long periods of time before they can be applied to solving problems such as classification or prediction. The limitation of the Artificial Neural Network is that it is difficult for humans to understand the symbolic meaning behind the learned weights of the hidden units in the network, which makes it difficult to understand the qualitative reasoning behind the decisions that are made by the neural network. In addition, neural networks are more prone to overfitting than other computational intelligence algorithms and hence it is important to adopt a validation methodology, such as k-fold cross validation when reporting the performance of the neural network. The advantage of
the Artificial Neural Network is that it often performs well with classifying data which have not been included in the learning process (hence data that have previously been unseen by the model).

3.1.1. Artificial Neural Networks on Clinical Data

Artificial Neural Networks have been applied to the early detection \cite{Stephan2009} and diagnosis of prostate cancer \cite{Djavan2002}, and for the prediction of its outcome \cite{Ecke2012}. Neural networks are also effective for early diagnosis of prostate cancer when integrated into expert systems. The performance of the Artificial Neural Network has been compared to that of nomograms for detecting prostate cancer, and the vast majority of the literature supports the proposition that Artificial Neural Networks perform better than nomograms for risk prediction, and disease diagnosis and prognosis \cite{Shariat2009a}.

Interestingly, some studies have found that the predictive performance of the nomograms was close to that of the Artificial Neural Network, and that the performance of these models is dependent on the data and task in question. However, the outcomes of such studies were inconclusive. For example, \cite{Ecke2012} compared the performance of Artificial Neural Network against the nomograms developed by \cite{Karakiewicz2005} and \cite{Kawakami2008}, and found that, during the testing phase, each of the methods performed very similar to each other, with no definitive answer to which is best. Consequently, they concluded that Artificial Neural Networks would be more successful for increasing detection rates, in daily practice, than nomograms. Artificial Neural Network classifiers have been applied for early diagnosis of prostate cancer and aiding the decision-making process without the need to perform a biopsy on patients. \cite{Cinar2009} applied an Artificial Neural Network and Support Vector Machines for early prostate cancer diagnosis on a reduced dataset (which comprised features: Prostate Specific Antigen (PSA), prostate volume, density, and smoking). To obtain the set of reduced features, they applied independent sample t-test statistical analysis as a technique for feature selection.
The performance of the Artificial Neural Network was compared to that of the Support Vector Machine classifier, and the results revealed that the Artificial Neural Network and Support Vector Machine performances were very close. The performance of the Artificial Neural Networks reached its highest with 81% sensitivity, 77.9% specificity, and 79.1% accuracy, whereas the Support Vector Machine reached its highest performance with 84.2% sensitivity, 74.8% specificity, and 81.1% accuracy, thereby slightly outperforming the neural network.

Similarly, Saritas et al. (2010) devised an Artificial Neural Network for the prognosis of cancer, the aim of which was to help doctors to decide whether a biopsy is necessary. They used data obtained from 121 patients who were definitively diagnosed with cancer after biopsy. Their results revealed an Area Under the Curve of 94.44%, thereby suggesting that an Artificial Neural Network system can help doctors make quick and reliable diagnoses. However, these results appear to be inconclusive due to the very small dataset which was used and validation methodology adopted – 92 randomly selected records ($n = 92$, 70% of the total data) were used for constructing the dataset used for training the Artificial Neural Network, and the remaining 29 data records ($n = 29$, 30% of the total data) were used for constructing the test dataset.

It is important to mention that when comparisons between prediction models, nomograms and other statistical models, are carried out, the same data and evaluation measures must be used for evaluating the predictive accuracy of the models in order to allow a fair comparison between them. This will reveal whether computational approaches are superior to nomograms when trained and tested on small datasets. Such a comparison is described in Cosma et al. (2016).
transrectal ultrasonographic (TRUS) data which was obtained from 684 consecutive patients who had undergone TRUS-guided prostate biopsy. Their results revealed that performance improved when TRUS findings were included, with the ROC analysis revealing an average AUC of 85%.

Artificial Neural Networks have also been successfully applied to determine the probability of malignancy by classifying information extracted from multi-parametric Magnetic Reasonance Imaging (MRI) (Vos et al., 2012). When the performance of the Artificial Neural Network was compared to the systematic biopsy, the results revealed that it can achieve a lower false positive rate than systematic biopsy, and hence it can be utilised as a tool to assist radiologists and guide biopsies to the most aggressive location of the cancer. Using a similar application of neural networks, Matulewicz et al. (2014) have assessed whether an Artificial Neural Network can be utilised to detect cancer using information extracted from endorectal magnetic resonance imaging and magnetic resonance spectroscopic imaging (endo MRI/MRSI), and also information about anatomical segmentation. The Artificial Neural Network achieved a high accuracy with an Area Under the Curve, sensitivity and specificity of 96.8%, 62.5% and 99.0% respectively. Although the dataset used for performing the evaluations was very small and attributed to data availability, combining data obtained from images with information about anatomical segmentation is a promising way forward for improving detection rates.

A hybrid Neural Network and Support Vector Machine system has been embedded in a Computer-Aided Diagnosis (CAD) tool for predicting the Gleason Grade of prostate cancer using histopathology images (Greenblatt et al., 2013). This system uses the quaternion wavelet transform and modified local binary patterns for the analysis of image texture in regions of interest; and then utilises a two-stage classification method for predicting the Gleason grade. Firstly, a quaternion neural network with a new high-speed learning algorithm used for multi-class classification is applied; after which several binary Support Vector Machine (SVM) classifiers are used for classification refinement. Experimental evaluations using the leave-one-out cross validation approach to predict the
Gleason grades (3, 4, and 5) using a dataset of 71 images revealed a high degree of accuracy, 98.87%, and also that it outperformed other published automatic Gleason grading systems. When results were averaged over all the classes, the system achieved a specificity rate of 99% and a sensitivity rate of 96.7%. In the signal processing field, quaternions have been employed in adaptive filtering, including Kalman filtering (Choukroun et al. 2006) and stochastic gradient type of algorithm, such as the Quaternion Least Mean Square (QLMS) (Took & Mandic 2009).

3.1.3. Deep Learning Networks

Deep Learning is a sub-field of machine learning composed of models comprising multiple processing layers to learn representations of data with multiple levels of abstraction (Guo et al. 2016). Deep Learning models comprise multiple levels of distributed representations, with higher levels representing more abstract concepts (Bengio 2013). Deep Learning algorithms are known for their capability to learn features more accurately than other machine learning algorithms, and are considered to be promising approaches for solving data analytics tasks with high degrees of accuracy. Recently, the Deep Neural Network, which is a variation of the standard Artificial Neural Network, has received attention. Many types of Deep Neural Networks exist, some of which are the Deep Boltzmann Machines (Salakhutdinov & Hinton 2009), the Restricted Deep Boltzmann machine (Hinton & Sejnowski 1986), and the Convolutional Deep Belief Network (Lee et al. 2009). These methods have dramatically improved state-of-the-art natural language processing (Mikolov et al. 2013), computer vision (Ciresan et al. 2012), as well as many other applications such as drug discovery and genomics (LeCun et al. 2015), and the analysis carcinoma images (Arevalo et al. 2015a). Convolutional neural networks have been applied for classifying mass lesions following mammography (Arevalo et al. 2015b). The Deep Boltzmann Machine has been applied for feature representation and fusion of multi-modal information from Magnetic Resonance Imaging (MRI) and Positron Emission Tomography (PET) for the diagnosis Alzheimer’s Disease.
(AD) and Mild Cognitive Impairment (MCI) (Suk et al., 2014). The authors applied the system to solve three binary classification problems of AD versus healthy Normal Control (NC), MCI versus NC, and MCI converter versus MCI non-converter. Their results revealed that the system was highly accurate, with maximal accuracies of 95.35%, 85.67%, and 74.58%, respectively, thereby outperforming the competing methods. The authors concluded that the proposed Deep Learning method could hierarchically discover the complex latent patterns that are inherent in both MRI and PET. These findings highlight the potential value of Deep Learning on multi-modal neuro-imaging data for aiding clinical diagnosis. The application of Deep Learning algorithms to prostate cancer is starting to emerge. Guo et al. (2015) proposed a deep-learning based approach for the segmentation of the prostate using Magnetic Resonance (MR). Instead of training a classifier using handcrafted features, the authors have proposed a Deep Neural Network based approach which learns the feature hierarchy from the data. They found that the learned features were often more accurate in describing the underlying data than the handcrafted features.

Deep Belief networks are another type of Deep Learning Networks. Deep Belief networks are probabilistic generative models that are composed of multiple layers of stochastic, latent variables. Azizi et al. (2015) have developed an automatic feature selection framework for analysing temporal ultrasound signals of prostate tissue. The framework is based on a Deep Belief Network (DBN) model and consists of: an unsupervised feature reduction step that applies the model on spectral components of the temporal ultrasound data; and a supervised fine-tuning algorithm that uses the histopathology of the tissue samples to further optimize the model. Finally, a Support Vector Machine (SVM) classifier uses the activation of the Deep Belief Network as input to predict the likelihood of cancer.

3.2. Fuzzy Approaches

Traditional classification algorithms such as the Artificial Neural Network and the Support Vector Machine group each item into a single set (or class). In
classical set theory, sets can wholly include or wholly exclude any given element (i.e. item). A fuzzy set is a set without a crisp or clearly defined boundary and can therefore contain elements with partial degrees of membership. Fuzzy rule-based systems are mathematical models that are based on fuzzy set theory (Zadeh, 1965), and are suitable approaches for solving classification and prediction problems in circumstances in which an item can partially belong to one or more sets (assigned a degree of membership for each set). Such approaches therefore resemble human-like reasoning. Fuzzy rule-based systems have been especially designed for dealing with the uncertainty and the imprecision found in data which are typical in medical data that are used for prognosis and diagnosis of disease in patients.

As an example, one could consider the task of predicting the prostate cancer stage of patients so that the prediction can assist clinicians when deciding on the best treatment for the patient. Assume that true is represented by the numerical value of 1 and false the numerical value of 0, fuzzy logic permits in-between values like 0.35 stage I and 0.74 stage II cancer. Hence, the values represent the degree of membership of an element in set Stage I and set Stage II respectively. This degree is computed via a membership function. A membership function defines how each point in the input space is mapped to a membership value (or degree of membership) between 0 and 1. Fig. 3 illustrates a membership function developed by Castanho et al. (2013) neuro-fuzzy system.

Fuzzy rule-based systems are suitable approaches for tasks which require reasoning with data which contains degrees of uncertainty, as these approaches provide a simple, IF-THEN rule-based approach to solve a problem. Fuzzy rules can be expressed using linguistic features (e.g. clinical test names, for example: PSA, age) to create the rules which map inputs (e.g. clinical test results: PSA=14.0, Gleason 1=4, Gleason 2=4, age=70, etc.) into outputs (e.g. prostate cancer risk=Very High). Importantly, the derived rules (qualitative information) can be easily interpreted by clinicians. Fuzzy rule-based approaches add extra value to the prediction since they provide the reasoning behind the prediction in the form of rules. For example, they could provide
insight into which combinations of socio-demographic and early clinical features increase a patient’s risk (useful for making predictions, and treatment decisions personalised to patients).

3.2.1. Neuro-Fuzzy Approaches

To date, fuzzy rule-based approaches are amongst the most popular approaches that have been applied to prostate cancer. Benecchi (2006) predicted the presence of prostate cancer using a co-active neuro-fuzzy inference system (CANS). CANS initially adopts a Genetic Algorithm (GA) to simultaneously search for features and thereafter uses the selected features to derive the fuzzy rules for prediction. Experiments were carried out with data from 1030 men, of which 195 (18.9%) had prostate cancer. All men had total prostate-specific antigen (tPSA) level of less than 20 ng/mL. Men with a Prostate Specific Antigen (PSA) level higher than 20 ng/mL in their bloodstream are likely (but not definitely) to have prostate cancer. The challenge in prostate cancer detection is to identify those men with prostate cancer who have PSA levels less than 20 ng/mL. A PSA level higher than 20 ng/mL may occur due to factors other than cancer, such as urinary infection or an enlarged prostate. Their results revealed that the predictive accuracy of CANS was superior to that of the PSA blood test. Similarly, Keles et al. (2007) have created a Neuro-Fuzzy Clas-
sification (NEFCLASS) tool for the diagnosis of prostate cancer, and prostate enlargement diseases. The symptoms of prostate cancer are very similar to those of prostate enlargement, and the aim of the classifier was to differentiate between these two scenarios and hence assign them to different classes. The authors only used data from 90 cases (and 47 values were missing from these cases), and concluded that the parameters of the NEFCLASS must be tuned for better prediction performance. However, results were inconclusive due to the small amount of data that were used to train and test the model.

Recently, Cosma et al. (2016) developed a neuro-fuzzy computational intelligence model for classifying and predicting the likelihood of a patient having Organ-Confined Disease (OCD) or Extra-Prostatic Disease (ED) using a prostate cancer patient dataset obtained from The Cancer Genome Atlas (TCGA) Research Network. The process for estimating the likelihood that the cancer has spread before treatment is given to the patient, is known as cancer staging prediction. Such a prediction is important for determining the most suitable treatment and optimal management strategy for patients. Clinical test results such as the pre-treatment Prostate-Specific Antigen (PSA) level, the most common tumor pattern in tumour tissue biopsies (Primary Gleason pattern) and the second most common tumor pattern (Secondary Gleason pattern), and the clinical T stage are commonly used by clinicians to predict the pathological stage of prostate cancer. The neuro-fuzzy system by Cosma et al. (2016) takes as input the results of those tests and an additional input, which is the age at diagnosis. Experiments revealed that the proposed neuro-fuzzy system outperformed other computational intelligence based approaches, namely the Artificial Neural Network, Fuzzy C-Means, Support Vector Machine, the Naive Bayes classifiers. The proposed neuro-fuzzy system also performed better than the AJCC pTNM Staging Nomogram (Edge et al., 2010) which is commonly used by clinicians. At its optimal point, the neuro-fuzzy system returned the largest Area Under the ROC Curve (AUC), with a low number of false positives (FPR = 0.274, TPR=0.789, AUC=0.812). The proposed approach is also an improvement over the AJCC pTNM Staging Nomogram (FPR=0.032, TPR=0.197, AUC=0.582).
3.2.2. Genetic-Fuzzy Approaches

Using a different application of the fuzzy rule-based approach, Castanho et al. (2013) have developed a Genetic-Fuzzy expert system to predict the pathological stage of prostate cancer. Such a prediction impacts on the treatment decision provided to patients. Their proposed Genetic-Fuzzy system tunes the fuzzy rules and membership functions using a Genetic Algorithm. Their system achieved an Area Under the Curve of 82.4% which was compared against a system which uses Partin probability tables (i.e. nomogram) that only achieved and Area Under the Curve of 69.3%. It should be noted that in the study by Castanho et al. (2013), the Genetic Algorithm was used for membership function tuning, whereas in previous studies such as that by Benecchi (2006), the Genetic Algorithm was used for feature extraction. This demonstrates the suitability of the Genetic Algorithm for tuning membership functions and feature extraction tasks.

3.2.3. Evolutionary Fuzzy Cognitive Maps

A Fuzzy Cognitive Map (Kosko, 1986) is an extension of cognitive maps which inherited the main aspects of fuzzy logic and Artificial Neural Networks for graphically representing the reasoning behind a given domain of interest. Fuzzy Cognitive Maps describe a system using nodes/concepts (variables, states) and signed fuzzy relationships between them. Although the Fuzzy Cognitive Map bears a resemblance to an Artificial Neural Network, it is a conceptual network and therefore the nodes and arcs within the Fuzzy Cognitive Map are able to follow semantical interpretation. The advantage of Fuzzy Cognitive Maps over Artificial Neural Networks is that knowledge about the casual dependencies within the domain of interest is transparent and hence it can be easily interpreted by humans. However, a limitation of Fuzzy Cognitive Maps is that they are constructed manually, and therefore it may not be feasible to apply them when dealing with data comprising of a large number of variables. In order to address this limitation, Froelich et al. (2012) proposed an evolutionary Fuzzy Cognitive Map approach which is capable of learning Fuzzy Cognitive
Maps. The proposed evolutionary Fuzzy Cognitive Map was applied to predict a patient’s state after a period of time following a suggested therapy plan. The evolutionary Fuzzy Cognitive Map was applied to a small dataset comprising of 40 patients suffering with prostate cancer. The results revealed that the evolutionary Fuzzy Cognitive Map outperformed the basic Fuzzy Cognitive Map. Although it is difficult to determine the reliability of the results given the small dataset, it is important to appreciate that the authors gave appropriate thought to the validation of the results in order to ensure reliability of findings. They applied two methods to validation - method 1: the data were divided into learning and testing sets of the same cardinality (the learning set contained records of 20 patients, the remaining 20 records constituted the testing set); and method 2: the leave-one-out cross validation (LOOCV) method was applied. The results revealed that both validation methods returned very similar results, and this may not have been the case if a larger dataset was utilised.

### 3.3. Support Vector Machines

Support Vector Machine (SVM) ([Cortes & Vapnik, 1995](#)) is a method for the classification of linear and nonlinear data, and uses nonlinear mapping to transform the original training data into a higher dimension. Support Vector Machines then search for the linear optimal separating hyperplane, which essentially is a boundary which separates the records into classes. The Support Vector Machine finds the optimal hyperplane using support vectors (which can be characterised as the most significant training records) and margins (which are defined by the support vectors) ([Han et al., 2011](#)). The Support Vector Machine can be trained using several functions: the Linear Kernel Function, Quadratic, Gaussian Radial Basis (GRB), Multilayer Perceptron Kernel (MP) functions. Fig. 4 shows an example Support Vector Machine applied to ovarian cancer prediction using a linear separation of classes ([Gaul et al., 2015](#)). The most suitable training function is often experimentally selected. Support Vector Machines, when trained using the appropriate training function, are highly accurate and capable of modeling complex nonlinear decision boundaries ([Han et al.](#)).
Figure 4: (a) Accuracy using Support Vector Machine (SVM) feature selection for metabolic detection of early stage ovarian cancer. Plot (a) shows the performance of the SVM based classifier against alternative approaches. A minimum of 16 metabolic features that provided 100% accuracy. Plot (b) shows the optimal linear separation between epithelial ovarian cancer (EOC) and control samples by the SVM-based model. The vertical line is the projection of the separating hyperplane generated by the SVM model. The discriminant linear SVM model was evaluated by leave-one-out cross-validation (LOOCV) (Gaul et al., 2015).

They are also much less prone to overfitting than other computational intelligence methods, and can be used for classification as well as prediction tasks. Support Vector Machines have been adopted to solve decision-making tasks on data which also include data obtained from images, microarray and other clinical data.

The automatic identification of the boundary between the prostate and non-prostate regions is challenging, as the low contrast of ultrasound prostate images makes prostate and non-prostate boundaries fuzzy and noisy. Computational intelligence methods can be applied to identify and segment the prostate region on ultrasound images. Sung et al. (2011) proposed a Computer-Aided Diagnosis (CAD) system, based on Support Vector Machines, for prostate cancer detection using dynamic contrast-enhanced MRI (DCE-MRI) examinations. Their system was evaluated using DCE-MRI examinations of 42 patients, and the results revealed that the system achieved an overall accuracy, sensitivity and
specificity of 83%, 77% and 77% respectively. In a recent study, Haq et al. (2015) also produced a DCE-MRI system for prostate cancer prediction. The approach by Haq et al. (2015) is data-driven and utilises a number of approaches for feature extraction and feature reduction. In particular, Principal Component Analysis (PCA) was applied along with the least absolute shrinkage and selection operator (LASSO) to extract the optimal set of principal components. Using the extracted features, a predictive model was created which was based on the Support Vector Machine classification algorithm. For testing the model, a total of 449 tissue regions were obtained from 16 patients, and the results revealed that the proposed system achieved an Area Under the Curve of 86% when using the leave-one-out cross validation approach.

Fei et al. (2011) have developed a PET/CT directed, 3D ultrasound image-guided biopsy system for improving the detection of prostate cancer. Their system was designed to automatically identify the areas of an image containing prostate and non-prostate tissues. The prostate textures were captured by training the locally placed Wavelet-based Support Vector Machines (W-SVMs). The trained W-SVMs were used to tentatively label the voxels around the surface into prostate and non-prostate tissues based on their texture features obtained from different Wavelet filters. Thereafter, boundaries were formed between the tentatively labelled prostate and non-prostate tissues based on defined weighting functions and labeled voxels. The authors found that, using local texture features and geometrical data, W-SVMs can improve the classifier’s performance with regards to differentiating the prostate tissue from the adjacent tissues. They also found that TRUS image textures can provide important features for accurately defining the prostate, particularly for the regions where prostate boundaries are not clear. The system was evaluated using data sets containing 3-D TRUS images from 5 patients. The system achieved an average DICE overlap ratio of 90.7% ± 2.5%, and an average sensitivity of 90.7% ± 4.9%.

Fig. 5 shows sample segmentation and its comparison with the corresponding gold standard (obtained from manual segmentation) (Fei et al. 2011). Briefly, the DICE overlap ratio is the result of using the DICE coefficient (Dice 1945).
which measures the extent of spatial overlap between two binary images. It is commonly used in reporting performance of segmentation and gives more weighting to instances where the two images agree. A DICE overlap ratio value ranges from 0 (or 0%), indicating no spatial overlap between two sets of binary segmentation results, to 1 (or 100%), indicating complete overlap and therefore perfect agreement. The performance of the system proposed by Fei et al. (2011) was tested on a very small dataset of images, and more evaluations need to be conducted to conclude on the system’s overall accuracy in automatically identifying the areas of an image containing prostate and non-prostate tissues.

Similarly, Kim & Seo (2013) proposed an approach for segmenting prostate tissues using TRUS images and Gabor texture features, snake-like contour smoothing algorithm and the Support Vector Machine algorithm. Gabor feature extraction was applied to smooth the image and remove speckle noises, and the snake-like contour algorithm was then implemented to conclusively define the boundary of the prostate. After identifying the pixels defining the prostate boundary, the Support Vector Machine was trained using the pixels and known class labels (as identified by human experts) for classifying the pixels within prostate and non-prostate. During the testing phase, the accuracy of the algorithm in identifying the pixels defining the outline for the prostate boundary is compared to the results of a human expert who performed the same task. A
total of 20 experimental images were used for the tests and the results revealed that the prostate boundaries generated differed from those that were drawn by human experts by only 10%. More recently, a system proposed by Lehaire et al. [2014] used Support Vector Machines in combination with feature extraction for distinguishing between normal, normal but suspicious, and aggressive classes of cancer tissue found in multi-parametric magnetic resonance (mp-MR) images. The system was evaluated using mp-MR images of 35 patients. The system achieved a mean Area Under the Curve of 78% ± 1%, which compares well with other current state of the art systems.

Gertych et al. [2015] emphasise that although image classification approaches have been developed to identify and classify glandular regions in digital images of prostate tissues, the success of these has been limited by their capability to identify the different types of tissue components such as stroma, benign/normal epithelium and prostate cancer. They proposed a machine learning approach comprising of a Support Vector Machine followed by a Random Forest classifier to differentiate prostate tissue into stroma, benign/normal epithelium and prostate cancer areas. A total of 210 high resolution images of low-grade and high-grade tumors which were collected from 20 radical prostatectomies were manually annotated by two pathologists. The 210 images were split into the training (n = 19) and test (n = 191) sets. In the pre-processing steps, the Support Vector Machine separated the areas of stroma from the epithelium. Subsequently, areas of epithelium were stratified into benign/normal glands and prostate cancer using the Random Forest classifier. The Random Forest classifier was trained with a different number of trees. Algorithms were evaluated by Jaccard (J), area overlap (O) and Rand indices (Ri) in order to determine the concordance of the algorithm-based prediction with pathologist manual annotations. J and O indices for concordance of stroma and epithelium areas were calculated separately, whereas Ri was calculated for stroma and epithelium together. To distinguish benign/normal glands from prostate cancer they trained a Random Forest classifier and obtained separate performance values for benign/normal glands and prostate cancer: JBN = 35.2 ± 24.9, OBN = 49.6 ± 32,
Singireddy et al. (2015) devised a Support Vector Machine classifier to identify biomarkers associated with prostate cancer progression (i.e., cancer stage) using RNA-Seq and the Support Vector Machine classifier. They utilised the Minimum Redundancy Maximum Relevance (mRMR) (Peng et al., 2005) statistical approach to select the best features, and thereafter a linear Support Vector Machine for performing the classification task. Although the reported accuracy was high, in the range of 80% to 99.3%, this was a small-scale study which used a dataset of 106 prostate cancer samples. The authors do not report on the validation approach, nor whether the results reported were of the training or testing stage. Luque-Baena et al. (2014) performed a comparative study of the Stepwise Forward Selection (SFS) and Genetic Algorithms for the analysis of microarray data, with the aim of identifying groups of genes which have high predictive capability and biological relevance. They found that the predictive models returned higher accuracies when the Genetic Algorithm was utilised to select features as opposed to the Stepwise Forward Selection approach.

In summary, the automatic identification of the boundary between prostate and non-prostate continues to be challenging given that the boundary is often not clear in ultrasound prostate images and that their textures are difficult to classify. The identification and classification of cancerous and non-cancerous tissues by analysing image data is also a challenging and ongoing area of research. A common barrier relates to the availability of datasets which are large enough to ensure that the reported system performance is indeed representative. However, the studies conducted thus far in this area are yielding promising results. With regards to extracting relevant features from microarray data, this is also a very complex task because this type of data comprises a large number of features while few samples are generally available (Luque-Baena et al., 2014). The use of metaheuristic optimisation approaches for feature selection and boundary identification warrant examination, and the applications of metaheuristic optimisation algorithms to prostate cancer are discussed in Section 3.4.
3.4. Metaheuristic Optimisation

Metaheuristic optimisation algorithms are designed to solve complex optimisation problems and are applied to find, generate, or select a heuristic (partial search algorithm) that may provide a sufficiently good solution to a problem. Metaheuristic algorithms are especially effective when the information is uncertain and dynamic [Bianchi et al., 2009]. Some of the most popular metaheuristics include the Genetic Algorithm [Holland, 1992], Particle Swarm Optimisation [Kennedy & Eberhart, 1995], Artificial Bee Colony algorithm [Teodorovic et al., 2006], and Ant Colony optimisation algorithm (ACO) [Dorigo & Gambardella, 1997]. Many of these nature-inspired algorithms are developed by studying the evolutionary behaviour of species (e.g. birds, insects, humans) and mimicking this in a computer science algorithm. Metaheuristic optimisation approaches are most commonly used for finding the best features in large datasets. These approaches require their parameters to be carefully tuned using suitable parameter values which need to be adapted based on the dataset and problem to be solved. Furthermore, models which comprise of a collection of optimisation and classification algorithms can be easily over-trained and extensive evaluations using appropriate validation approaches must therefore be carried out. In the subsections that follow, the metaheuristic optimisation approaches which have been applied to derive prostate cancer predictive models are discussed.

3.4.1. Genetic Algorithm

A Genetic Algorithm is an evolutionary algorithm (also known as a search heuristic or metaheuristic) which generates solutions to optimisation and search problems. Genetic Algorithms use techniques inspired by natural evolution, such as inheritance, mutation, selection, and crossover, and are often combined with other computational intelligence approaches to solve classification and prediction problems. Underwood et al. [2012] developed a Genetic Algorithm based method that integrates a simulation model in a Genetic Algorithm with the aim of selecting the best Prostate Specific Antigen (PSA) test screening policy. Comparisons between the results obtained from their proposed method and previ-
ously recommended screening policies revealed that patients should be screened more aggressively, but for a shorter length of time than previously published guidelines recommend. Their research clearly demonstrates how computational intelligence can be used to influence healthcare policies. Treatment planning for radiation therapy is a multi-objective optimisation process. Yu et al. (2000) present a machine intelligent scheme for the planning of radiation therapy which is based on Multi-Objective Decision Analysis (MODA) and Genetic Algorithm (GA) optimisation. They found that a combination of MODA and GA optimisation can provide solutions to practical treatment planning tasks. The authors emphasise the potential for real time applications in radiotherapy. Shi et al. (2013) propose a new approach to segment prostate ultrasound images using the Genetic Algorithm optimisation. Boundary curve representations are derived by using Principal Component Analysis (PCA), after which prostate boundary features are determined and a Genetic Algorithm applied in order to optimize the parameters of the implicit curve representation. Recently, McGeachy et al. (2015) developed a Simple Genetic Algorithm (SGA) for determining optimal seed distributions for low-dose-rate prostate brachytherapy (McGeachy et al. 2015). The SGA performance was evaluated by comparing solutions obtained from a commercial optimizer (Inverse Planning Simulated Annealing [IPSA]) with the same cohort of 45 patients. The results of the SCGA and the IPSA were similar, and clinically acceptable. The Genetic Algorithm has also been used in various hybrid models in which it has been used to optimise the performance of a classifier, or for feature selection tasks. For example, Castanho et al. (2013) proposed a hybrid rule-based fuzzy system for predicting the pathological stage of prostate cancer, which uses a Genetic Algorithm to tune the fuzzy rules and membership functions was discussed in Section 3.2.2. Other hybrid algorithms which use Genetic Algorithms are discussed in the relevant sections of the paper.
3.4.2. Ant Colony Optimisation

In computer science, the Ant Colony optimisation algorithm (ACO) (Dorigo & Gambardella, 1997) is a probabilistic technique for solving computational problems that are concerned with finding the best paths through graphs. Ant Colony optimisation algorithms are based on the behaviour of ants seeking a path between their colony and a source of food - ants search for, and mark, the best solutions and take account of previous markings to optimize their search. Ant Colony optimisation has been applied to solve a variety of issues, including classification (Martens et al., 2007) and data mining problems (Parpinelli et al., 2002). In the prostate cancer classification system proposed by Thangavel & Manavalan (2014), Ant Colony Optimisation was applied to select the best features for detecting prostate cancer from TRUS images. Initially, the Regions of Interest (RoI) were identified from the TRUS images and thereafter optimisation approaches were applied to the selected Regions of Interest in order to find the best features. Rough set based algorithms (namely the Hybridization of rough set based Quick Reduct) were combined with the Ant Colony Optimisation (QR-ACO) algorithm for selecting the best features from the selected Regions of Interest of TRUS images in order to improve accuracy and efficiency (feature selection). As an alternative to QR-ACO, a Genetic Algorithm-Ant Colony Optimisation (GA-ACO) algorithm was also developed for reducing the feature set. Once the best features were selected, the Support Vector Machine was applied for classifying the images to benign and cancer. Their experimental results revealed that the Ant Colony optimisation algorithm is an efficient approach for selecting the minimal features that are required for highly accurate classification of cancer and benign images.

3.4.3. Particle Swarm Optimisation

The Particle Swarm Optimisation (PSO) approach (Kennedy & Eberhart, 1995) is an adaptive, randomly optimal algorithm which is constructed on swarm intelligence, as each particle within the swarm represents a possible solution to the optimisation problem. In a Particle Swarm Optimisation system, a particle
is within the search space and, with each iteration, it adjusts its position on the basis of its own experience and that of nearby particles. The particles evaluate their own position on the basis of a fitness function, and the process is repeated until the number of iterations have been exceeded. Sadoughi & Ghaderzadeh (2013) have developed a system to support the diagnosis of prostate cancer which combines the features of a Back Propagation Neural Network (BPNN) with particle swarm optimisation host. The authors used a dataset from 360 patients who underwent radical prostatectomy for prostate cancer. The dataset is a two-class problem, either positive or negative, for cancer and benign hyperplasia of prostate (BPH) diseases respectively. Sensitivity, specificity, and accuracy were recorded for the system during training and achieved 96.87%, 100% and 98.33%, respectively. The authors note that while the system does not produce a concrete diagnosis for prostate cancer, it does provide information for doctors to help assess whether a biopsy is necessary.

3.4.4. Artificial Immune System

The Artificial Immune System (AIS), first proposed by Jerne (1974) are another type of metaheuristic learning algorithm which has been designed to solve optimisation problems. AIS algorithms are inspired by the principles of theoretical immunology and the processes of the vertebrate immune system (Tang & Vemuri, 2005). The vertebrate immune system has many specialized cells and molecules that interact in particular ways. AIS algorithms typically exploit the immune system’s characteristics of learning and memory to solve a problem. Kuo et al. (2015) have developed a model based on the AIS for the prognosis of prostate cancer which also uses a two-stage fuzzy neural network. Regression analysis was initially performed to find out the important factors which affect prognosis, and these factors included age, Body Mass Index (BMI), Prostate Specific Antigen (PSA), Digital Rectal Examination (DRE), clinical T-stage, biopsy, and treatment methods. These important factors are then applied to a fuzzy neural network. The fuzzy neural network comprised two steps. During
the first stage, clustering of the features was performed using the aiNET-K 
clustering algorithm which is based on an Artificial Immune Network (Kuo et al. [2014]) in order to find a good initial solution for the membership functions 
at the beginning of training. During the second stage, the Artificial Immune 
Network was integrated with Particle Swarm optimisation (called Opt-aiNET) 
for the training of a fuzzy neural network. Through iterative evolution, the 
algorithm tries to find the optimal solutions. The system was trained using a 
small dataset comprising of 100 records and using 10-fold cross validation. Their 
experiments revealed that the proposed method has the potential to accurately 
predict prostate cancer, and that it outperformed the network-based fuzzy logic 
control system. The drawbacks of the proposed algorithm are computational 
time and parameter tuning.

3.5. Ensemble Learning Approaches

Ensemble learning is the process by which multiple models, such as classi-
fiers, are strategically generated and combined to solve a particular problem. 
Ensemble learning algorithms are mainly used for classification and prediction 
problems and are considered to be effective in achieving high performance. 
An Ensemble method combines a number of $k$ learned base classifier models, 
$M_1, M_2, \ldots, M_k$, and aims to create an improved classification model, $M_*$, which 
is a combination of all the classifiers. A dataset, $A$, is decomposed into a to-
tal of $k$ training sets, such that $A_1, A_2, \ldots, A_k$, where all, but one datasets, 
$A_i(1 \leq i \leq k-1)$, are used to train each classifier $M_i$. The remaining dataset 
is used for validating the predictive accuracy of each classifier, and hence the 
records found in this dataset have not been previously seen by any of the classifi-
cation models. During the classification process, a record $X_i$ is passed to each 
classification model which then returns a vote (i.e. class label) for the given 
record. The Ensemble algorithm then returns a final class prediction which is 
based on the majority of the votes of the base classifiers (Han et al. [2011]). 
Alternative Ensemble methods such as bagging, boosting and Random Forests 
have been created for deriving the final prediction (i.e. processing of multiple
votes to reach a final prediction). The Ensemble approach described above is illustrated in Fig. 6.

Ensemble models reflect the real life decision making process where several opinions may be gathered, and then all opinions are considered to make a final decision. For example, individual opinions of several experts are typically taken into consideration before making a final decision and agreeing on a medical procedure to minimise errors and optimise patient treatment (Polikar, 2009).

The purpose of adopting, and ensemble approach which comprises several classifiers, as opposed to adopting a single classifier to solve a problem could be due to one or more of the following reasons (Polikar, 2009):

• Statistical reason: Ensemble algorithms are suitable when there is inadequate data to properly represent the data distribution;

• Computational reason: Ensemble models are chosen when there are many computational models which are suitable to solving a given problem, and there is uncertainty as to which model to apply for solving the problem; and

• Representational reason: certain problems are too difficult for a single/given classifier to solve, meaning that the decision boundary that separates data from different classes may be too complex for the classifier to learn. However, an appropriate combination of an Ensemble of classifiers may be capable of learning the boundary.

3.5.1. Random Forests

Random Forests (Breiman, 2001) are an Ensemble learning method that creates a number of decision trees using a random selection of attributes. Decision trees are a popular method for various machine learning tasks. Decision trees can grow to be very deep in order to be capable of learning irregular patterns. For this reason, they tend to over-fit their training datasets (and hence perform better during the training than during the prediction tasks) due to their
Figure 6: Ensemble classification: Combining an Ensemble of classifiers for making a prediction. A dataset is decomposed into $k$ datasets which are used to generate a set of classification models, $M_1, \ldots, M_k$. A new data record is passed to each classifier, each classifier returns a vote (i.e. chosen class label). All votes are combined to return a final class prediction (i.e. class label). Adapted from Han et al. (2011).

high variance. The Random Forests Ensemble learning method aims to reduce variance by averaging multiple deep decision trees that have been trained on different parts of the same training set (Hastie et al., 2001), and hence it is less prone to overfitting noise and it is less prone to chance correlation. During the classification process, each tree votes for a class label of a given record, and the class label with the majority of the votes is considered to be the predicted class label. Random Forests have been shown to boost the performance of the final model and are known to be more robust to errors and outliers when compared to other Ensemble learning methods such as the AdaBoost learning method (see Section 3.5.2).

Random Forests have been applied to predict rectal toxicity following prostate cancer radiotherapy (Ospina et al., 2014); to classify prostate cancer samples using a proteomic data set generated mass spectrometry data (Tong et al., 2004); and to identify biomarker panels in serum datasets for the detection and staging of prostate cancer (Fan et al., 2011). A recent application of Random Forest has been reported by Mohareri et al. (2014) who have designed a system for computing the probability of prostate cancer. Their system is based on a combination of features which were extracted from a novel multi-parametric quantitative ultrasound elastography technique. The performance of the system was validated on
A dataset containing data from 10 patients undergoing radical prostatectomy. A Random Forest classification algorithm was applied to the combination of data extracted from the images in order to separate the cancerous regions from the non-cancerous regions, and to compute a probability for prostate cancer. During evaluations, the system achieved an Area Under the Curve of $82\% \pm 1\%$ using the leave-one-out cross validation, thereby demonstrating that this type of system has potential for clinical use.

Another interesting application of Random Forests for the prediction of biochemical recurrence following prostate surgery has been proposed by Golugula et al. (2011). For this, multimodal data (imaging and non-imaging data) was collected and a hybrid approach combining Supervised Regularized Canonical Correlation Analysis (SRCCA) with a Random Forest classifier created. Their proposed approach was applied on a cohort of 19 patients, all of whom had radical prostatectomy, 10 of whom experienced biochemical recurrence within 5 years of surgery and 9 of whom did not. Their proposed approach reached a maximum classification accuracy of 93%. Importantly, the authors emphasise that “computational challenges have limited the ability to quantitatively integrate imaging and non-imaging data channels with different dimensionality and scales”; few attempts have been made to mine such data for the purpose of constructing classifiers; and that no studies were found to “quantitatively combine histology (imaging) and proteomic (non-imaging) measurements for making diagnostic and prognostic predictions”.

Frantzi et al. (2014) provide a very interesting discussion on biomarker research and how it is continuously expanding in the field of clinical proteomics. They discuss the technical proteomic platforms that are available along the different stages in biomarker discovery, and clinical applications relating to bladder cancer biomarker research. They emphasise that mass spectrometric techniques could provide highly valuable tools for biomarker research, and that advances could provide biomarkers that are clinically applicable for disease diagnosis and/or prognosis.

Much more research into combining non-image clinical data such as clini-
cal data obtained from patient examinations and blood tests (biomarker and proteomic data) with data obtained from images needs to be performed. Due to the uncertainty and noise found in clinical data, it is useful and important to take into consideration multimodal data (imaging and non-imaging data) when making predictions which can affect decision-making. The challenge is to select the best features from the different types of data, and to be able to find the best combinations for solving the prediction task. Advanced computational intelligence techniques such as Ensemble learning methods are suitable for such challenging problems for which the classification problem is complex and a number of classifier results need to be considered for reaching a predicted outcome.

3.5.2. Adaboost Ensemble Method

Adaboost or adaptive boosting is a popular Ensemble method boosting algorithm which is used for improving the accuracy of the learning method. As previously mentioned, Ensemble algorithms apply a variety of classifiers and then weigh the output of each classifier to reach a conclusion. Adaboost assigns a weight to each classifier’s predicted output (or vote) based on the performance of the classifier. A classifier’s performance is computed using the error rate - the lower the error rate, the better the performance of the classifier.

[Doyle et al., 2012] have designed a boosted Bayesian multiresolution (BBMR) system, the aim of which is to identify regions of prostate cancer on digital biopsy slides. Initially, the proposed system decomposes the image down into a multiple resolution levels pyramid image. A Bayesian classifier for identifying the cancerous regions at lower resolution levels is then applied. These regions are then examined in greater detail at higher resolution levels - this approach allows for a quicker and more efficient analysis of large images which would require more computational time compared to running the algorithm directly at full (highest) resolution. A total of 10 image features are chosen from each resolution level through the use of an Adaboost Ensemble method. The system was tested on a set of 100 images, gathered from 58 patients, and evaluations
revealed that it achieved at its lowest, intermediate, and highest levels an Area Under the Curve of 84%, 83%, and 76% respectively. The authors found that their proposed boosted Bayesian multiresolution (BBMR) system outperformed both and individual features (no Ensemble) approach, and a Random Forest classifier Ensemble obtained by bagging multiple decision tree classifiers. Computerised image analysis is a challenge due to the size of the digitised histology images which contain hundreds of millions of pixels. Importantly, the authors found that different classes and types of image features become more relevant for discriminating between prostate cancer and areas of benign disease at different image resolutions. It was therefore important to extract features from different image resolutions (Doyle et al., 2012), as this improves image processing speed and system accuracy.

3.6. Bayesian Approaches

Bayesian classification is a probabilistic model which addresses the classification problem by learning the distribution of instances given different class values. This section describes the Naive Bayesian and the Bayesian Belief Network classifiers.

3.6.1. Naive Bayesian Classifier

Naive Bayesian classification is based on Bayesian theorem of posterior probability. Although it is designed for use when predictors within each class are independent of one another, it is known to work well even when that independence assumption is not valid. The Naive Bayesian approach, classifies data in two steps. The first step is the training (i.e. learning) step which uses the training input records to estimate the parameters of a probability distribution, assuming that predictors are conditionally independent. The second step is the prediction step, in which the classifier predicts any unseen test records and computes the posterior probability of that sample belonging to each class. It subsequently classifies the test records according to the largest posterior probability. Some of the functions that can be used for tuning the Naive Bayesian
classifier include the Gaussian Distribution (i.e. normal distribution) and Kernel Density Estimation functions, and selecting which one to use depends on the dataset. Bayesian approaches have been applied to predict prostate cancer risk and risk of high-grade disease for men who undergo a prostate biopsy (Thompson et al., 2006). Strobl et al. (2015) demonstrated that a Bayesian approach integrated with Markov Chain Monte Carlo (MCMC) can improve the predictive performance of the well-known Prostate Cancer Risk Calculator (PCPTRC) tool, and also found that using Random Forests can consistently over-fit the training data. The Prostate Cancer Risk Calculator (PCPTRC) (Thompson et al., 2006) is a risk assessment tool that assesses patient risk, in consultation of their primary care physician.

Mazzetti et al. (2011) have used a Bayesian classifier for identifying malignant areas in Magnetic Resonance Images. In particular, they developed a Dynamic Contrast Enhanced Magnetic Resonance Imaging (DCE-MRI) Computer-Aided Diagnosis (CAD) system to determine whether a given image area contains malignant tissue. The system can be used to help locate prostate cancer and guide biopsy to avoid unnecessary sampling. The system performs noise filtering and feature extraction. A Bayesian classifier is then applied to the extracted data to estimate the probability of malignancy. The dataset used by the authors was small and only included 10 patients with prostate cancer, and the evaluation results show that the system achieved an Area Under the Curve of 89.9%, a sensitivity of 82.4% and specificity of 82.1%.

3.6.2. Bayesian Network

Bayesian networks are probabilistic graphical models which model the dependencies among subsets of attributes (Lacave & Dez, 2003). Bayesian networks are also known as belief networks, Bayesian Belief Networks and probabilistic networks. A Bayesian network consists of an acyclic directed graph, whose nodes represent random variables, and whose links represent relations among them, along with a probability distribution over its variables. The nodes can also correspond to actual variables given in the data or correspond to “hidden
variables’ which are believed to form a relationship. For example, in the case of medical data, a hidden variable may indicate a syndrome, representing a number of symptoms that could characterise a disease (Han et al., 2011). Bayesian Belief Networks are different to naive Bayes classifiers, in that Bayesian Belief Networks do not assume class conditional independence. Class conditional independence is when the value of a particular feature is independent of the value of any other feature, given the class variable. If the assumption of class conditional independence holds, then the Naive Bayes classifier is a more accurate approach than the Naive Bayesian approach.

Fig. 7 shows a simple belief network for six variables: FamilyHistory, Lung-Cancer, PositiveXRay, Smoker, Emphysema, and Dyspnea. All six variables are Boolean, meaning that they have a yes/no answer. The arcs in Fig. 7 represent casual knowledge about lung cancer, for example, people with FamilyHistory of lung cancer and who are smokers have a greater risk of lung cancer. The PositiveXRay variable is independent of whether a person has a FamilyHistory of lung cancer or is a Smoker. Since the outcome of PositiveXRay is known, then the results of the FamilyHistory or Smoker variables do not provide any additional information regarding PositiveXRay (Han et al., 2011). A Bayesian network provides a conditional probability table (CPT) for each variable. Fig. 7 shows the conditional probability table for the variable LungCancer, where the conditional probability for each known value of LungCancer is provided for each possible combination of the value of its parents, for example,

\[
P(\text{LungCancer}=\text{yes}|\text{FamilyHistory}=\text{yes}, \text{Smoker}=\text{yes})=0.8
\]
\[
P(\text{LungCancer}=\text{no}|\text{FamilyHistory}=\text{no}, \text{Smoker}=\text{no})=0.9.
\]

Bayesian networks have been applied to the analysis of genomic data, and mainly for investigating relationships between data and different types of data obtained from multiple platforms in the context of prostate cancer. Xutao et al. (2007) created a Bayesian network approach which uses mass spectrometry and microarray data for cross-platform analysis of cancer biomarkers. Using their proposed Bayesian network model, they were able to identify fourteen genes/proteins as reliable serum biomarkers, including prostate specific antigen
Figure 7: Simple Bayesian belief network. (a) A proposed causal model, represented by a directed acyclic graph. (b) The conditional probability table for the values of the variable LungCancer (LC) showing each possible combination of the values of its parent nodes, FamilyHistory (FH) and Smoker (S). Source: Adapted from Russell, Binder, Koller, and Kanazawa (1995) by Han et al. (2011).

Importantly, the authors emphasise that combining different types of data reduces the number of putative biomarkers and allows for more-focused clinical studies.

Ni et al. (2014) developed a Bayesian network approach which can be used for investigating the relationships between genetic and epigenetic alterations, and how these mutations affect a patient’s clinical outcome. They have applied their methods to identify known biologically relevant relationships and new genes that could potentially be novel biomarkers for cancer progression using a multi-platform dataset derived from patients with glioblastoma (an aggressive form of brain cancer). Jiang et al. (2014) have proposed a Bayesian network approach for patient survivorship prediction. The aim of the method is to predict patient survivorship, while having the capability to handle high-dimensional data and being able to incorporate it into a clinical decision support system (CDSS). Jiang et al. (2014) evaluated the system using a breast cancer dataset, and found that their proposed system outperformed the Cox proportional hazard model.
model and was comparable to the random survival forest method.

Bayesian networks have not been applied to the problem of solving prostate cancer classification tasks on non-genomic data as commonly as other approaches. It would therefore be very useful to investigate their predictive capability and compare this to alternative approaches which do not provide the advantage of graphically representing the reasoning behind a prediction.

3.7. Markov models for Decision Making

A Markov model consists of a set of the possible states of a system, with possible transition paths between those states, and the rate parameters of those transitions. Future states depend only on the present state, and not on the sequence of events that preceded it (that is, it assumes the Markov property). The Markov model is a stochastic model used to model randomly changing systems representing the evolution of some system of random values over time. Hidden Markov models (HMMs) can be viewed as examples of dynamic Bayesian networks because they use different Bayesian classification techniques like Maximum A Posteriori (MAP), or Maximal Posterior Mode (MPM) to restore the distribution of the hidden process conditional to the observations, which is called its “posterior” distribution [Ghahramani 2002]. Fig. 8 presents an example of a Markov model illustrating the various health states a patient experiences from a start state, “no evidence of disease” until the end state which can be “dead (cancer)” or “dead (non-cancer)”. As illustrated in Fig. 8 a patient can remain in a healthy state such as “no evidence of disease” until a parameter changes which then triggers a transition to another state.

Pieczynski [Pieczynski 2003] has proposed a new model called a Pairwise Markov Chain (PMC), which generalizes the classical Hidden Markov Chain (HMC) model so that it can be applied to more complex situations with numerous applications to signal and image processing, such as speech recognition, image segmentation, and symbol detection or classification. A variation of the Pairwise Markov model (PMMs) has been applied to detect prostate cancer using information obtained from images. [Monaco et al. 2009] proposed the
Figure 8: A Markov model of superficial bladder cancer. In each cycle, a patient cohort moves between the five health states. The direction of the arrows indicates the movement of the patients between the different health states (i.e. Markov states). Reflexive arrows (pointing back to their state) indicate that a patient can remain in a healthy state in successive cycles. (Elkin et al., 2006)

probabilistic pairwise Markov model (PPMMs) for detecting prostate cancer in whole-mount histological images. The algorithm was integrated into a Computer Aided Diagnosis system which aims to detect cancerous glands. Experiments were performed on a dataset which consisted of 20 histological sections of prostate tissue taken from 19 patients. Their evaluations revealed an Area Under the Curve of 87% when the probabilistic pairwise Markov model (PPMMs) was used, as opposed to the alternative baseline system which returned an Area Under the Curve of 83%. Yu et al. (2011) applied the Probabilistic Pairwise Markov model for detecting regions of prostate cancer using colour fractal dimensions. Their approach combined the probability map constructed via colour fractal dimension with their Probabilistic Pairwise Markov model (PPMM). The performance of the detection system was evaluated using 27 prostatectomy specimens from 10 patients. The results revealed an Area Under the Curve of 83.1%.

Markov models are useful to adopt when a clinical decision problem involves risk that is continuous over time, when the timing of events is important, and when
important events may occur more than once (such as cancer recurrence) (Sonnenberg & Beck, 1993). Markov models are recursive decision trees with the advantage over the conventional decision trees that they can model situations under uncertainty which consider timing of events which are too complex for conventional decision trees to model. With regards to Markov models that have been developed to solve clinical decision problems (such as life expectancy estimation, and decision for screening), the Markov-cycle tree is a suitable model. The Markov-cycle tree uses a tree representation of clinical events and may be evaluated either as a cohort simulation or as a Monte Carlo simulation (Sonnenberg & Beck, 1993). Fig. 9 shows an example of a Markov cycle tree for the analysis of lung cancer screening that includes four health states: well, asymptomatic lung cancer (ASYM), symptomatic lung cancer (SYM), and dead. The decision making process starts at time zero, when the cohort of patients subject to screening are distributed between the ‘well’ and ‘ASYM’ states (Black, 1999). The cohort of patients then moves between the asymptomatic, symptomatic and dead (from cancer, or other causes) states. Given that each living health state (well, asymptomatic and symptomatic) is assigned a value of 1, and the dead state is assigned a value of 0, then the Markov model can be used to estimate life expectancy (Black, 1999).

Markov models have also been applied for finding optimal prostate cancer treatment plans. Goulionis & Koutsiumaris (2010) developed a Markov-based model (namely the Partially observable Markov decision model) for finding optimal disease treatment plans. Smith et al. (2009) created a Markov model as an aid for selecting the radiation-therapy strategy for patients with prostate cancer. Ross et al. (2005) created a Markov model to estimate the benefits of screening for prostate cancer as patient age at screening increases. Recently, Sanyal et al. (2014) developed a Markov Monte Carlo model for predicting clinical outcomes and mortality across risk groups, with the ultimate aim of better managing disease. In order to determine the cost-effectiveness of prostate cancer treatment, Keegan et al. (2012) and Eldefrawy et al. (2013) applied the Markov model for determining an economic analysis of active surveillance compared with imme-
Black (1999) emphasise that although Randomised Controlled Trials (RCTs) are the most valid method for determining the effectiveness of screening, they require a large number of participants and many years of follow-up. Decision models, such as the Markov model, can be effectively used to find answers to clinical problems, and they can help to address, in a timely manner, many of the important clinical questions about cancer screening which have not been answered by randomised controlled trials. Markov models can be used to predict many outcomes related to screening and the expected gain (or loss) in life expectancy with screening. Sanyal et al. (2014) also point out the limitations of randomised controlled trials and argue that “most of the observational studies and randomized trials on prostate cancer have concurrently evaluated fewer treatments over short follow-up” and that decision analytic models can be used to address the lack of literature on evaluations of contemporary management options.

There is a need to apply decision making models such as the Markov model for forecasting short and long-term clinical outcomes of evaluating various contemporary management options.
4. Selecting a suitable Metaheuristic Optimisation method

Many studies have focused on the topic of comparing the performance and robustness of metaheuristic optimisation methods using benchmark problems, (Kachitvichyanukul, 2012), (Xue et al., 2016), (Hassan et al., 2005), (Elbeltagi et al., 2005). The task of comparing optimisation methods is itself a challenge, since although the objective functions and the fitness values of their solutions could be the same, the optimisation methods may select different individual features to reach that best solution. For this reason it is important to experiment with various methods and consider the difference of the fitness values; the consistency of the selected features during the comparison process; and the time taken for the method to reach the best solution (Xue et al., 2016).

Elbeltagi et al. (2005) evaluated the performance of various optimisation algorithms including the GA, the PSO, and ACO using benchmark problems. Twenty trial runs were performed for each problem, and the performance of the different algorithms was compared using three evaluation criteria: (1) the percentage of success, as represented by the number of trials required for the objective function to reach its known target value; (2) the average value of the solution obtained in all trials; and (3) the processing time to reach the optimum target value. It was observed that the performance of the algorithms depended on the objective function which the algorithm was trying to maximise or minimise. Experimenting with various objective functions, the authors concluded that the behaviour of each optimisation algorithm in all continuous and discrete test problems was consistent. They found that the PSO algorithm outperformed all other algorithms in terms of solution accuracy and success rate, and was second best in terms of processing time (Elbeltagi et al., 2005). The computational effort required by PSO to arrive to optimum solutions is less than the effort required to arrive at the same solutions by the GA, due to its simple updating mechanisms – the PSO generates a new swarm of particles via the velocity and position update equations.
Hassan et al. (2005) compared the PSO with the GA and in particular they carried out two tests (1) an effectiveness test to measure the quality of the solutions found by the two algorithms with respect to known solutions for benchmark test problems; and (2) an efficiency test, to determine whether the computational effort of PSO is less than that of the GA for the sample problem set using the same convergence criteria. Their results revealed that the computational effort required by PSO to arrive to high quality solutions is less than the effort required to arrive at the same high quality solutions by the GA. Importantly, it was concluded that the difference in computational effort between PSO and the GA is problem dependent. It appears that PSO outperforms the GA when applied to solve unconstrained nonlinear problems rather than constrained nonlinear problems using continuous or discrete design variables.

Certainly, the first consideration when choosing which metaheuristic method to use is the type of optimisation problem, and in particular whether it is a continuous optimisation or a discrete optimisation problem. Some methods work best with discrete variables, often a subset of integers, whereas other methods can work with variables that can take on any real value. Optimisation methods with discrete variables are known as discrete optimisation problems; whereas methods with continuous variables are continuous optimisation problems.

GA is initially a discrete optimisation technique that is also suitable for combinatorial optimisation problems, whereas PSO is a continuous technique that is very poorly suited to combinatorial problems. Discrete or combinatorial optimisation deals mainly with problems where the optimum solution must be found from a finite number of possible solutions. For this reason the GA and ACO algorithm are both suited to discrete problems. However, metaheuristic algorithms which were originally developed to solve continuous optimisation problems, such as PSO, have been adapted to solve discrete optimisation problems. For example, Yang et al. (2014) proposed a new multi-objective discrete PSO algorithm based on enhanced search strategy.

Most metaheuristic optimisation methods (including GA, PSO, and ACO) have been applied for feature selection or to optimise the performance of classi-
fiers using datasets containing thousands of features. Of all metaheuristic optimisation methods, the GA is the most established algorithm with most versions and applications.

Metaheuristic optimisation algorithms, such as the GA, PSO, ACO, and the AIS are stochastic search methods, meaning that they have randomness in their nature, and will therefore usually reach a different solution every time they are executed. In particular, stochastic optimisation is the process of maximizing or minimizing the value of an objective function when one or more of the input parameters is subject to randomness. This can pose a problem when datasets have a large number of features and thus optimisation algorithms whose search strategies can converge to a solution in a reasonable amount of time and consistently need to be chosen. Xue et al. (2016) emphasize that for large-scale optimisation problems, and especially feature selection problems, new approaches are needed, including new search algorithms. Metaheuristic optimisation approaches have shown their potential for large-scale (global) optimisation problems and which provides a good opportunity to better address large-scale feature selection tasks.

In conclusion, it is important to adopt several suitable optimisation methods and evaluate these using the dataset, objective functions, and suitable evaluation strategies to determine most suitable method for the task at hand. Certainly, when choosing an algorithm it is worth experimenting with the Genetic algorithm for discrete combinatorial optimisation problems and the PSO for continuous optimisation problems.

5. Discussion and Future Directions

Computational intelligence based models are suitable for clinical and biological predictions as they are efficient in finding patterns in data which contain noisy features, and which traditional statistical models alone often fail to handle.

A commonly encountered challenge in cancer research is the collection of a representative data sample of sufficient size to enable the algorithms to learn on a subset of that data, and to predict on an unseen subset of data. This problem
is more apparent in research concerning image analysis. It has been observed that many studies do not place appropriate emphasis on adopting a suitable validation approach for evaluating the performance of algorithms. The dataset size, dataset quality, and quality of selected features impact on the effectiveness of computational intelligence approaches for accurate cancer predictions. In general, computational intelligence approaches perform well on cancer risk prediction tasks and, due to their capability to be retrained on new data and to adapt their algorithm in order to further improve prediction, these approaches are much more efficient for risk prediction than statistical approaches. Suitable validation techniques (i.e. k-fold, leave-one-out, etc.) must be carefully considered and adopted for evaluating system performance appropriately in order to accurately report results. Computational intelligence algorithms which are over trained (and hence are susceptible to overfitting of the data) are likely to report excellent training and poor testing and validation results. It is therefore important to adopt a suitable cross validation approach. The remaining subsections summarise the advances and challenges of computational intelligence approaches, as applied to the analysis and interpretation of cancer data.

5.1. Predictive Modeling using Multimodal Data (Image and Non-Image)

Data obtained from various sources such as patient examinations, blood tests and images can hold important information which is needed in order to reach a more accurate cancer prediction. However, not all data features are needed and it is important to select the best features (i.e. predictors) from each set of data. The feature selection step is important because unnecessary features will add noise and obscure a predictive model’s performance. Importantly, due to the uncertainty and noise found in the different types of data, it is useful and important to take into consideration multimodal data when making predictions which can affect decision-making. Selecting the best features from the different types of data and finding the best combinations for solving the prediction task is a significant challenge. Liang et al. [2015] emphasise that “Although numerous integrative clustering approaches have been developed to analyse cancer data,
few of them are particularly designed to exploit both deep intrinsic statistical properties of each input modality and complex cross-modality correlations among multi-platform input data”. Although the solution proposed by Liang et al. (2015) is not specific to prostate cancer, it is worth mentioning. They propose a multimodal Deep Belief Network (DBN) approach which initially encodes the relationships of features found in each data modality, into multiple layers of hidden variables, and then uses a joint latent model to fuse common features derived from multiple input modalities. The Contrastive Divergence (CD) learning algorithm is then applied to infer the parameters of a multimodal Deep Belief network model in an unsupervised manner. More research which demonstrates the benefits of multimodal data in improving cancer predictions needs to be performed. Due to the uncertainty and noise found in data obtained from images, and the challenges involved in identifying the cancerous regions with confidence, combining image with non-image data is important for improving predictions.

For complex problems, an Ensemble of learning algorithms can be used to find a solution when single classification algorithms are not capable of reaching sufficient accuracy, and the results of a number of classifiers needs to be considered as part of reaching a predicted outcome. The suitability of Ensemble Learning approaches for multimodal data needs to be thoroughly investigated.

5.1.1. Big Data in Prostate Radiotherapy

Big data applied to radiation oncology involves the use of multimodal data which includes clinical features, treatment related dose-volume metrics and biological data. Given the heterogeneity of patient populations, it is important that datasets are large enough to include enough records to reflect the underlying patient population (Coates et al., 2016). Coates et al. Coates et al. (2016) provide a review of big data-mining techniques that have been applied to radiotherapy outcome modeling. They found that a major limitation in modern outcome modeling is the difficulty in grouping together datasets from multiple institutions, mainly due to patient privacy and security concerns. They pro-
pose that appropriate data-sharing protocols are needed in order to enable big data analytics to be applied. This will result in improved data-driven outcome models, as these will be trained and validated on larger datasets.

5.1.2. Micro-array gene expression analysis

A number of studies are focusing on micro-array gene expression data for cancer diagnosis. Although these studies mainly utilise statistical approaches for identifying and classifying biomarkers, computational intelligence approaches could also be applied to improve the accuracy of these statistical models. According to Alexey et al. (2015) “a significant need for reliable and accurate cancer diagnostics and prognosis compels the search for novel biomarkers that would be able to discriminate between indolent and aggressive tumours at the early stages of disease.” Very few studies on the use of machine learning and computational intelligence approaches for developing predictive prostate cancer models using RNA-Sequencing exist (Singireddy et al., 2015). RNA-sequencing (Wang et al., 2009) is an approach that is rapidly revealing promising results in prostate cancer. For example, a study by Shi et al. (2015) proposed using miR-124, a small non-coding RNA, in patients to make enzalutamide therapy more effective. Enzalutamide is a new type of hormone therapy for men whose prostate cancer has spread to other parts of the body (advanced stage of prostate cancer) and has stopped responding to other hormone therapy treatments. Enzalutamide therapy may help some men to live longer and can also help to control symptoms.

5.2. Feature Selection

Feature selection is the process of finding the best predictor variables which can be used for maximising predictive accuracy. Although these variables can be identified using statistical tests, these approaches may not be suitable for high dimensional data, in that statistical algorithms can return a high number of false positives due to random correlations (Handl et al., 2007). Extracting relevant features from microarray data is a challenging task, as these data comprise a
Large number of features with few samples being generally available (Luque-Baena et al., 2014). There is a need for the development of suitable feature identification approaches which can be applied to biomarker data.

Computational intelligence approaches, and in particular, metaheuristic approaches can be effective and efficient solutions to feature selection. Such approaches may be particularly useful when dealing with a large number of variables and there is a requirement to select the most suitable ones for optimising the prediction task. In particular, feature selection approaches which are based on metaheuristic optimisation algorithms are capable of finding the best combination of features. These features are the predictors which would be used to train a classifier. Statistical approaches can be embedded as objective functions in metaheuristic optimisation approaches.

Only a few prostate cancer studies have applied the Genetic Algorithm and other metaheuristic approaches to prostate cancer prediction tasks. More studies are needed for investigating the performance of computational intelligence algorithms applied to multimodal data; determining which approaches are most efficient for feature selection and extraction in multimodal and non-multimodal data; and whether the performance of prediction models can be improved when such approaches are adopted.

5.3. Understanding the Reasoning Behind Predictions

Artificial Neural Networks, Support Vector Machines, and Naive Bayesian are among the most popular approaches that have been used for predicting prostate cancer risk and are known to perform well on prediction tasks. However, it is impossible for the human to understand the reasoning behind the predictions derived from the above-mentioned approaches. In contrast, Fuzzy rule-based approaches and Bayesian networks have the additional benefit of presenting the reasoning behind a prediction (either in the form of rules, or a graphical representation of variable associations) which can be easily interpreted by humans, and therefore can provide a qualitative reasoning to the risk prediction process. Although Bayesian networks are amongst the most useful
approaches for presenting reasoning behind a prediction, the most challenging task in dealing with Bayesian networks is learning their structure. Heuristic search algorithms such as the hill-climbing search heuristic approach (Tsamardinos et al., 2006), and Genetic Algorithms (Larranaga et al., 1997) therefore need to be adopted. More research which is focussed on developing approaches to learning the structure of a Bayesian network; investigating the predictive capability of Bayesian networks when various metaheuristic algorithms are integrated; and comparing the performance of the Bayesian network to alternative approaches which do not provide the advantage of graphically representing the reasoning behind a prediction needs to be conducted. Support Vector Machines are amongst the most efficient and highly accurate approaches for risk prediction and, although they do not provide the reasoning behind the decision, they are known for their high accuracy and capability of modeling complex non-linear decision boundaries. When a large number of variables is needed for a prediction, then interpreting the rules or graphical representation presented may not be necessary. As a consequence, it may be more suitable to choose an algorithm which does not provide that reasoning behind the prediction, but can create a predictive model which returns higher predictive accuracy, but this is dependent on the task.

6. Conclusion

Computational intelligence approaches have not been as widely adopted into prostate cancer detection as they have for other diseases and it is now time to embrace, challenge and expose these approaches to achieve better results in prostate cancer predictive modeling tasks. In the future, clinical data could be combined with novel biomarkers and imaging tools to improve accuracy in risk prediction, prognosis and diagnosis tasks. Advanced feature selection approaches can be applied to find the most significant features from a variety of data sources and bring these together for more accurate prostate cancer prediction models. Despite the evidence in the literature that computational intel-
computational intelligence approaches have actually penetrated into clinical practice. This is in contrast to statistically-based nomograms which are widely adopted in clinical practice. There is sufficient evidence in the literature to suggest that computational intelligence approaches are promising approaches for efficient and accurate prediction. It is now time to comprehensively apply these approaches to develop cancer prediction models which learn from large and big multimodal data and which can benefit clinical practice. It is vital to move research beyond the experimental stage onto the clinical validation stage, a step towards achieving patient benefit via improved predictions of outcomes.
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