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Abstract

A sequence of polynomial expressions have been shown to describe the strained surface energy of low-index hexagonal and square transition metal surfaces. Distinguishable functions describe the hexagonal FCC(111) and HCP(0001) surfaces, but a single function describes the FCC(100) and BCC(100) surfaces. A far weaker dependence exists between the strained surface energy and the electronic state of the surface, and the competition between geometric and electronic states across is discussed.
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Research highlights

- The behaviour of transition metal surface energy under strain is predominantly geometry dependant
- A simple, cubic-order polynomial description of this surface energy under strain has been achieved
- Polynomial descriptions can be broadly classified into hexagonal and square functions. Further subdivision based on selvedge structure is then possible.
- The effect of the electronic structure of the surface on the strained surface energy is comparatively weak
1. Introduction

Surface energy is a central quantity in the study of metals. The energy arises during cleavage of the bulk metal into two parts [1-2] whereupon the atoms relax from their ideally bulk terminated positions to lower energy sites. The reduction of energy is due to loss of periodicity; surface atoms do not have the same perfectly periodic surroundings that their counterpart atoms in the bulk have, and consequently experience an imbalance in the forces that act on them. This imbalance is relieved by relaxation of the atoms in the surface, and selvedge, regions.

In these circumstances, the underlying bulk atoms remain in equilibrium, and un-stressed and comparison of the surface energies across the d-period show a volcano-type dependence [3]. Contemporary studies [4] of the closely related quantity of surface stress have highlighted the complexity of the field and have reviewed the various models of surface electronic structure that commonly invoked to describe surface relaxation. A central them to these models is the interplay between delocalised sp and localised d orbitals, pioneered by Pettifor [5]. The energetic importance of the d-states has been underlined by the more recent Friedel stress model [6] which has successfully modelled the surface stress across systems where the bulk atoms are unstrained.

Understanding surface energy and stress and their response to changes in the bulk is central to both fundamental surface science and its applications. Contemporary studies of the surface [7] and bulk [8] hydrogen in strained metallic systems have demonstrated that both the binding position and the electronic state of this catalytically-important element depends sensitively on the development of the surface and bulk energy. A number of approaches have been used to calculate surface energy [9-13]. Simulations based on the jellium model [14] have been applied to systems where the underlying bulk atoms are strained and have proposed a parameterisation of the deformed Wigner-Seitz cell. More recent studies have investigated the energies of hexagonal surfaces [15] using density functional theory (DFT) and have identified correlations between the work function and crystallographic orientations of the surfaces. The requirement for DFT level precision in modelling strained surfaces has been further underlined in studies of Al, Pd, Pt, Au and Ti [16], the low index (111), (110) and (001) faces of AlCu₃ [17] and on transition metal carbide films [18].

The current work will be based on density-functional theory (DFT) level simulations and will survey a range of both square and hexagonal transition metal surfaces. To reduce the model the formalism of non-linear elasticity theory will be adopted [19], an approach which has successfully applied to bulk MgO [20]. Elasticity theory describes the response of a system to a finite deformation. The formalism is therefore entirely consistent with the type of investigation performed in the current study where the metallic systems will be strained and the response of the surface will be scrutinised. The theory requires that energy of the system is expanded in a Taylor-series of terms in strain, the first order term then describing the linear response and the higher order terms describing non-linear components.

The current work is divided into three sections: in the first section, an outline of the DFT method and the definition of strain used in the current work is presented. The subsequent section presents the surface energy and non-linear response functions, together with their clear
definition and a discussion of the geometric and electronic issues arising in these fits, and the paper finishes with a conclusions section.

2. Theory

Investigations performed in this current work were of the Fe, Co, Ni, Cu, Ru, Rh, Pd, Ag, Os, Ir, Pt and Au systems. The structures investigated are summarised in fig. 1. For the FCC systems – Ni, Cu, Rh, Pd, Ag, Ir, Pt and Au – the hexagonal (111) and square (100) surfaces were simulated, and the hexagonal HCP (0001) and square BCC (100) surfaces were simulated for the HCP - Co, Ru, Os - and BCC – Fe – systems, respectively. The surfaces were strained uniformly in the surface-parallel direction by an amount $\sigma$.

The plane-wave density functional theory (DFT) simulations presented in this work were performed using the Quantum Espresso package [21]. Brillouin zone sampling was performed on a (6×6×1) grid using a first-order Methfessel-Paxton smearing of 0.02 Ry [22]. The Fe, Co and Ni simulations for spin-polarised whereas all other simulations were not. Norm-conserving pseudopotentials were used for the Cu, Ru, Rh, Pd, Os, Ir or Pt simulations [23] and ultrasoft pseudopotentials [23, 24] were used for the Fe, Co, Ni, Ag and Au simulations [23, 24]. A wave-function kinetic energy cut-off of 50-100 Ry was used for all simulations and a charge density/potential kinetic energy cut-off of 4× that amount was used for the simulations that used norm-conserving pseudopotentials, and 12× that amount for the simulations that used ultra-soft pseudopotentials. Table 1 summarises the equilibrium bulk lattice constants determined computationally in the current work ($a_{\text{theo}}$) and experimentally ($a_{\text{expt}}$). For this part of the investigation the Brillouin zone sampling was performed on a (6×6×6) grid.

All investigations were performed using (1×1) surface unit cells and 7 layer slabs, separated by a vacuum of approximately 12 atomic layer spacings. The amount of lattice strain $\sigma$ was defined as

$$\frac{L}{L_0} = 1 + \frac{\sigma}{100}$$

(1)

$L$ and $L_0$ are the strained and unstrained lattice constants, respectively. Throughout the current work, strain $\sigma$ was numerically treated as a percentage and $\sigma \in [-5\%, ..., +5\%]$. During relaxation only the central layer of metal atoms were constrained. The remaining atoms were allowed to relax freely, though their in-plane spacing changed sympathetically with that of the central atomic layer. Because of the small unit cell size the possibility of in-plane reconstructions was not investigated; however, significant reconstruction effects were not anticipated. This is because within the group of metals investigated, few would be expected to reconstruct under the range of strains used. The notable exception to this is Au though that only undergoes reconstruction for large surface unit cells.
3. Results and Discussion

Fig. 2 summarises the surface energies $E_S$ which were defined by

$$E_S = \frac{1}{2A}(E_{\text{Slab}} - N_{\text{Slab}}E_{\text{Bulk}})$$

(2)

$E_{\text{Slab}}$ is the energy of the slab, $A$ is the surface area of one side of the slab, $N_{\text{Slab}}$ is the number of atoms in the slab and $E_{\text{Bulk}}$ is the energy per atom for the bulk system. The factor of 2 accounts for the two surfaces of each slab, and the bulk energy $E_{\text{Bulk}}$ was calculated under the same amount of strain as the surface energy.

The functions presented in fig. 2 all demonstrate asymmetry about a vertical line centred at their minimum, and this behaviour was also seen in both their $E_{\text{Slab}}$ and $E_{\text{Bulk}}$ components. This asymmetry arises because $\sigma$ is purely in-plane. The work done by $\sigma$ causes a responsive out-of-plane movement of the atoms which tends to shift the minimum of the surface energy curve away from the perhaps more intuitive $\sigma=0$ line. The asymmetry indicates that the simplest functional form required to fit the functions must be at least a cubic polynomial.

For each surface in fig. 2 two sets of data points are presented. The first are the discrete data points which were obtained from the density functional theory (DFT) simulations. The second is a smooth curve which is the weighted difference of two cubic polynomials. The first of these polynomials was fitted to the curve of $E_{\text{Slab}}$ versus $\sigma$ and was defined by eqn. (3):

$$E_{\text{Slab}} = \sum_{k=0}^{3} C_{k,\text{Slab}}\sigma^k$$

(3)

The second was fitted to the curve of $E_{\text{Bulk}}$ versus $\sigma$, and was defined as a cubic polynomial in terms of $\sigma$ in a similar way to the definition of $E_{\text{Slab}}$ in eqn. (3). Their weighted difference was calculated according to eqn. (2) and is shown in fig. 2 as the set of smooth curves. The coefficients $C_{k,\text{Slab}}$ are the linear and higher-order elastic constants of the material [19].

A normalised slab energy $E_{\text{Slab;Norm}}$ was defined as

$$E_{\text{Slab;Norm}} = \left[1 - \left(\frac{E_{\text{Slab}}}{E_{\text{Slab;0}}}\right)\right] \times 100\%$$

(4)
$E_{\text{Slab};0}$ is the slab energy at $\sigma = 0\%$. Throughout this work, the normalised slab energy was numerically treated as a percentage. The normalised slab energy $E_{\text{Slab};\text{Norm}}$ was then modelled using a cubic polynomial

$$E_{\text{Slab};\text{Norm}} = \sum_{k=1}^{3} C_k \sigma^k$$

(5)

The utility of using $E_{\text{Slab};\text{Norm}}$ is that the polynomial expression on the right hand side of eqn. (5) does not contain a constant term. This reduces the search space required by eqn. (5) to 3 variables with $E_{\text{Slab};0}$, which is known from the DFT calculations, effectively removing $C_0$. The $C_k$ are physically elastic constants of the material [19] in the same way as the $C_{k;\text{Slab}}$ though they are now normalised.

Fig. 3 shows the $C_k$ for a range of transition metal surfaces. The first and second order coefficients $C_1$ and $C_2$ are positive whereas the third-order coefficient $C_3$ are generally negative, with the exceptions of Ru and Os. $C_3<0$ indicates that the strain energy will increase under stress due to an increase in the vibrational frequencies. This behaviour has also been seen recently on cadmium sulphide [25]. The abscissa of fig. 3 is $(dE_C/d\sigma)$ where $E_C$ is the centre of the occupied d-band and was defined by

$$E_C = \frac{\int_{-\infty}^{E_F} (E - E_F) n(E) dE}{\int_{-\infty}^{E_F} n(E) dE}$$

(6)

$E_F$ is the Fermi energy and $n(E)$ is the density of states. For the results presented in fig. 3 $E_C$ was evaluated for the surface atoms only. The reason for developing this formulation was because the documented importance of the occupied d-band centre in describing transition metal surfaces; this importance was outlined in the Introduction section at the start of this paper. Preliminary investigations in the current work showed that the surface atom occupied d-band centre $E_C$ generally shifts towards (away from) $E_F$ as the strain $\sigma$ became increasingly tensile (compressive). These changes were accompanied by a general decrease (increase) in the work function $\varphi$ of the surface of between 0.2 to 0.4 eV for the range of $\sigma$ in the current work.

These observations strongly suggested the use of $E_C$ as an effective parameter; however, the current work is focussed on the response of these surfaces to changes in $\sigma$. Under these conditions $E_C$ was seen to change linearly with $\sigma$. The parameterisation was therefore possible in terms of the zero strain ($\sigma=0\%$) value of $E_C$ or of the slope $(dE_C/d\sigma)$ and straightforward testing revealed that the strongest correlation existed between the $C_k$ and $(dE_C/d\sigma)$ rather than between the $C_k$ and $E_C$.

Fig. 3 shows a strong geometrical dependence. This is evidenced by following the ‘guides-to-the-eye’ for both the (a) hexagonal, and (b) square surfaces. For the hexagonal graphs in (a)
two types of surfaces are considered: FCC (111) and the HCP(0001). The difference between these two surfaces has been shown in fig. 1. The FCC surface has ABCABC layering whereas the HCP surface has ABABAB layering. This difference in the third layer causes two distinctly different curves to appear on each of the panels in fig. 3 (a). The lower relative importance of the electronic state of the surface is demonstrated by the closeness of surfaces of either FCC(111) or HCP(0001) to one of the solid curves, independent of their electronic state. The solid lines are not intended for precise statistical analysis and consequently are presented as guides. Even with this simple presentation he different correlations for the FCC and HCP surfaces is clear. These conclusions are support by the results in fig. 3 (b) where no geometrical differences exist between the different surfaces except the lattice parameter, and electronic differences exist between the different surfaces. In these figures a single correlation only is seen.

In fig. 3 only the surface layer atoms were used to evaluate $E_C$. Fig. 4 shows the different values of $(dE_c/d\sigma)$ that are obtained by evaluating $E_C$ across successive subsurface layers. The data show the range of $(dE_c/d\sigma)$ for each system and demonstrate the tolerance of the approximation made in the fig. 3 to only select the surface atom contribution to $(dE_c/d\sigma)$. The large dispersion of $(dE_c/d\sigma)$ for individual systems shown in fig. 4 is sufficient to degrade the correlation shown in fig. 3. However, more correlated behaviour is seen in the surface relaxation behaviour shown in fig. 5. This figure shows the rate of change of surface relaxation $(dz_L/d\sigma)$. The parameter is negative for all systems indicating that the surface and selvedge atoms move towards (away from) the bulk as $\sigma$ becomes increasingly tensile (compressive). This behaviour is seen even for Pd which showed the well-documented an expansion in the surface layer at $\sigma=0\%$. The $(dz_L/d\sigma)$show larger values for atomic layers at the surface and progressively reduce as the selvedge layer is traversed towards the bulk. This periodic behaviour in the geometric nature of these surfaces under strain compares sharply with the less periodic layer-resolved behaviour seen in fig. 4 for the occupied d-band centre, and together with the structure-dependent correlation seen in fig. 3 identifies that, under strain, the geometry of these surface system rather than their electronic nature controls their surface energy and non-elastic response.

4. Conclusions

The behaviour under strain of the surface energies of the BCC Fe(100), HCP Co(0001), Ru(0001) and Os(0001), and the (111) and (100) surfaces of FCC Ni, Cu, Rh, Pd, Ag, Ir, Pt, and Au have been investigated using a combination of density functional theory and the formalism on non-linear elasticity theory.

The surface energies were accurately modelled using cubic polynomials where the variable space is strain $\sigma$. The coefficients in these polynomials demonstrate strongly geometry-dependent behaviour as distinct correlations have been seen between to coefficients for the FCC(111), HCP(0001) and the FCC(100) and BCC(100) surfaces, irrespective of their electronic nature.
These correlations have been identified by use of a strain dependent variable, the layer-resolved slope \( \frac{dE_c}{d\sigma} \) where \( E_c \) is the centre of the occupied d-band. The layer-resolution of this approximation has been investigated and a second set of common geometrically-based parameters, the \( \frac{dz_L}{d\sigma} \), have been identified. The commonality of the \( \frac{dz_L}{d\sigma} \) between surfaces is shown again to be in contrast to the electronic behaviour of the layer-resolved \( \frac{dE_c}{d\sigma} \) and establishes the importance geometrical state of the surface in understanding the behaviour of surface energy and non-linear elastic constants of these systems when they are under strain.
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Table 1. Summary of the equilibrium bulk lattice constants determined computationally in the current work ($a_{\text{theo}}$) and experimentally ($a_{\text{expt}}$). All dimensions are in Å.

<table>
<thead>
<tr>
<th>Element</th>
<th>$a_{\text{theo}}$</th>
<th>$a_{\text{expt}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe</td>
<td>2.838</td>
<td>2.867</td>
</tr>
<tr>
<td>Co</td>
<td>2.491</td>
<td>2.507</td>
</tr>
<tr>
<td>Ni</td>
<td>3.518</td>
<td>3.524</td>
</tr>
<tr>
<td>Cu</td>
<td>3.680</td>
<td>3.615</td>
</tr>
<tr>
<td>Ru</td>
<td>2.698</td>
<td>2.706</td>
</tr>
<tr>
<td>Rh</td>
<td>3.850</td>
<td>3.803</td>
</tr>
<tr>
<td>Pd</td>
<td>3.962</td>
<td>3.891</td>
</tr>
<tr>
<td>Ag</td>
<td>4.073</td>
<td>4.085</td>
</tr>
<tr>
<td>Os</td>
<td>2.745</td>
<td>2.734</td>
</tr>
<tr>
<td>Ir</td>
<td>3.898</td>
<td>3.839</td>
</tr>
<tr>
<td>Pt</td>
<td>3.981</td>
<td>3.924</td>
</tr>
<tr>
<td>Au</td>
<td>4.073</td>
<td>4.078</td>
</tr>
</tbody>
</table>
Fig. 1. Schematic showing (a) hexagonal FCC (111), (b) hexagonal HCP (0001), and (c) square FCC (100) and BCC (100) surfaces. Surface (second/third) layer metal atoms are shown by white (light grey/dark grey) circles, respectively. \( \mathbf{a}_1 \) and \( \mathbf{a}_2 \) are the primitive surface vectors for each system, and are (2×2) for clarity. The dashed horizontal lines in the cross-sectional views show the ideal, bulk terminated plane heights \( z_{L, \text{ideal}} \) where the subscript ‘L’ denotes ‘Surf’, ‘2’, or ‘3’, and the solid lines show the actual plane heights \( z_L \).
Fig. 2. Surface energy $E_s$ for metallic (a-f) FCC (111) and (100), (g) HCP (0001) and (h) BCC (100) surfaces.
Fig. 3. Normalised slab energy $E_{\text{Slab}:\text{Norm}}$ coefficients $C_1, \ldots, C_3$ versus the rate of change of occupied d-band centre with strain $dE_c/d\sigma$, for (a) hexagonal FCC(111) and HCP(0001), and (b) square FCC(100) and BCC (100) surfaces. The occupied d-band centres $E_C$ were calculated for the surface atoms only. The solid lines are a guide to the eye.
Fig. 4. Layer-resolved rate of change of the occupied d-band centre with strain $\frac{dE_c}{d\sigma}$ for (a) hexagonal, and (b) square, surfaces. For each surface, 4 data points are shown; the leftmost is $\frac{dE_c}{d\sigma}$ for the surface layer metal atoms, the second leftmost is $\frac{dE_c}{d\sigma}$ for the second layer atoms, and so on.
Fig. 5. Rate of change of the normalised layer spacing $z_{NL}$ with strain. The normalised layer spacing $z_{NL}$ is the layer spacing $z_L$ defined in fig. 1 normalised to the bulk lattice constant.