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Abstract & The creation of a predictive system that correctly forecasts future changes of a stock price
is cruwcial for investment management and algorithmic trading. The use of technical analysis for financial
forecasting has been successfully employed by many reseatapetsasindow lengthis a time frame
parameter required to be set when calculating many iadtindicators. This study explores how the
performance of the predictive system depends on a combination of a forecast horizonrgnd a
window lengthfor forecasting variable horizons. Technical indicators are used as input features for
machine learimg algorithms to forecast future directions of stock price movements. The dataset consists
of ten years daily price time series for fifty stocks. The highest prediction performance is observed when
theinput window lengthis approximately equal to the #wast horizon. This novel pattern is studied
using multiple performance metrics: prediction accuracy, winning rate, return per trade and Sharpe

ratio.
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1. INTRODUCTION

Analysis and accurate forecasts of stock markets become increasingly more challenging and

advantageou$l]. Globalization of the economy continuously requires innovations in the field of
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computational science and information technologies. Financial forecasting is often based on
computational intelligence techniques that can analyse large amounts of data and extract meaningful
information[2]. A predictivesystem that is able to forecast the direction of a stock price movement
helps investors to make appropriate decisions, improves profitability and hence decreases possible
losses. Forecasting of the stock market prices and their directional changespfagsréant role in

financial decision making, investment management and algorithmic trading.

Financial forecasting based on computational intelligence approaches often uses technical analysis
(TA) to form features used as inputs to the approaches. Time series of stock price and trading volume
are utilised to compute a technical indicator (TI) véhecomposition of open, low, high and close price
values and volume size is taken over a certain time period. As reported by Atsalakis and Vf@pvanis
approximately 20% of the financial market forecasting approadee¥ls as input features. In order to
compute TIs, their parameters are required to be set. Every time a new predictive system is developed,
its creators select a number of indicators suitable for their purposes and then choose appropriate
parameters valseto calculate them. The selection of indicators suitable for forming the input features
and the choice of their parameters remains an area of active research. In order to overcome difficulties
such as determining optimal combinations of indicators ontuthieir parameters several efforts have
been madd3], [4]. However, there is no sophisticated westablished technique that allows the
systembs developers to easily select appropriat
system performance on a forecast horizon and indicator paramasenstrbeen fully investigated. To
the best of our knowledge, there is no existing research investigating the relationship between the
forecast horizon and the time frame used to calculate TIs. However, every researcher that is developing
a financial foreasting system based on TA faces the problem of selecting appropriate values of

parameters for the choséis.

The current research sheds light on this topic and studies how the performance of a predictive
financial system based on TA changes when the dstdwrizon is intended for prediction and a time
frame is varied for computing Tls. Time period used to calculate TIs is required to be set prior to the

calculation. Later in this paper this time period will be referred asnihw window length of an



indicator. The paper investigates the dependency of the forecasting system performance on the
combination of theinput window length and the forecast horizon, and searches for the optimal
combination of these parameters that maximizes the performance ofditlietive system when
predicting the direction of a priceavement.A previously undiscovered pattern is revealed in the
current studyfor each horizon the highest prediction performance is reached whiptih@indow

lengthis approximately equal td¢ horizon. Sets of reasonable values ofdase horizons anihput

window lengtls ae selected for analysis. Three weditablished machine learning approaches, Support
Vector Machines (SVM), Atrtificial Neural Networks (ANN) drk-Nearest Neighbours (kNNare

utilized to forecast directions of future price movements. The presented research studies the relationship
between the forecast horizon anditifeut window lengthutilising different performance measures that
demonstrates that the observed patfrsists over a number of metrics. The prediction accuracy
describes how good the developed prediction system is for the defined task. Return per trade, Sharpe
ratio and winning rate characterize the prediction system from a trading point of view. Tlasseane
provide information about the potential profitability of the system and help evaluate the relationship
between two examined parameterbe discovered patteranables researchers to go forimme

solution when selecting an input window lenfgiha specific forecast horizofmhis patterrcan be ued
toinitialise the input window lengtfor all TIs and then a separate approaeh be usetb adjust this
paraneterfor each indicatoby varyingits value. Taking into account the popularity oétfils, this
research explores meaningful empirical rules, which should be considered when creating a predictive

system based on TA.

The reminder of the paper is organized as follows. A theoretical background to financiatiimgecas
is reviewed in Sectio@ and elated work is discussed in Secti@irSectiord describes the raw dataset
used, data prprocessing and data points labelling procedures. Sestmovides details about the
calculation of technical indicatorexperimental model, parameter segirandemployedalgorithrrs.
Section6 discusses the obtained results and key findings. Finally, Séttoncludes the paper and

outlines directions for future research.



2. MARKET THEORIES ANDTRADING PHILOSOPHIES

The efficient markets hypothesis (EMH) lBdmal5] is based on the idea that all the information
available is continuously processed by the market and is embedded into asset prices which results in
the instant assimilation of any piece of new information at any given point in time. Thereeare thr
levels of market efficiency, strong, sestrong and weak, defined by Fama's theory. The weak level
claims that present market prices reflect all historical publicly available information. Thetseng
form of the EMH assumes that prices of the tchdtocks already integrated and absorbed all the
historical and present public information. The strong EMH supposes that even insider and latent
information is immediately incorporated in a market price. The fundamentals of the EMH postulate that
all histaical, general and private information about an asset is embodied into its current priics that
not possibleto systematically outperform the market. In the Random Walk Theory, stock price
fluctuations are inter independent and follow the same distsilhu Consequently, historical
information about an asset price has no correlation with its future movements and cannot be used for
predictions. Conforming to this theory, a random walk is the most probable way the asset price moves,

and accurate predictis are not feasible.

The question about market efficiency with respect to its extent and applicability to different markets
remains an active and ongoing area of research where contradictory results are present. Recently
researchers have proposed a cauttiteory named Adaptive Market Hypothesis (AMH) in an attempt
to align the EMH with behavioatfinance[6]. Behavioual finance looks at the market price as a purely
perceived value instead of a derivative ofdtssts. Market agents have cognitive biases including
overreaction, overconfidence, information bias and representative bias, which implies that many human
errors in information processing and reasoning can be prediftffecompreherige empirical study
on the AMH s conducted i8] where threef the most developed markete &xamined: the UK, US
and Japanese stock markets. The authors used long run data and forfpedrfiveubsamples subject
to linear and nonlinear tests to distinguish varibelaviours of stock returns over time. The results
from linear tests reveal that each stock market provides evidence of being an adaptive market where

returns are going through periods of dependence and independence. Nonlinear tests reveal strong



dependece for each market in every subsample although the magnitude of the dependence varies
considerably. The overall results strongly suggest that the AMH describes the behaviour of stock returns

better than the EMH.

According to the results of recent resedi2h financial markets do not exhibit random behaviour
and it is possible to forecast market changes. In the trading world, two major trading philosophies exist.
A fundamental trading philosophy focuses on the analystheofinancial state of an entity that is
determined through economic indicators. It studies the factors that influence supply and demand. The
decisions are made based on the performance of the company, its competitors, industry, sector and
general economyThe economic indicators taken into accomatudec o mpany és economic
earningsgdebt level andeturnon equityas well asinemployment and inflation rate®n the contrary
TA utilizes historical data to forecast future behaviour of an asset. ik is based on the id¢hat
the behaviour of preceding investors and traders is often repeated by the subsequent ones. It is supposed
that profitable opportunities can be disclosed through computing the averaged movements of the
historical time seriesf price and volume and comparing them against their current values. It is also
believed that some psychological price barriers exist and their observation can lead to profitable
strategies. Tls help the traders to estimate whether the observed treradk isrve&rong or whether a
stock is overbought or oversold. Traders have developed many Tls such as moving average (MA), rate
of change (ROC), relative strength index (RSI), oscillators, etc. A comprehensive analysis of technical
trading strategies and thgierformance is presented[B]. The authors separdtee studies into early
studies (196€1987) and modern studies (198804). Early studies feature several limitations in the
testing procedure, and their results differ from market to market. Modern studies are enhanced in
relation to the limitations of ey studies, and in most cases (approximately 60%) the profitability o
technical trading strategies is affirmed. Mixed resules@esented in approximately 20% of stsdie
whereas the rest demonstraggative results and rejebe usefulness of techuail analysis. More recent
studies show that the market predictability depends on business cycles and the performance of trading
rules based on TA varies in time and depends on the financial markets cofdi@ipfisl]. Lately Tls

have become extensively used as input features in machine learning based financial forecasting systems



[2]. These systems learn to recognize complex patterns in market data and forecast futurerbehaviou
of an asset price. In this study, TA is employed to form input features for machine learning techniques,

and the importance of the time frame used to compute the indicators is examined.
3. RELATED WORK

Technical indicators, such as MA and RSI, are mathealabols used to determine whether a stock
is oversold or overbought or a price trend is weak or strong, and therefore to forecast its future price
movements. A number of efforts halveenmade to determine optimal combinations of indicators or to
tune @rameters, such as time frames and the smoothing period. An attempt to find optimal parameters
for a widely used indicator, moving averagenweergencalivergence (MACD), 3 made using
evolutionary algorithm§l2]. Another commonly used TI, RSk added in the later remeh[13], and
the same technique applied to analyse these two indicators and determine appropriate values of their
parameters. Subsequently, agliel evolutionary algorithmsi proposedo optimize parameters of
MACD and RSI in[3]. The results of these experimestsoowthat the deeloped predictive system
obtairs better performace when the parameters of Tke dinetuned than when standard parameter
values suggested in the literat(itd] are utilised. IN[4], dose prices of the stock PETRekegredicted
using several combinations of timput window lengthand prediction horizon, however no analysis of
the relationship between these parare® presented. Iff15], the iJADE Stock Advisor systens i
evaluated for shotierm and longerm trend predictions based upon differgmut window lengths
used for dad preprocessing. The authors do not use Tls but methiairthe concept of their price pre
processing is analogous to that of the TA. The optimait window lengthfound for the shoriterm

stock predictionssi equal to three days, atidhtfor the longterm predictions found to be 20 days.

Financial forecasting is usually built on numerical information about financial assets and the market
state. Many computational intelligence techniques have been utilized for this purpose. $dhlLia
machine learning technique useg many researchers. [@6], [17] Tay and Cac@ompare the SVM
approach with an ANN and explore its suitability for predicting market prices. According to their
results, SVM outperforms the ANN in for@sting a relative change of bonds and stock index futures

prices for a five day prediction horizon. Afterwards, Kib8] examineshe SVM sensitivity to its



parameters, the upper bou@dand kernel pameters. The SVM performance ¢éompared toase

based reasoningnd ANN approaches. According to the experimental results, SVM surpasses both
approaches and its accuracy is sensitive to the considered pasahleasy et al[19] uses SVM to
investigate the predictability of stock market price movements by forecasting the weekly directional
movements of the NIKKEI 225 index. Two macroeconomic variables, the exchange rate of US Dollars
against Japanese Yen and the S&P 500 Inatexytiised as inputs. The authoradi that the highest
performance § achieved by a proposed combining model that integrates SVM with other methods. The
performance of SVM and ANN in forecasting direotib movements of a stock indexdéompared in

[20]. The models @ tested on emerging mieets and both approaches shetsong capability in
financial forecasting. Arroyo and M&gf&1] forecastistogram time series using the kNN approach and
statethat promising resultsa achieved using meteorological and financial dati22hkNN is applied

to create an automated framework for trading stocks listéte@&io Paulo®cdk exchange. The authors
employcommon tools of TA such as Tls, transaction ¢agtsp loss/gain and RSl filters and claim that

the developed trading system is dalpaof producing profit. SVMs have besvidely applied and
extended in recent studies. Khemchanda8] proposs a novel approachegularized least squares
fuzzy SVR, for financial feecasting, and demonstraiesefficacy. In[24] the authors prmoseto use
principal component analysis for forecasting directional changes in the Korean composite stock price
and Hangeng indices. The authors sttat the method achiesdigh hit ratios. IN25], least square

SVM is employed to examine the usefulness of TA and its predictiorrpfow identifying trend
movements in small emerging Southeast Beam markets. The results shthat specific TIs are not

consistent in different time periods but prove that TA has a certain level of prediction power.

Taking into account the revieweddiature, three wekstablished learningpproaches, SVM, ANN
and kNN, ae selected to study the relationship between the forecast horizampaihavindow length
for the purpose of finding the optimal combinationthis paper Additionally, the Naive Bags
approach ws employed for comparison, however it showed low prediction performamtethe
corresponding resultsenot presented in thigaper. The resultstained using SVM, ANN and kNN

are examinedto explore whether the observed pattern is specific to a selected machine learning



technique or it ismore generally observabl@he resultsshow that the pattern is reproducible for
different machine learning techniques angressence depends on thedliction performancachieved

by the specificmachine learning technique.
4. DATASET

This section provides detailed information regarding the dataset used, the dptacpssing

techniques applied and the process of assigning labels to the data points.
4.1 RawData

Thedevelopedrediction system is applied to predict future price movements of the components of
the S&P 500 stock market index. The index comprises 500 large companies having high market
capitalizations and publicly traded on the NASDAQ and NYSkEkgata. Only companiefsom the list
of the S&P 500 index componentith a trading history strted before January 29, 2002 are considered
and 50 stocksra randomly selected. The list thife selectedtocksis avalable in AppendixA. The
datasets downl@ded from the Yahoo! Finance websikghich is a publicly available source of data.
2640 data points each corresponding single trading day@ constructed from the data for each stock.

A single data point contains daily open, close, high and lowgradjusted for stock splits and paid
dividends, and trading volume for the corrasgiog trading day. The datasstdivided into two sets,

a training set and a testing set. The training dataset contains 1740 trading days from January 29, 2002
to Decembe3, 2008 and the testing dataset contains 900 trading days from December 24, 2008 to

July 20, 2012. The relative size ratio between training and testing data sets is approximately 2:1.
4.2 Data preprocessing

Data preprocessing is required in order to tramgh raw time series data into a form acceptable for

applying a machine learning technique. Themacessing steps used are listed below.

1 Interpolation is carried out when information about peand volume for a trading dag mot
available. ler somestocks, several pointseamissing in the data. Overall, the missing data conditute
less than 0.1% out of all data points. The price and voltahees for these data pointeanterpolated

from the existing adjacent price and volume values using liegagssion.



1 Transformation of the original time series data into a set of Tls and the usage of the derived
values are widely utilised in research technid@gdn the current study, ten Tiseacomputed for each

data pint of each stock and used as the input.

1 Normalization of the data sesiapplied after transformation so that each input feature had zero
mean and unitariance. The mean and variance aomputed for each feature based ontithiaing

dataset. These vaa ae then applied to normalize both the training and testing datasets.
4.3 Data Labelling

In the following experiments, the directions of future price movements are predicted by classifying
them into two and three classes. The assignofdabels toeach d&a point is performed according to
the forthcoming behaviour of the closing prices, as described below. Labels are assigned to each data

point depending on the forecast horiZzonwhichthe predictions are made.

In two class classification, class labdfjiis illust at ed i n ( 1)s.assigiecdto a dath e | 6uU
point when the corresponding cl ieassignegtoadatapdint pr i c e
when the corresponding closing stock price went down,
gup' , if (C..-C,)/C,>0; 1)

Label, (. g:%'Down', if (G..-C/)/G ¢O,

wheresis a forecast horizoi§; and Gis are closing prices of a stock on the diegsdt+s respectively.

Equation(2) explains how class labelsesassigned to data points for three class classification,

&up', if (C..-C,)/C, =,

Label,, (t§={ NoMove', if ¢ €G,-C)/ € & )
FDown',  if (G,,-C)/G< 4,

whereliis a threshold used to define the level of an absolute value of a relative price change below which
the change is considered to be insignificant. In three class classifid¢atioty, e | OUpd6 is assi
relative change in the price is higher thanphed e f i ned t hr eshol d. I n a si mi

appointed to an instance of data when a price has decreased noticeably so that a negative relative price

change is lower than the threshold taken with a negative sign. If the relative changé¢hieesaimge



bet ween the negative and positive threshol ds, it
is assigned to a data poi@onsidering the terminology for directional chanf{f§, the threshold is a

minimal relaive price change by which the price has risen or dropped so that this change can be regarded

as a directional movemernn this research the negative and positive thresholds are equal in absolute
value and opposite in sign, however the absalatee varis depending on the horizon. The threshold

values used for different forecast horizons are shown in Table I. These values are selected such tha
approximatelyone third of data points belongs @achclass. The threshold values increase with an
increase ima horizon because price movements become larger with the passage of time, and larger
threshold values are required to assThgseleatione t hir
of the threshold values can also be justified from the prdftiapbint of view. An accurate forecasting

of a decrease or an increase in a stock price value does not necessarily enable a profitable strategy.
Transaction costs, capital gain taxes and interest rates on borrowed funds or stocks are reducing the net
profit from a tradef27]. With the usage of the threshold these lossesleceeased bgvoiding trades

when an asset price does not change significantly. The amount of interest spent to borrow funds or stocks

is increasing with the passage of time. Therefore, the threshold usetbfwer time period has to be

larger than for a shorter time period which explains the selection of the threshold values in the current

research. A typical value of the threshold for one day ahead forecasting.¥.0.5

The percentage of data pointsigeed to each class depending on the forecast horizon are given in
Table II. Table Il (a) provides information about the percentage of cases when an asset price increased
(6Upb6 class) or decreased (6Downd doreeasthorizomf t er
has passed. Table 11 (b) presents the fraction
points for the three class classificatiorthe training dataseStock price fluctuates constantly around
its market value in botimcreasing and decreasing directions. For short forecast horizons approximately
the same number of data points belongs to each class whereas for longer horizons the percentage of
O0Upd6 points dodbythefacetbat thelmarket generallgrisirg eluring thetraining

period and the overall trend tends to have a stronger influence on the price changes for longer forecast

horizons than for shorter ones.
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TABLE |. Threshold values

Forecast horizon, trading days Threshold value (%)
1 0.63
3 1.15
5 1.49
7 1.79
10 2.14
15 2.65
20 3.08
25 3.48
30 3.94

TABLE Il. The percentage of data poiimgthe training dataseissigned to each class depending
on the forecast horizon

(8 Two Class Classification
Forecast horizon, trading days 1 3 5 7 10 15 20 25 30
Fraction of o6Upd& 5008 5164 5240 5311 5359 5461 5515 5543 55.65
Fraction of O6Dow 4992 4836 47.60 46.89 46.41 4539 4485 4457 4435
(b) Three Class Classification
Forecast horizon, trading days 1 3 5 7 10 15 20 25 30
Fraction of 6Upd 3359 3415 3480 3522 3570 36.61 3750 38.01 37.90
Fraction of O0Dow 3248 3093 3054 2994 29.79 2933 29.02 2878 27091
Fraction of O6No 3393 3492 3466 3484 3451 34.06 3348 3321 34.19

5. PREDICTIVE SYSTEM

This section provides details of the selected input features, their parameters, chosen forecast

horizons, the experimental model and methodalogy
5.1 Forecast Horizon

To investigatehow the performance of a predictive system depends on the selectonirgjut
window length for computindls, aset of forecast horizons is used in the experimé&fdakiesof 1, 3,
5, 7, 10, 15, 20, 25 and 30 trading dagsschosen for analysis. Thdnas been a lot of interest in ene
day-ahead forecasting which remains an area of active re4@aick28], [29] Therefore, the smalles
horizon 5 set to one trading day. The successive vateselected so that the balance between the
advantages of a detailed analysis usimgll increases in a forecdmtrizon and the consurnipn of the
computational timesi kept. Starting from thefecast horizon equal to ten, each consecutive horizon is

larger than the preceding one by five trading days. The largest horizon utilized is 30 trading days which
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is appoximately equato a month and half.
5.2 Input Window Ength

Technical indicators desbethe current state of the market priaad alsdancorporate information
about its past trend#n indicator @n be seen as a snapshot of the current situation that accounts for
the pasbehaviar over a certain period of time. The aim of this study idegterminehow farbackin
the pastdo theindicatorsimpact onbetter predictions of future price movementsthis paper, the
range of the employed input window lengths starts from the smedlest equal to three trading days
because values of one or two days would not allow the calculation of all the indicators selected for the
analysis. The subsequent values of the input window length range are selected to be the same as values
in the range bforecast horizons. Thereforerange of input window lengths consists of 3, 5, 7, 10,
15, 20, 25 and 30 dayBhisrange is employed to identify the window length that achieves the highest
results over the stocks considergdeach experiment, oncbe input window length is selected, it is
utilized to compute all Tlsusedas input.The data areesampled for each combination of {forecast
horizon, input window length} where the input window length defines how TIs are calculated and the

forecast horizo determines the label assigned to each data point.
5.3 Input Features

To form input feature vectorgen Tls are selectdzhsed on reviewed financial forecasting literature
[18], [20], [30], [31] Each indicatofacilitates the inclusion adidditional information derived from a
stock price in a different wayror each stock, Tlsra calculated foeverytrading day from raviime
seriesdata which include open, close, high and ktackprices and tradingolume. Therefore, ach
data point caesponds to aertain trading day antbnsists of ten input valuesach equal to a certain
technical indicatorThe length of b TIs is set equal to a selected value of the input window length
parameterThe followingtenTls are computed over a periofitime in the pastequire annput window

lengthparameter to be set.

1. Simple Moving Average (SMA)is a trend indicator calculated as an average price over a

particular period:

12



SMA :%ao G, (©)

whereC; is a close price on dayn is an input window length
2. Exponential Moving Average (EMA)is a type of moving average where weights,of past

prices decrease exponentially:

EMA, =a WG, (4)

n-1
where § w =1 andn is theinput window length.

i=0

3. Average True Range(ATR) provides information about the degree of price volatility.

ATR = EMAmax(H -LIH G||L G,

): (5)
whereH;, L: andC; are the high, low and closing prices dayt respectively| € denotegheabsolute
value of a number, amdis theinput window length

4. Average Directional Movement Index (ADMI) indicates the strength of a trend in price time
series. It is a combination of the negative and positive directional movements indiogtaaad DI,

computed over a period nfpast days corresponding to the input window length

ADMI, =100%(DI; DI,)/(DI,* Bt ,), (6)
DI, =100*EMA,(DM /)/ATR, (7)
DI, =100*EMA, (DM )/ATR, (8)

wherebm* =max(C, -G_,.0 and DM =min(C, -G_,,0) arepositive and negative directional movements.

5. Commodity Channel Index (CCI) is an oscillator used to determine whether a stock is
overbought or oversold. It assesses the relationship between an asset price, its moving average and

deviations from thaaverage:

ol swps . ol

whereM 'is a sum of the high, low and closing pricesdayt, M'=H, +, @, andsMA(M)isa SMA

of M 'values computed overdays corresponding to the input window length.

13



6. Price rate-of-change (ROC)shows the relative difference between thesingprice on the
day offorecastand the closing price dayspreviously wheren is equal to the input window length
ROG =(G -G.)/ G- (10
7. Relative Strength Index (RSl)compares the size of recent gains to recent losses, it is intended
to reveal the strength or weakness of a price trend from a range of closing prices over a time period:
RS|, =100 -10¢( 1 €MA( DM) /EMA( DM)), (11)
where EMA (DM*) and EMA (DM") are computed over a periofin previousdaysequal to the input

window length in the same manner as for the ADMI indicator.
8. TheWi | | i ambs 9%Rowstheadlatiohship betiveen the current closing price and the

high and low prices over the latestlaysequal to the input window length

Williams_ R =100%( H, -GQ)/( H, 4,)- (12

9. Stochastic %K is a technical momentum indicator that compares a close price and its price
interval during a periodf n past daysind gives a signal meaning that a stock is oversold or overbought:

%K, =100%(C, -LL))/(HH, EL), (213

whereHH, andLL, arethemean highest high and lowest low prices in theraltys respectivelyand
n corresponds to the selected input window length

10. Stochastic %Dgives a turnaround signal meaning thatack is oversold or overbought. It is
computed as a-8ays EMA of Stochstic %Kobtained usingequation (B) over a period o previous
days equal to the input window length

%D, = EMA (%K,). (14)

Technical Analysis Library (TA.ib) is an opersource library available at www:-t#n.org which is
widely used by trading software developers for performing TA of market[83}alt is utilised for
calculating Tls in this study. The main focus of this research is the uncertainty regarding tlz optim

value of & input window lengththat should be used for calculation of indicators.
5.4 The experimental model

The architecture of the prediction system used for forecasting directional changes in stock prices is

14



displayed in Fig. 1. For eacdttata point, te input featuresra used.To understand whether the
relationshipbetween the system performance #melcombination of the input window length and the
forecast horizon depends on a chosen approach, sewachine learningechniques includinghe

SVM, ANN and kNN are employed A system $ trained and tested separately for each stackeach

distinct combination of {number of classes, forecast horizon, input window lerigth}y performance

measure utiliset 0 t est the systembs a lhisicaldulatsd foeash distmat e c a s t

combinationand its value isiveraged over thigfty stocks.

10 Machine Prediction
Technical || Learning |—9»| Validation [ &
Indicators Technique Evaluation

Fig. 1. The architecture of a prediction system.
5.5 Methodology

This subsectio describes the methodology used for training, validation and testing. It provides
details about the usage of the three machine leaning techniques employed in experiments and the
parameters tuning. Additionally, it specifies the benchmark model utiliseshfdysis of results. Three

machine learning techniques and the benchmark are described one by one below.

1. SVM. In this study, the SVM approach is implemented using the LibSVM library which is an
opensource softwarf83]. In the &periments a sigmoid functios used as a kernel. It takes a gamma
parametery, thatsignificantly affects performance and is required to be optimized. Another parameter
of the SVM model that requires optimization is a penalty rate for misclassific@tigngrid searchs
employed to identify good parameters combinations where valugsmoha andC are selected from
exponentially growing sequences= {25, 213, é3% and2C = {2, 23, é1% respectively as
suggested ifi34]. Fivefold crossvalidation 58 employed to find optimalalues of the gamma ar
parameters among different combinasf their valuesFor that purposehe whole training dataset
which contains 1740 data points,divided into five foldsSVM is trained using four folds and then
tested using the remairy fifth fold. The proceduresirepeated five times for each fold being used for
testing. The performance undsgifferent parameters settings measured using the overall prediction
accuracy which is defined as the percentage of correctly classifiegalats. The obtained accuracy
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is averaged ovehe five folds and this measuielsed to determine optimal valdesthe gamma and
C parametersOnce the optimal parameter values farend they are used to classify data points from
the testing dataset, which contains 900 data paiitts prediction performance is then assessed using

multiple measurediscussed in Sectionib detail.

2. ANN. The ANN machine learning approach is employed to find out whether the pattern
observed for SVM can be reproduced using other approaches. For utlniese, he ANN
implementation invatlab neural networks toolbois used.The feedforward ANN model employed
contains three layers: input, hidden and outpitie ANN model utilised in this study employs the
hyperbolic tangent sigmoid activation functicr(sig transfer functionin Matlab) and the scaled
conjugate gradient backpropagation learning algorittnainscgtraining functionin Matlab). Default
valuesof training parameters specified for ttiainscgnetwork training function in Matlahre used in
the experiment§35]. The network has ten input neurons that correspond to the ten calculated input
features. The number of neurons in the hidden liaysst to ten for all stocks. The output layer contains
two or three nodes depending on the number of classes consided®t.the employed implementation
of the ANN mode] all parameters are fixed and there is no need to adjust eéRgpficitly during
validation. Hbwever in order to minimize overfitting, the trainidigtaset (consisting of 1740 data
points) is subdivided so that 75% (containib®05 points) are used to train the network which is
adjusted according to the training error, aBéltZcontaining 435 points) are used durihgvalidation
procedure taneasure network generalization and to halt training when generalization stops improving
Once the network is trained and validatiéds used to classify 900 data points set aside atestiag

datasetThe procedure of assessing the prediction perfazenahthe network is the same as of SVM.

3. KkNN. The kNN approach is also employed for obtaining better understanding of the
replicability of the patternThe implementation diNN in Matlabis utilisedin the experimentsThe
optimal numbek of the nearesteighbourss s el ected from a range of {1
The five-fold crossvalidation procedure employed here is the same asv#éfidation procedure for
SVM. Theforecasting performance of the kNN approach is tested using 900 data poagsiedor

testing, where the classification procedurpdagormed in the following wayVhen a new point from
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the testing datasetassigned a class, the kNN approach findsints in the training set that are nearest
to x and observes class labels associated with each ofkipasets. Then a class label is assigned to
based on the posterior probabilities among the class values for the rhepoists. The detailed

procedure of assigning class labels to data poiri4aitabis described ifi36].

4. Benchmark. To evaluate the results produced by the developed predictive system and to get a
better understanding of its performance, a standard bench@Tdsk38] following the ®nditions of
the stock markesiutilised. In the longerm, stock market prices tend to increase, and it is essential to
assure that the trading system based on predictions outperforms a simple benchmark and actually
generates valudhe simplest trading strategy is a barydhold strategy where an asset is bought at a
starting point in time, held for a specified period of time and sold at the end. The idea is similar to the
index investment and constitutes a common way for investfoeas to benamark themselves

therefore, he benchmarksiusedor comparison

6. EXPERIMENTAL RESULTSAND DISCUSSIONS

This section discusses the experimental results obtained using the devmlegietion system.
Experiments @& performed separately for each selected stock. For the sake of diversified analysis of
the relationship between theput window lengthand the forecast horizon, the performance chea
machine learning techniquesrmeasured using a number of perforneametrics: prediction accuracy,
winning rate, return per trade and Sharpe ratio. Prediction accuracy characterizes the classification
performance of the machine learning technique. Determining the direction of a price move is important,
which is describetly the accuracy. But in particular those points that come with large price movements
have to be identified, while mistakes in identifying movements with almost zero return will have little
effect on the performance of the trading system. In order to igaésthe behaviour of the predictive
system from a trading point of view using different settings, the predictive systewaluated as a
tradingsystem. An assumptioa made that each time the predictive system generates a buy/sell signal,
anamountomoneyXi s i nvested. When the system presdicted
made where an underlying stokkbought forX at the moment of prediction and sold at the end of a

forecast hori zon. When pricchmovesignia shertiradgsimede wherée and a o6 LC
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underlying stockd sold forX at the moment of prediction and bought back at the end of the forecast
horizon.Once the decision is made, the investment stays static and no adjustments are made until the
end of the forecastg horizon.This approactallows for aconsistent compaon of results obtained

with different values of forecast horizon and input window lengibr. two class classification, trades

are made for each of 900 data points because the system predioted eitd Up 6 or o6 Downod

for every single data point. For three class classification, noteades made when &No Mov

predicted, therefore the number of trades made during the testing phaseBasgzl on the developed

virtual tradingsystem, winning rate, ratu per trade and Sharpe ratie aomputed. These performance
measures help to study the relationship between the forecast horizopatngdindow lengtifrom the

point of a risk and reward. All the results are provided in talbese each row corresponds to a certain
horizon. The highest value in a row is highlighted in green whereas red indicates the lowest value. The
background colours in the remaining cells are scaled depending on how close their values are to the
highest andhe lowest points. The colour map helps to identify the pattern in the experimental results.
Every value in the tables represents a mean value of a considered measure over 50 stocks. It is
accompanied by its st andar dheidicatiorad bhoth the rheard andb we d
standard deviation provides more detailed information about the estimated values and helps to get more
insight about their distribution. In order to conclude whether the applied stiggegyates additional

value, eachalue of a metricd compared to the corresponglivalue of the benchmark modila mean

value of a measuiie nothigher than that of the benchmarkisitunderlined and shown in Italic font.
6.1 Prediction Accuracy

The prediction accuracy obtained for agsnstockis calculated using (15) and (16) for two and

three class classifications respectively:

(15)
TrueUp+ TrueDowr
Accuracy, = N
TrueUp+ TrueNoMove+ TrueDow
Accuracy, = N
(16)
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whereN is the total number of classified data poiftsieUp TrueDownandTrueNoMovere correctly
classifiedd pd 6 bwnbandé Noovdl d at aespeatively. fTleaveraged accuracg computed

as an arithmetic mean of accuracies over 50 stocks.

The values of the averaged accuracies and their standard deviations obtained withtadbpect
forecasthorizonsandinput window lengtk using different approaches are presented in Tables Ill and
IV for two and three class classification respectively. The highest podiatcuracy of 75.4%si
obtained by SVM for two class classification when predicting for 15 days ahead wiitipahevindow
lengthequal to 15 days. The obtained prediction accuracy is within a comparable range of that from the
related literature. For example, the highest emuobtained by Kara et §20] is equal to 75.74%. The
combined model developed by Huang efX] showed 75% of the forecasting accuratiyese results
indicate that the values produced by the developed predictive system are comparable withdfie state
the-art approaches and that the decision to select SVM to investigate the relationships lmgtuteen
window lengthandforecast horizoris robust and reasonable. The following pattern is observed for
SVM: the highest prediction accuracy for each valuefofecast horizois generally reached when a
input window lengthis approximately equal to the horiz&imilar values of accuracy cdre observed
for several adjacent windows, but a rangmptit window length that produces high values of accuracy
is moving towards larger windovengtls with the increase of thierecast horizonThis pattern is
reproduced for both two and three class classification. The standard deviation is gradually increasing
with an increase in thi®recast horizonHowever, it tends to be smaller for values around the highest
value in a row, which correspds toinput window lengtk roughly equal to the forecast horizon. This
behaviour emphasizes the idea that settingnive window lengtrapproximately equal to the selected

horizon gives high classification performance and increases the robustnessystehe

When observing the performance obtained using the ANN approach, the prediction accuracy is
relatively high in comparison with the benchmark, and the pattern observed for SVM is clearly visible
for ANN for both two and three classes. The vagjority of the accuracyalues obtainetbr SVM and
ANN are higherthanthose of the benchmark with a few exceptions when predicting long forecast

horizons using shomput window lengtk for input calculations.
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TABLE Ill. Averaged prediction accuracy in pentage (%) for two class classification obtained

using different classifiers (a) SVM, (b) ANN and (c) kNN

Horizon, Input Window Lengthdays
days 3 5 7 10 15 20 25 30
(a) SVM
1 64.5+2.2 64.4+2.4 62.6+2.2 57.6+19 57.1+1.8
3 69.5+3.1 67.8+2.9 65.0+3.2 63.5+2.5
5 70.4+2.9 72.1+3.6 71.0£3.0 69.0+3.0 67.3+3.1 65.4+2.9
7 68.3+2.6 73.4+35 72.8+4.1 72.0+3.3 69.9+3.4 68.3+3.1
10 71.6+3.6 72.6+3.8 74.0£3.7 72.3+t3.9 70.3+3.7 68.7t4.4
15 68.415.4 70.615.1 74.1+4.2 74.1+4.0 73.3:4.0 72.4+4.7
20 65.7£6.1 67.9+6.0 71.91+5.7 | 74.3+4.8 73.9+4.9 73.5+5.3
25 63.3+6.9 65.5+6.5 69.7+6.1 73.31+5.0
30 61.5+8.5 63.4+7.8 67.2+7.0 71.04¢54 72.845.3
(b) ANN
1 61.9+3.2 58.9+3.7 57.2+2.8 55.242.3 53.7+2.6
3 66.3+4.7 63.7t4.4 61.7+4.0 60.1+4.0
5 68.315.0 69.5+5.2 67.1+6.7 65.7+4.7 63.4t+4.7
7 65.9+4.6 67.9t6.0 65.915.5 64.415.1
10 69.815.6 69.7£6.8 69.1+3.8 67.1+4.6 65.0+4.7
15 66.7+5.6 67.9+7.2 71.1+7.7 71.8+4.9 69.616.0 67.6+7.8
20 62.318.4 66.4+6.5 69.9+7.5 71.0£9.7 70.848.3 68.7+9.0
25 61.247.2 63.5+7.6 67.3+7.4 70.24¢8.0 71.1+9.1 69.618.0
30 58.2+9.3 60.749.2 63.4+8.8 68.5+8.0 68.8+9.7 70£10.2
(c) kNN
1 54.2+2.3 52.842.2 52.1+25 51.6+1.8
3 56.5+3.4 55.0+3.0 53.3+2.9
5 58.1+4.1 58.6+4.1 56.8+4.1 55.0+3.6 53.6+2.7
7 56.8+4.5 57.9+4.9 55.844.3 54.6+3.2 54.24+2.9

55.245.3

55.5+3.7
56.5+4.5 56.1+4.8
57.54¢5.6 57.3#5.1
57.346.

56.8+4.7 56.1+4.4
57.4+5.2
58.0£6.0

57.6+6.2

58.4+6.3
56.6+6.3
55.3+7.1
55.0+7.8
53.7+7.7

57.746.3
56.5£7.1
55.2+7.1
54.4+7.6

58.1+6.8
56.9+6.7 57.3%6.9
55.9+7.2 57.1%7.1

ThekNN approach demonstrated significantly lower performance than SVM on the underlying task

for two class classification, with the averaged mean lower1By7% and the averaged standard

deviation higher by 0.7% than those of SVM. When classifying data poictshree classes, kNN

demonstrated poorer performartban SVM in terms of the averaged mean-1§.9% and showed

higher averaged deviation by 1.2%. Results obtained for KNN are higher than the corresponding values

of the benchmark model for forecastrizons of 115 trading days. Thisechnique demonstrates

especially weak ability to predict directional price movements for long forecast horizons which

noticeably affects the outcomes. The pattern, found using ANN and SVM, can still be observed for

kNN, ho we v er

the systembébs performance has

deteri

These results indicate that the pattern, observed for SVM and ANN, that the highest accuracy is
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achieved when rainput window lengthis equal to a forecast horizois reproduced for different

machine learning approaches and its visibility depends on a performance of an approach.

TABLE IV. Averaged prediction accuracy in percentage (%)Hredclass classification obtained

using different classifiers (a) SVM, (BNN and (c) kNN

Horizon,
days

Input Window Lengthdays

5 7 10 15 20 25 30

56.3+£3.8 59.1+3.4
53.9+3.9

53.3+7.5
51.5+7.5

43.5+5.6
42.7+5.8
41.3+6.1

(a) SVM
50.6+3.4 48.3+4.1 47.1+3.8 44842 44.6+4.3

55.7+3.3 53.8+3.3 51.5+3.2 50.0+3.7

57.5+3.5 55.1+3.0 53.2+3.6

58.9+3.8 57.1+3.5 54.7+3.9 53.6+3.8

59.3+3.4 57.6+3.6 56.5+t3.5 55.1+3.8
60.5+3.0 59.3+3.5 58.1+3.5

60.8+4.1 59.6+3.7

57.64+3.8 58.9+3.6
53.746.0 56.8+4.9 60.1+4.6
51.746.8 54.4+6.1 58.145.5
48.9+7.8 51.4+7.3 552+6.6 58.845.6
47.9+8.6 49.6+7.9 53.0+7.0 57.246.4
(b) ANN

47.146.1

59.2+5.3

46.0+4.9 43.7+4.5 43.0£5.4 43.245.2
50.748.2 49.4+6.7 47.2+6.8 47.0+5.0
53.6+8.9 50.7+6.9 50.6+4.9
55.9+8.9 54.9+6.1 50.9+6.3 49.3+7.0
55.2+49.3 | 56.1+9.3 54.7+8.8 54.3+6.3 51.3+7.7 50.6+5.7
53.5+8.4 A 55.9+£10.5 56.2+7.1 55.9+7.6 53.7+7.6
49.5+11.0 53.7+9.4 55.3+8.8 52.6+10.0
47.5+10.3 51.2+10.1 54.3+10.0 54.1+11.0 54.4+9.5
45.8+10.8 48.8+11.0 53.2+11.1 54.6+10.8 55.4+8.8

49.1+8.4
47.4+8.9

(c) kNN
39.9+3.4 39.0+4.1 38.1#3.6 38.1#45
427450 41.4+4.9 39.1+3.8
443+58 42458 402455 39.1+4.1
44.1+6.6 425+6.3 40.9%5.6 40.1+4.8
43466 41.4+54 40.3%51 40.4%4.7
421464 412454 41.1+4.3 40.2+4.5
419460 41.4+55 40.8+5.1
41.547.0 41.445.2

41.6+7.2

41.8+7.0  42.3+7.4
39.8£7.6 40.8+7.5
38.748.0 39.5+7.7 40.6+7.5
38.0£8.8 38.6+8.1 40.1+8.1

The prediction accuracy for two class classification is higher than that for threelakss8cation.

This outcome is expected because the problem of classifying into three classes is more complicated

than classifying into two ctas e s . When t he s addad asMopossible autpug she i

compleity of the predictive systensiincreased. The benefits are to avoid making trades when a

predicted change in a price of an underlying stock is small. This enhancement is supposed to reduce the

number of trades and to increase an average profit from a single trade.

6.2 Winning Rate

Winning rate is also known as a success rate or percentage of profitable trades, it is calculated as a

ratio of a number of profitable trades to the total number of trades:
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WinRatiO: NWinTrades (17)

total

whereNwinTradesiS the number of winning trades thaédeto a profit and\i is the total number of

trades. For two class classification, the winning rate is equal to the prediction accuracy because the total
number of trades is equal to the number of data points and therefore the number of winning trades i
equal to the number of correct predictions. The winning rate achieved for three class classification is
presented in Table V. When comparing results achieved by different machine learning methods with
the corresponding values of the prediction accurdmeyfollowing can be concluded: the winning rate

for each combination of the windolengthand the forecast horizon is significantly higher than the
correspondingalue of the prediction accuracy. Especially, the difference between the winning rate and
the prediction accuracy for three class classification, averaged over all combinations of a forecast
horizon and ainput window lengthis equal to 18.7%, 16.1% at8.2% in terms of mean values for

SVM, ANN and kNN respectively. The standard deviations of the winning rates for three class
classification is on averadggher than those of the prediction accuracy for SVM and ANN methods
and slightly lower for the kNhethod, and more values appear to be lower than those of the benchmark.
Winning rate for three class classification is also higher than the winning rate (and the prediction
accuracy) for two class classification which is reproducible for all approachgmrticular, the
averaged difference in the mean values of winning rates between two and three class classifications is
equal to 4.9%, 1.3% and 1.2% for SVM, ANN and kNN respectively. It is worth noticing that the
standard deviations concurrentigcreasedby 2.6%, 6.6% and 1.1% respectively. The results
demonstrate that, when small price movements are
approaches better distinguish between up and down price movements however thioresifidteent

stacks show high variation around the mean value. This indicates that more noise appears in the values
of the winning rate. The highest percentage of winning trades equal to 82.6% is reached for the SVM
approach for three class classification when predidtn@0 days ahead with tligput window length

equal to 15 or 20 days, and for 25 days ahead witinghe window lengthequal to 20 days. These

results are comparable to the highest winning rate of 86.55% obtained by Winkowska and
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Marcinkiewicz in[29] for ANN. The pattern, found for the prediction accuracy, is clearly reproduced

for the winning rate.

TABLE V. Averaged winning rate in percentage (%) for three class classification obtained using
different classifiers (a) SVM, (b) ANN and (c) kNN

Horizon, Input Window Lengthdays

days 3 5 10 15 20 25 30

(a) SVM

1 67.2£#3.7 63.9+3.7 61.7+3.1 58.0#4.4 58.1+3.5 57.0+3.6

3 77.0£4.1 73.7+t4.6 71.8+4.6 68.6x4.6 67.7£8.0

5 75.5+4.7 77.9+5.1 76.5£5.2 734455 71.2+5.2

7 72.645.1 79.345.5 77.8#5.4 74.4+58 73.246.2

10 78.3+5.7 79.8+5.8 80.846.3 78.9+6.7 77.4+7.3 74.7+6.3
15 73.7£7.5 77.0¢6.5 80.9+6.5 81.4+6.5 80.4+7.0 78.6+6.8
20 69.3+13.4 72.3+13.4 78.5+7.3 81.447.3 80.6+7.1

64.0+15.7

69.5+14.0
66.6+14.7

75.4+8.6
72.4+9.8

80.1+7.3
77.9+8.3

(b) ANN

67.4+5.1 | 61.9+11.9
69.1+8.1 | 65.9+12.0
68.9+13.5
75.6£8.8 73.3%£16.7
71.1+17.9
68.2+22.8

57.2+5.9 57.1+5.1

59.146.2 58.5+5.2

51.7+4.0

68.846.3
71.2+13.6
68.4+19.2

57.1+4.9

59.8+7.7 59.5+6.6

58.946.6

1 59.2+4.8 52.9+13.9 53.8:8.4 55.0:3.8
3 64.8+16.2 65.2+11.0 62.846.4 61.0+10.1
5 68.3£17.2 65.5+15.1
7 74.7+10.6 71.8+11.8
10 72.2+17.2 74.3+14.6 72.7+14.0 69.5+18.6
15 63.2+18.2 72.0+8.6 74.0+17.6
20 64.6£9.4 64.9+19.3 70.4+17.5 76.112.5
64.0+10.6 66.7+19.5 70.6+17.7
50.5+16.9 64.6+15.7 68.4+20.4 74.4+12.0
(c) kNN
1 53.742.6 52.3+2.5 51.6+2.3 | 50.842.3
3 58.3+4.2 56.4+3.7 54.1+35
5 59.3+5.4 61.1#5.8 58.4+5.1 56.1+4.9
7 58.145.9 59.3+6.2 57.3t5.8
10 58.646.0
15 57.847.7 58.5+7.8
20 55.4+8.1 57.2+8.4 59.3:7.8
25 545+8.4 56.0+8.3 58.4+8.6 59.618.5

53.1+9.6

54.5+9.4

56.2+9.4

59.2+9.4

6.3 Return per Trade

Return per trade is a commonly used metric when the performandeadfre system is evaluated.

59.8+7.0
59.4+6.9

When the system pr emnsocthatandundérlyipgstogliouglet at theroomentroé

the prediction and sold at the end of ttkecast horizonthe return from this trads talculated as:

R.=(G.s -G)/ G

wheresis the length of théorecast horizonC: is the priceon the day opredictiont, Cis is the price at

the end of théorecast horizonRsi s

t

he

return

from a

(18)

trade.
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movemat so that an underlying stock$old at the moment of prediction and bought back at the end of

theforecast horizonthe return from this trade calculated as:
R.=(G -G..)/ G (19)

The returns calculated for each trade made duringtéiséing phas. Returns from single tradesea
averaged over the total number of trades made for ¢ach #\fterwards, the returnseaaveraged over
50 stocks for each paifdrecast horizoninput window length The obtained results are presented in
Table VI for two classes and in Table VI for three classes using SVM, ANN and kNN machine learning
techniques. Theesults are similar to those obtained for accuracy and winning rate performance measures
in terms & comparison to the benchmark. Values of returns obtained using trading strategies based on
predictions from SVM and ANN are mostly higher than those of the benchmark. Returns per trade

obtained with the help of the KNN approach are larger for short Ingremed smaller for long horizons

TABLE VI. Averaged return per trade in percentage (%) for two class classification obtained
using different classifiers (a) SVM, (b) ANN and (c) kNN

Horizon, Input Window Lengthdays
days 3 5 7 10 15 20 25 30
(a) SVM

1 0.70+0.26 0.70+0.27 0.60+0.22 0.39+0.15 0.37+0.16
3 1.53+0.55 1.41+0.51 1.22+0.49 1.10+0.40
5 2.17+0.78 2.09+0.72 1.94+0.70 1.77+0.61
7 2.63+0.94 2.60+0.93 2.53+0.89 2.34+0.79 2.21+0.78

10 3.00+1.04 3.05+1.08 3.21+1.08 3.07+1.08 2.85+0.98 2.67+1.01
15 3.29+1.40 3.63+1.41 4.02+1.36 4.01+1.31 3.93+1.32 3.80+1.40
20 3.35£1.65 3.72+1.65 4.38+1.73 4.64+1.68 4.51+1.73
25 3.24+1.93 3.71+1.87 4.51+1.94 5.09+1.82

3.27+2.45 3.68+2.25 4.51+2.20 5.22+2.08
(b) ANN

5.56+2.16

1 0.59+0.26 0.46+0.24 0.35+0.17 0.25+0.15 0.20£0.16 0.20+0.14

3 1.27+0.58 1.15+0.55 1.01+0.51 0.83+0.44

5 1.96+0.79 1.83+0.94 1.70+0.80 1.47+0.67

7 2.51+1.08 2.17+0.99 2.00+0.89 1.85+0.87

10 2.82+1.15 2.99+1.21 2.84+1.39 2.77+1.04 2.50+1.01 2.24+1.00
15 3.07+1.32 3.28+1.65 3.71+1.79 3.81+1.51 3.41+1.37 3.15+1.56
20 2.85+2.01 3.52+1.75 4.08+1.94 4.10+2.15 4.24+1.98 3.77+2.11
25 2.91+2.07 3.44+2.09 4.19+2.16 4.49+2.38

4.82+2.48 4.31+2.31
2.77+2.73 3.11+2.58 3.79+2.76 4.89+2.56 4.77+2.88 4.95+3.08

(c) kNN
0.20+0.15

0.15+0.12 0.10+0.10 0.09+0.09
0.58+0.37 0.48+0.33 0.33+0.28
0.98+0.66 1.01+0.63 0.79+0.53 0.61+0.47 0.42+0.33
7 1.00+0.77 1.14+0.78 0.81+0.6 0.64+0.49 0.60+0.40
0.96+1.04 1.39£1.02 1.41+0.99 1.13+0.86 1.02+0.76 0.92+0.65
1.41+1.33 1.54+1.31 1.47+1.06 1.44+1.05 1.25+0.88
1.43+1.75 1.59+1.65 1.85+1.43 1.86+1.36 1.69+1.22
1.56+2.18 1.57+1.91 1.90+1.95 1.99+1.57
1.3942.51 1.59+2.26 1.86+2.25 2.23+2.23 2.08+1.83
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TABLE VII.

Averaged return per trade in percentage (%) for three class classification
obtained using different classifiers (a) SVM, (b) ANN and (c) kNN

Horizon, Input Window Lengthdays
days 3 5 7 10 15 20 25 30
(a) SVM
1 0.96+0.24 0.82+0.23 0.71+0.21 0.55+0.22 0.55+0.20
3 2.03+0.47 1.86+0.41 1.69+0.38 1.59+0.50
5 2.74+0.56 2.94+0.52 2.84+0.45 2.65+0.44 2.41+0.44
7 3.61+0.55 3.54+0.63 3.39+0.6 3.14+0.65 3.09+0.67
10 4.12+0.65 4.23+0.68 4.37+0.7 4.20+0.63 4.06+0.62 3.79+0.66
15 4.27+1.12 4.77+1.02 5.34+0.99 5.47+0.99 5.33+0.98 5.18+1.02
20 4.31+1.65 4.8+1.54 5.78+1.32 6.25+1.36 6.2+1.33

3.87+1.93 4.71+2.05 5.78+1.65 6.73x1.65

4.78+2.52 5.78+2.16 7.08+2.10

7.72+1.88

1 0.6620.28 0.52+0.31 0.38+0.24 0.32+0.19 0.32+0.20
3 1.79£0.79 1.47+0.84 1.37+0.62 1.18+0.56 1.05+0.49

5 2.34+1.02 2.17+1.20 1.88+0.90 1.88+0.56 1.47%0.92
7 2.44+1.17 2.92+1.54 2.84+0.98 2.41+0.95 2.25:+0.95
10 3.43:1.45 3.56£154 3.37+1.39 3.37+1.29 2.89+1.42
15 3.09+2.00 3.99+1.69  4.5242.01 4.49+1.67 4.39:1.73
20 3.19+2.15 3.65+2.17 4.62+2.43 4.99+3.24 4.52+2.73
25 2.88+2.30 3.63+2.47 4.61+2.53 5.12+2.86 5.25+3.26
30 3.29+3.16 4.67+2.94 5.61+3.13 6.02+3.35

(c) kNN

1 0.29+0.18 0.22+#0.12 0.15:0.11 0.13:0.10 | 0.0620.11

3 0.78£0.42 0.60£0.37 0.43£0.32

5 1.15+0.65 1.2240.65 1.05:0.61 0.76:0.54 0.57+0.40

7 1.2240.77 1.5240.88 1.36+0.89 1.05+0.72 0.84+0.63

10 1.43+0.96 1.14+0.85 1.12+0.67
15 1.74+1.48 1.84+1.52 1.824¢1.22 1.75+1.07
20 1.5041.73 1.75:1.80 2.18+1.83 2.25+1.43

1.43+2.03 1.74+2.05 2.18+2.16 2.54+2.21
1284248 1.59+2.35 1.97+2.43 2.72+2.50

1.51+0.99
2.08+1.45
2.66+1.93
2.77+2.09

2.84+1.02
3.97+1.48
4.27+2.62
5.68+2.42
6.52+2.58

0.07+0.12

than those of the benchmark. The discovered pattern observed for the accuracies and the winning rates

is reproduced for returns. Higher returns anshller standard deviations for edohecast horizorare

observed whenrenput window lengths set close to forecast horizonThe pattern is getting less clear

for the KNN approachNote that very high returns are most likely to be obtained due to the simplified

strategy that does not include transaction costs and other effects that typidadlg the profit. These

high return values are unlikely to appear in practice, but they do indicate a potential arbitrage.

6.1 Sharpe Ratio

Sharpe Ratio is used to measure-gadkusted performance of a trading system wicproposed

by Sharpe

wandtb-v@aa li ladd [3€].Atenadasuresatheiexcess return, also called a risk

premium, compared with the risk free rate, in terms of their absolute values, and then compared to the

overall risk measured byrettn s 6 st andard deviati on.

The

Sharpe
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funds to measure a portfolio performance. It enables to relatively compare the performance of different
portfolios including not weltiversified ones which corresponds to our cg4@]. The ratio is
computedby calculating an average return obtained from generated trades and its standard deviation and
is required to be annualized. The commonly used formula to calculated Sharpe Ratio is:
s, = ﬁE(R,)- R
5(R:) (20)
whereE(Ry) is aportfolio return,ii (p)Rs a portfolio standard deviatioR: is a risk free rateT is the

number of periods per year where a period corresponitie tperiod of investment (horizarh this

study,thesimplified casawith zerorisk free rates considered. This chaids made based on [26], [27].

Tables VIII and IX show the Sharpe ratio values computed for two and three class classifications
respectivelyThe overall performance of the predictive systerterms of Sharpe ratio is similar to that
of other metrics previouslpresented. It corresponds to both the visibility of the pattern and the
comparison to the benchmark in terms of difference in mean valugd4l]inSharpe ratio value,
computed for the model based on the price data, varies from 2 to 8 decreasing with an increase in a
forecast horizon. For the largest forecast horizon equal to 250 minutes which is approximately half of
a trading day, Sharpe Ratio is close to 3. Regardlesg dath that the current research is done using
not intraday but daily data, similar behaviour can be noticed: Sharpe ratio tends to be smaller for larger
forecast horizons. The highest value of Sharpe ratio of 7.58 is reached for one day ahead forecasting
with the input window lengthequal to three days when classifying into three classes. The values
obtained for three class classification are higher on average than the values obtained for two classes. It
confirms that addi ng t heed siunppprloevneesnttahhey d rafsesr ndaN
system in terms of Sharpe ratio performance measure. For most forecast horizons, the highest values of
Sharpe ratio are reached wherirgput window lengttapproximately matches a horizon. This behaviour
is cleary visible for predictive systems based on the SVM and ANN technigoeshe kNN method,
Sharpe ratio values obtained for long forecast horizons appear to be lower than the benchmark. With
decrease in the mean values, values of standard deviations tend to increase. It is particularly visible

when a short forecast horizon and a longut window lengthor a long forecast horizon and a short
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TABLE VIII. Averaged Sharpe ratio computed for tebass classification obtained using
different classifiers (a) SVM, (b) ANN and (c) kNN

Horizon, Input Window Lengthdays
days 3 5 7 10 15 20 25 30
(a) SVM
1 5.40£0.89 5.38+0.95 4.59+0.86 2.91+0.70 2.69+0.63
3 4.18+0.71 3.81+0.67 3.21+0.71 2.89%0.54
5 3.52+0.66 3.7240.65 3.54+0.53 3.21+0.50 2.91+0.49
7 2.63+0.63 3.294+0.58 3.24+0.62 3.13+0.53 2.86+0.52 2.65+0.46
10 2.63+0.44 2.71+0.53 2.91+0.54 2.74+0.52 2.50+0.50 2.31+0.58
15 1.84+0.53 2.10+0.47 2.45x0.5 2.44+0.46 2.37+0.46 2.27x0.54
20 1.38+0.54 1.58+0.48 1.94+0.5 2.13+0.48 2.08+0.53

1.05£0.57 1.23:+0.47 1.57:0.49 1.85:0.40
0.88+0.63 1.00£0.51 1.29+0.50 1.56:0.40
(b) ANN

1.70+0.39

1 4444123 3.32+1.24 2.60:0.97 1.84+0.89 1.380.92 1.38+0.97
3 3.48+1.04 2.93:+0.91 2.55:0.78 2.12+0.79
5 3.12+0.98 3.3410.88 2.96+1.06 2.69:0.75 2.32+0.78
7 2.34+0.82 3.0320.75 2.59:0.82 2.32+0.78 2.12+0.7
10 2.4310.64 2.61+0.64 2.42+0.88 2.40:051 2.1+0.56 1.84%0.55
15 1.7240.55 1.86+0.68 2.18+0.82 2.23105 2.01:0.67 1.77+0.79
20 1.10£0.73 1.46:0.52 1.79:0.68 1.86+0.82 1.88+0.69 1.64:0.77
25 0.90£0.59 1.09+0.56 1.39+0.57 1.58+0.66 1.70£0.72 1.55£0.66
30 0.82+0.64 1.030.68 1.41+0.57 1.41#0.71 1.48+0.76
(c) kNN

1 1.45:0.91 1.07+0.71 0.83:0.76 0.61+0.61
3 1.40£0.69 1.15:0.63 0.7620.57
5 1.44+0.90 1.450.63 1.15:0.63 0.88+0.58 0.64+0.47
7 1.06+0.87 1.180.64 0.87+0.56 0.69+0.45 0.64+0.44
10 0.72+0.92 1.04+0.68 1.0740.66 0.85:0.54 0.77+0.51 0.69+0.46
15 0.69£0.65 0.7740.61 0.75:0.46 0.7130.47 0.63+0.37
20 0.52+0.67 0.59+0.60 0.72+0.62 0.7120.50 0.70£0.47 0.64:0.35

0.43+0.68 0.45:0.57 0.57+0.58 0.61+0.55 0.59+0.38

0.37+0.56 0.46+0.59 0.56+0.52 0.54+0.37

input window lengthare used. This emphasizes the idea that when a machine learning technique is
unable to infer relevant information from the input, the forecasting results are significantly affected by

the noise.
6.1 Aggregated results

For comparison purposes, results fr@mbles IIHX are aggregated and the highest values of
performance measures achieved for each forecast horizon by the SVM, ANN and kNN machine learning
approaches and the bapdhold strategy are shown in Table X. The highest value of a performance
metricreached for the two and three class classifications is highlighted in bold. Both SVM and ANN
outperform the baseline baandhold method in terms of every considered performance measure for
all horizons. kNN outperforms the biandhold strategy for shoitorizons of 110 trading days and

underperforms for long horizons of-BB trading days. Thieighest prediction accuracy of 75.43% and
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TABLE IX. Averaged Sharpe ratio computed for three class classification obtained using different
classifiers (a) SVM(b) ANN and (c) kNN

Horizon, Input Window Lengthdays
days 3 5 7 10 15 20 25 30
(a) SVM

1 6.48+1.36 5.31+1.21 4.48+1.14 3.4+1.74 3.27+1.07

3 5.09+1.12 4.51+1.01 3.93£1.00 3.76x2.24 3.32+1.85

5 4.69+1.06 4.46+1.09 3.98+1.00 3.52+0.94 3.24+1.07

7 4.14+1.03 3.88+0.91 3.49+0.98 3.42+1.18

10 3.49+1.05 3.64+1.14 3.63+1.21 3.49+1.39 3.09+1.01
15 2.36+0.85 2.74+0.86 3.22+1.00 3.31+1.07 3.21+1.17 2.99+0.89
20 1.88+1.56 2.06+0.95 2.59+0.89 2.91+1.04 2.84+0.91

2.48+0.88
2.17+0.87

1.71+1.17 2.05+0.87
1.39+1.34 1.69+0.91

2.47+0.97

(b) ANN

1 4.49+1.65 3.44+1.91 2.51%1.54 2.10+1.35 2.11+1.62

3 4.65+2.25 3.61+2.28 3.38+1.43 2.75:+1.36 2.46x1.15

5 4.09+1.58 3.40+2.00 2.93+1.30 2.96+1.11

7 3.62+1.11 3.56+1.70 3.26+1.12 2.74+1.19 2.44+1.06

10 2.94+1.32 2.92+2.56 2.95+1.36 2.80+1.10 2.42+1.18 2.28+0.68

15 1.64+1.00 2.22+1.03| 2.69+1.15 2.61£1.00 2.59+1.04 2.23+1.09

20 1.27+0.88 1.59+1.02 1.94+1.00 2414126 1.563.59 1.80+1.23

25 0.90£0.76 1.10+0.78 1.57+0.86 1.78+0.99 1.81+1.11 2.02+0.84

30 0.82+0.82 1.21+0.92 1.61+0.90 1.82+0.99 1.99+0.75

(c) kNN

1 1.88+0.97 1.51+0.74 1.07+0.78 0.86+0.62 0.43%0.82 0.43+0.77

3 1.80£0.81 1.38+0.71 0.9620.68

5  1.610.85 1.770.85 1.4620.72 1.08+0.82 0.82+0.53

7 1.23£0.72 1.59+0.86 1.330.74 1.10:0.82 0.89:0.66

10 1.23+0.76 1.06£0.65 0.87+0.61 0.84+0.53

15 0.79£0.65 0.85:+0.69 0.90+0.53 0.86+0.46 0.74+0.41

20 0.500.61 0.63+0.66 0.81:0.63 0.84+0.47 0.78+0.45
0.37+0.59 0.48+0.59 0.63:0.62 0.78+0.46

0.71+0.44

0.25+0.63 0.34+0.59 0.45+0.60

61.71% is obtained by SVM when predicting a price change in 15 trading days for two class classification
and in 20 trading days for thretass classificationespectivelyValues ofthewinning rate are equal to

those of prediction accuracy for two class classification but differ from them for three class classification,
because only preclit i ons of 6 plipednovemedtsrerdyarddmda signal for entering into
tradewhen computing winning rat@ here is an important observation that winning rates achieved for
three class classification are higher than those achieved when classifying into two Aldgsissed

in Section 6.2these results confirm that intraclu n g NotMewebclassenhances the profitability of a
trading system utiliag those predictions in tradingvhen predicting for three classése winning rate
generally increasesith an increase in forecasbrizon reaching 82.64% using SVM for horizon equal

to 20 trading days.
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TABLE X. The highest prediction accuracy, return per trade, winning rate and Sharpe ratio
achieved for multiple forecast horizons by the SVM, ANN and kNN classifiers. Results are
aggregated from Tables ITI IX.

2 classes classification 3 classes classification
SVM ANN kNN Buy&Hold SVM ANN kNN Buy&Hold
Prediction acuracy, %
1 67.45 63.65 55.85 51.68 52.62 48.29 42.22 35.10
3 72.84 71.00 58.93 53.97 58.83 55.20 44.63 36.83
5 74.42 72.91 60.26 55.03 60.91 56.31 44,98 37.82
7 74.21 72.20 59.78 56.37 60.17 56.60 45.30 38.75
10 74.46 71.95 59.03 57.58 60.22 56.71 43.94 39.77
15 75.43 73.21 58.47 59.45 61.20 56.53 42.53 41.26
20 74.64 71.52 58.53 60.85 61.71 56.99 42.23 42.35
25 74.44 71.81 57.74 61.66 60.74 57.02 42.02 43.17
30 74.36 71.17 57.82 62.32 60.89 56.68 41.86 43.62
Winning rate, %
1 70.31 6417 56.48 51.68 70.31 6417 56.48 51.68
3 78.78 72.56 61.28 53.97 78.78 72.56 61.28 53.97
5 81.09 73.67 62.39 55.03 81.09 73.67 62.39 55.03
7 80.52 76.07 61.91 56.37 80.52 76.07 61.91 56.37
10 81.47 75.73 60.75 57.58 81.47 75.73 60.75 57.58
15 82.04 76.72 60.51 59.45 82.04 76.72 60.51 59.45
20 82.64 78.23 60.46 60.85 82.64 78.23 60.46 60.85
25 82.55 75.82 60.56 61.66 82.55 75.82 60.56 61.66
30 82.23 77.83 60.18 62.32 82.23 77.83 60.18 62.32
Return per trade, %

Step,
days

1 0.82 0.66 0.28 0.11 1.09 0.76 0.37 0.11
3 1.75 1.68 0.79 0.31 2.35 1.94 1.01 0.31
5 2.38 2.28 1.15 0.51 3.20 2.60 1.43 0.51
7 2.75 2.59 1.30 0.70 3.70 3.15 1.63 0.70
10 3.27 3.08 1.48 0.98 4.45 3.69 1.78 0.98
15 4.19 3.97 1.70 151 5.58 4.59 2.12 151
20 4.69 4.39 1.92 2.05 6.41 5.43 2.36 2.05
25 5.33 4.97 2.16 2.58 7.22 6.03 2.84 2.58
30 5.77 5.10 2.43 3.11 8.06 6.96 2.95 3.11
Sharpe ratio
1 6.46 5.11 2.01 0.80 7.58 5.35 2.46 0.80
3 4.95 4.57 1.90 0.80 6.19 5.02 2.34 0.80
5 4.15 3.89 1.73 0.81 5.34 4.32 2.07 0.81
7 3.45 3.17 1.38 0.81 4.40 3.83 1.68 0.81
10 2.98 2.70 1.12 0.81 3.91 3.16 1.30 0.81
15 2.58 2.36 0.86 0.83 3.44 2.77 1.05 0.83
20 2.16 1.93 0.74 0.86 3.01 2.72 0.89 0.86
25 1.97 1.77 0.67 0.87 2.74 2.22 0.86 0.87
30 1.81 1.55 0.63 0.89 2.61 2.15 0.76 0.89

Returns obtained per simulated trade are complicated tpazenacross different forecdsirizons
because investment horizons of the simulated trades differ and therefore a trade for a shorter period is
more likely to lead to a smaller return. The benefit of trading for shorter horizons is that once the trade
is completed, money/assets canremvestedandused in further trading to gain extra profit. When
trading for long periods, money/assets are locked within the trade for the duration of the investment
period. Therefore, to compare the return obtained for different horizons, they se@aplsted for the

period of investment. Additionally, the transaction costs introduce more complications into the
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adjustment process. These costs depend on many factors such as the exchanges where trades are settled
and the financial intermediary used docess exchanges. Financial institutions identified as market
makers are able to trade with lower transaction costs than individual market participants. Therefore, the
adjustment made to account for transaction costs should differ for different markeipaais.
Accordingly, takinginto account thecomplications, returns in this paper are not compared across

different forecast horizons.

Nevertheless, returns are useful for comparing predictive performance achieved within a forecast
horizon. For instancayhen the trades are simulated based on the predictions of price movements on
the next trading day, average returns per single trade equal 0.82%, 0.66% and 0.28% for two classes
and 1.09%, 0.76% and 0.37% for three classes respectively, using the SVichpvben employing
the buyandhold strategy for the same trading days, only 0.11% return per trade can be gained.
Therefore, there is an obvious improvement in makingdayeinvestments based on the designed
predictive system comparing to the simple daungthold strategy, and the highest results are achieved
by SVM. For the 30 days forecasting the predictive system generates returns of 5.77%, 5.10% and
2.43% for two class classificaticeind of 8.06%, 6.96% and 2.95% for three class classificatiog
SVM, ANN and kNN respectivelyThe simple butyandhold approach gains the return of 3.11% which
outperforms kNN but underperforms SVM and ANN. The two latter approatimga progressive
improvement comparing to the baseline apprositi.able X, Sharpe ti values steadily decrease
with increases in forecast horizon approaching thedmghold values. This behaviour indicates that
despite the fact that promising values of forecasting accuracy are achieved for multiple horizons, the
long-term trading strizgy that invests resources for long horizons would yield less profit than a short
term trading strategy that follows recent changes in the market state and reinvests resources according
to the new appeared information. It is worth noting that Sharpevalties produced by the bayd
hold method do not show high variation in values for different forecast horizons and lie in a range (0.80,
0.89). The Sharpe ratio values produced by the predictive system converge to this range with an increase

in horizon.
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6.2 Individual stocks

Appendix B presents Tables Y where for each combination of an input window size and a
forecast horizoyresults forthe highest prediction accuracy (Table B1), the highest Sharpe ratio (Table
B2), the lowest prediction accuracy (Table B3) and the lowest Sharpe ratio (Table B4) achieved among
the 50 stocksising SVMare providecandeach value isccompaniedby a tickerof the corresponding
stock To gaina better understandingf how individual stocks perform when the proposed predictive
system is applied to forecdhleir directionalchange®ver different forecast horizons under a number of
input window lengthsGGPS ad IP are identified as the top and bottom performing stocks respectively
based on the results in Tables-B4. Results obtained foGPS and IPusing SVM for two class

classificationare presented in Table XThe table showthat when the results are aggregated over 50

TABLE XI.  The predidon accuracy, return per tradad Sharpe ratigaluesachieved foiGPS
and IP stocks for two class classificatissing SVMundermultiple forecast horizonand input
window lengths

Stock: GPS (top performing) Stock: IP (bottom performing)
Window Size, days Window Size, days
3 5 7 10 15 20 25 30 3 5 7 10 15 20 25

30

Step,days Prediction accuracy
1 60.0 57.2 56.0 62.2 57.8 58.9
3 65.8 64.6 69.2 64.2 64.4
5 716 706 70.7 69.3 68.6
7 727 723 70.4 9 709 711 69.8
10 . 6 76.0 . 730 69.8 67.3
15 72.1 711 68.1
20 79.2 641 689 68.8 69. 2 65.8
25 . 81.1 63.0 63.0 63.8 69. 65.3
30 . 0 823 59.2 59.8 59.3 58.8

Return per tradeé

1 0.49. 0.39 0.71 o.ssm
3 0.64 0.59 0.43 0.66 0.57 0.51
5 0.48 0.44 0.42 040 0.50 0.50 52 052 0.47 0.52
7 0.43 0.41 0.40 0.39  0.42 050 0.47 0.481
10 0.39 0.39 0.38 0.38 0.42 0.32
15 0.35 0.31 0.33 0.35 0.28 0.31
20 0.33 020 0.26 0.26 0.25
25 032 0.18[0:17 o0.18 0.20 0.19
30 0.28 0.30 0.11 0.12 0.12 0.12 0.13

3.48

Sharpe ratio

3.49 2.76 2.68“
3.29 322 2.77 2.46

350 3.32 2.34 2.36 2.47 218 2.46

3.38 3.27 3.20 | 1.90 228 2.16 2.17 2.27 2.20
3.38 1.64 1.63 1. 1.85 1.36
3.04 134 1.41 152 1.17 1.30

270 1 085 1.12 1.10 1.08
0.86 0.81
0.50 0.51

253 0.77[0.73 0.78
3

0.46 0.48 0.50
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stocks, the pattern discovered is easily observable faotheerforming stock GPS. For the lowest
performing stock IP, the pattern is less persistent. This behaviour is consistent with the behaviour
observed in results produced by kNN: when the overall prediction performance of the system is low,

the pattern bemmes less obvious.
7. CONCLUSION AND FUTURE WORK

The main contribution of this research paper is the detailed investigation of the dependency of the
financi al forecast i thgchdcg of o bredabrizpneandfagnpuimeindawve o0 n
length a parameter used for calculation of many TlIs. The experiments discover a strong dependency of
the system performance on the combination ofripat window lengthand the forecast horizon. The
following patten is observed: theighest prediction perforamce § achieved when thaput window
lengthis approximately equal to the horizon which the predictive system is designed to forecast. The
presence of the pattern depends on the ability of a machine learning technique to infer relevant
information from the input data. It gives a simple solutiorsfgdting initial values for thimput window

lengthparameter depending on the forecast horizon selected.

The patterng investigated using a number of performance metrics. Prediction accuracy tests the
pattern from a classification point of view: how wiblé system is able to classify data points based on
the computed Tls taken as input. Average return per trade, Sharpe ratio and winning ratio assess the
performance of the predictive system in terms of the risk taken and the reward received. All the
consdered performance measures have demonstrated that the discovered pattern persists and its
visibility depends on the overall performance of the system under the specifiedormndihe goais
to predict the direction of an upcoming change in a stock pordorecast horizons from 1 to 30 trading.
Three wellestablisked machine learning techniquas @mployed for analysis: SVM, ANN and kNN.
The pattern is clearly visible for SViEnd ANN the highest performance is obtained whenitipet
window lengthis approximately equal to the horizon. The prediction performance of the KNN approach
is low, the pattern is still visible however its occurrence is significantly affected lymheerformance.
A possible cause of the existence of the pattern is thaeth@viour of the stocfrice over a forecast

horizon campossiblyreflect its past behaviour over the same period of tar&certain extenSimilar
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behaviour of the stock can be observed over time, for example some patterns can persist over weeks,
fortnights or months. Therefodeoking in the past for a period of tinsproximatelyequal to the
horizon of the forecasting permits capturing the persistence in the price behaviour over those periods of
time. Theinput window length permits threpresentation dhe behaviour of the price ovaipast period

equal tathe forecast hidzon.

In summary, the proposed research discovers a correlation betwégputheindow lengthand the
horizon, which suggests that selecting the progmrt windowlengthfor calculating TIs helps improve
the accuracy significantly when creating a financial forecasting system based on TA. The highest
system performance for each forecast horizon value is reached whepuhevindow lengthis
approximately equal tdne horizon, and the visibility of the pattern depends on the ability of the applied
machine learning technique to extract relevant information from the input data. The revealed pattern
can be utilized for selecting parameter values of the TIs when dewgleppredictive approach.
Presumably, the optimal values of timput window lengtk for different indicators are likely to be
different from each other. Setting all winddengthparameters to the value of a forecast horizon may
give a good initial stanig point from which a distinct algorithm may adjusigput window lengttor
each of the Tls separately. The process of the
direction of further research. Within the framework of the further resetdreheproduction of the
pattern and other effectd varyinginput window lengtk canalsobe explored further for predicting
future values of stock prices. This may provide a better insight into the nature of the pattern.
Additionally, verifying whethertie pattern is reproducible for other financial assets such as currencies

or commodities can shed light on the question whether the pattern can be applied to those markets.
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APPENDIXA

The following 50 randomly selected stocks analysed: AA, AET, ALXN, AMTAVY, BBT, BK,
CA, CAM, CCE, CNX, COF, COH, COL, D, DHR, DVA, ESV, FCX, GIS, GPS, HAR, HPQ, IBM,
IP, IR, KMB, KMX, LLY, MAC, MMC, MO, MSFT, MYL, NTAP, PCAR, PDCO, PEP, PKI, PNW,

POM, PRGO, ROST, RSG, SJM, SLB, SNDK, TER, TGT, TRV.
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APPENDIXB

TABLE B1. The maximum accuracies achievachongindividual stocks using SVM for
different combinations of horizon and window lengithe highest accuracin each rowis
underlinedand highlighted in boldA ticker symbol of a stock for which thmrrespondingalue
is achieved igjiven under the accuracy value

Horizon, Input Window Length, days
days 3 5 7 10 15 20 25 30

(a) two class classification
72.78 69.33 69.33 66.33 62.22 60.33 60.33 59.67

1 GPS GPS GPS GPS MO MAC POM COF
77.67 7722 7556 7356  69.11 6833 6544 6567
3 MSFT  MSFT  MSFT  MSFT  PNW  MSFT  MSFT COH
74.67 7900  78.44 7656 7400 7211  70.89 69.33
5 MSFT NTAP  MSFT  MSFT PDCO  KMX MSFT  MSFT
7311 8022 7822 7844 7800 7611  73.67 72.22
7 MO MSFET MO MSFT  PDCO  MSFT  MSFT MO
70.67 76.67 7800 8033 8067 8022 7878 76.33
10 MO MO KMX KMX KMX KMX MYL GPS
70.11 7511  77.00  80.78 8433 8322 8100  80.22
15 MO ALXN MO MO MYL MYL MYL KMX
7156 7222 7567  79.89 8389 8367 8356 80.56
20 MO DHR MO MO MYL GPS GPS RSG
7078 7256 7333  77.44 8233 8311  82.67 81.11
25 MO MO MO MO GPS GPS GPS GPS
73.89 7489 7433 7767  79.00 8233 84589 83.56
30 MO MO MO ALXN GPS GPS PS HPQ

(b) three class classification
58.44 56.78 55.44 56.89 54.78 54.78 55.22 56.33

1 SNDK PEP KMB PEP PEP PEP PEP KMB
6356  63.89 6022 6044  61.33  59.00  59.11 59.56
3 CNX CNX ESV KMB KMB KMB KMB KMB
63.33  67.33 6489 6456  61.22 5978  59.00  58.67
5 CNX AA TER KMX GIS KMB KMB KMB
60.44  67.00 6600  66.67 67.00 6133 6178 58.89
7 D FCX FCX KMX SNDK SNDK  SNDK  SNDK
58.00 64.00 65.22 66.33 65.33 63.56 62.67 62.56
10 FCX TER KMX PEP KMX TER CNX D
58.78 6211 6456  67.33 6911  66.44  67.00 66.56
15 PNW D KMX TER TER MYL D KMX
6056 6167 6333  66.89 6867 6889 6944  67.00
20 D HAR KMX HAR PRGO GIS KMB GIS
5856  59.11  63.11  63.33 6833  70.67 7167 74.11
25 D D D D MYL GPS GIS GIS
59.00  63.00 6322 6122 6567 6922  70.33 70.89
30 D D D HAR D GIS GIS PS
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TABLE B2. The minimum accuracies achievathongindividual stocksusing SVM for
different values of horizon and window lengtline highest accuragg each rows underlinecand
highlighted in bold A ticker symbol of a stock for which theorrespondingalue is achieved is
given under the accuracy value

Horizon, Input Window Length, days
days 3 5 7 10 15 20 25 30

(a) two class classification
60.67 58.44 58.44 56.67 52.44 52.89 51.44 51.22

1 AMT COH COH D HAR LLY FCX FCX
6022 6722 6322 5811 5289 5889  57.33  56.11
3 ROST  ALXN D ROST ROST  AMT AMT CAM
6144 6933 6311 6444 6267 6189 5844  57.67
5 CCE  ALXN SIM AMT AMT AMT IBM IBM
60.00 6544 6678 5711 6711 6322 6300  61.00
7 SIM CCE CCE ROST  MAC IBM IBM CAM
4744 6111 6289 6656 6744 6578 6367  59.78
10 SIM SIM SIM SIM SIM FCX CAM SIM
3611 4311 5167 6289  67.89 6811  66.67  67.11
15 ROST ROST  ROST SIM COF FCX SIM CCE
3167 3589 4000 4611 6167 6578 6511  60.67
20 ROST ROST ROST  ROST SIM SIM FCX P
3178 3444 3767 4156  57.44  60.67 6322  61.67
25 ROST ROST ROST  ROST SIM SIM SIM P
2822 2944 3111  39.00 5167 5833  57.33 5878
30 ROST ROST ROST  ROST SIM SIM SIM P

(b) three class classification
41.33 41.56 35.78 39.56 36.67 35.00 35.11 34.67

1 ROST  ROST GIS ROST  AVY AVY SIM ROST
46.89 4878 4456 4433  41.67 4100 3811 4056
3 ROST  AMT GIS AMT PRGO  AMT AMT BBT
4700 5078 4556  47.56  46.78  42.00  44.44  39.78
5 ROST  AMT ROST  AMT AMT ROST  BBT BBT
4300 4911 4944 4856  47.78 4311 4678  41.00
7 ROST  AMT AMT ROST  AMT ROST  BBT BBT
3789 4678 4956 5144 5033 4922 4733  46.11
10 GIS ROST  AMT AMT AMT BBT BBT BBT
2878 2989 3833 3889 5300 5433 5122 5111
15 ROST ROST ROST ROST  AMT AMT BK BBT
1856 2233 2578  31.89 5444 5500 5211  50.33
20 ROST ROST ROST ROST ROST  MAC P MAC
15.44  17.33 2000 2489 3300 5067 4678 4578
25 ROST ROST ROST ROST ROST P P P
1411 1489 1811 2400 3144 4389 4467 4456
30 ROST ROST ROST ROST ROST ROST ROST P
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TABLE B3. The maximum Sharpe ratio values achieasaongindividual stocks using
SVM for different combinations of horizon and window lengthe highesSharpe ratio valu@
each rowis underlinedand highlighted in boldA ticker symbol & a stock for which the
correspondingalue is achieved igiven undertie Sharpe ratio value

Horizon, Input Window Length, days
days 3 5 7 10 15 20 25 30
(a) two class classification
8.32 7.00 7.00 6.00 4.25 3.96 3.38 3.24
1 GPS KMX KMX HPQ MYL KMX KMX KMX
6.19 6.18 5.49 4.99 4.22 3.79 3.40 3.46
3 MSFT  MSFT  MSFT  MSFT  PDCO  KMX NTAP COH
4.47 5.28 4.98 453 4.23 3.75 3.55 3.18
5 NTAP  NTAP  NTAP  MSFT  MYL KMX MSFT  KMX
3.11 4.20 3.84 4.27 4.21 3.90 3.52 3.20
7 MSFT  MSFT MO MSEFT  PDCO  MSFT  MSFT GPS
2.56 3.28 3.66 4.10 4.05 3.83 3.74 3.38
10 ALXN MYL ROST ROST  MYL MYL MYL GPS
1.82 2.58 2.74 3.25 3.89 3.58 3.39 3.13
15 ALXN  ALXN MYL MYL MYL MYL GPS ROST
1.92 2.12 2.53 2.94 3.07 3.14 3.05 2.73
20 MO MO MO MO MYL MYL GPS MO
1.78 2.02 2.13 2.60 2.77 2.79 2.74 2.69
25 MO MO MO MO MYL GPS GPS ROST
1.85 1.98 1.94 2.37 2.36 2.41 2.61 2.67
30 MO MO MO MO MO MO GPS HPOQ
(b) three class classification
12.24 10.01 7.33 8.60 13.61 7.11 7.91 12.67
1 LLY D IBM SIM D LLY LLY KMB
9.28 9.48 8.60 6.84 7.38 6.41 7.29 6.21
3 PEP MO IBM LLY PEP MO LLY MO
7.47 8.05 7.18 7.91 7.30 6.05 6.98 5.83
5 PEP IBM GIS KMB LLY LLY PEP PEP
4.86 6.36 8.34 6.72 5.84 6.43 7.95 6.66
7 DHR GIS KMB GIS LLY PEP PEP PEP
4.64 6.84 7.41 6.44 7.84 7.29 8.82 7.04
10 MO KMB KMB KMB KMB KMB KMB. KMB
4.35 5.42 5.54 6.24 6.42 5.83 7.34 5.53
15 MO KMB KMB KMB PEP KMB PEP KMB
5.34 4.83 5.62 5.46 6.02 6.03 6.40 5.53
20 MO MO KMB MO KMB KMB KMB. KMB
2.87 2.66 6.69 4.75 5.29 6.28 6.63 6.67
25 MO DHR KMB MO KMB KMB KMB KMB.
2.75 4.82 3.72 5.87 4.97 6.59 6.90 7.57
30 DHR D KMB KMB KMB KMB KMB KMB.
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TABLE B4.

is achieved igiven under the Sharpe ratio value

The minimum Sharpe ratio values achiexmdongindividual stocksusing
SVM for different values of horizon and window lengitne highesSharpe ratio in each rois
underlinedand highlighted in boldA ticker symbol of a stock for which treorrespondinyalue

Horizon, Input Window Length, days
days 3 5 7 10 15 20 25 30
(a) two class classification

3.82 3.38 3.38 2.41 1.05 0.82 0.35 0.51
1 CCE CCE CCE  ALXN  ALXN CCE AA ALXN
2.49 3.20 2.77 1.77 0.84 1.26 1.38 1.35

3 ROST  MAC P ROST ROST  COF COF IBM
2.21 2.61 2.36 1.99 1.71 1.63 1.42 1.46

5 CCE MAC P P MAC COF MAC IBM
1.66 2.47 2.46 1.33 1.77 1.49 1.63 1.72
7 AMT CCE CCE ROST  MAC COF MAC MAC
0.24 1.36 1.29 1.34 1.46 1.38 1.33 1.25
10 SIM MAC MAC MAC COF COF MAC COF
-1.08 -0.36 0.53 1.23 1.30 1.25 1.17 1.30

15 ROST ROST ROST  MAC MAC COF P P
-1.40 0.92 -0.51 0.06 117 1.08 0.65 0.62

20 ROST ROST ROST ROST  MAC P P P
-1.48 -1.16 -0.86 -0.44 0.81 0.86 0.73 0.81

25 ROST ROST ROST ROST  ROST P P P
-1.49 -1.37 111 -0.49 0.32 0.50 0.33 0.51

30 ROST ROST ROST ROST  ROST P 13 P

(b) three class classification

4.07 3.49 2.76 2.54 1.20 0.98 -1.53 -7.86

1 CCE SIM GIS AMT RSG  ALXN D GIS
3.33 3.32 3.09 2.54 2.01 0.82 0.69 0.00
3 COF MAC P COF MAC D SIM PEP
2.29 2.45 2.60 2.39 1.94 1.41 1.34 1.64
5 COF MAC ROST  MAC MAC COF MAC MAC
1.26 2.16 2.12 1.92 1.81 1.29 1.73 1.70
7 ROST  MAC COF MAC COF COF MAC MAC
0.63 1.60 1.50 1.55 1.62 1.42 1.58 1.42
10 KMB MAC MAC MAC COF MAC P MAC
-0.51 0.27 1.29 1.29 1.38 1.36 1.14 1.15
15 ROST  ROST P MAC MAC COF MAC MAC
1.32 -0.81 0.19 0.58 1.18 1.06 0.82 1.01
20 ROST ROST ROST ROST  COF 13 13 MAC
-1.49 1.25 0.94 0.37 0.67 0.80 0.70 0.91

25 ROST ROST ROST  ROST  ROST P P 1P
-1.59 -1.48 -1.16 -0.62 0.09 0.70 0.72 0.95
30 ROST ROST ROST ROST  ROST P P MAC
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