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Abstract

We investigated associations between online and offline socialising and groups of social ties as postulated by the Social Brain Hypothesis (SBH). An online survey of social media use, social satisfaction and loneliness generated 249 complete responses from a sample of staff and students at the University of Manchester. Regression-based analyses showed that offline social activities and social time were positively associated with size of a core support group and social satisfaction. In contrast, social media time was positively associated with social satisfaction and the size of the total network, while the number of online contacts was positively related to social satisfaction, size of a wider sympathy group and total network size. No effect for loneliness was found. The number of ties reported for each SBH group was similar to that in previous studies. The more intimate support group (~5) appears to be more closely connected with offline social activities, whereas social media use and contacts influence the less intimate sympathy group (~15) and total network (~150). These findings provide further support for functional differences between different layers of closeness in personal networks, and they help us in further defining the boundaries of relationship enhancement via communication technology.
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1. Introduction

Individuals often use social media to seek and obtain social support (Ellison, Steinfield & Lampe, 2011; Wright & Bell, 2003); however, the nature of the support afforded by social media may vary according to the intensity of relationships. Several studies have suggested that levels of social support are related to emotional closeness in social relationships and that intensity of social media use is related to the degree of intimacy in relationships (Ellison, Steinfield & Lampe, 2007, 2011; Lampe et al., 2006; Hsu, Wang & Yi-Tang, 2011). For example, intensity of social media use has been demonstrated to facilitate emotional support (Baker & Moore, 2008; Greenhow & Robelia, 2009) and perceived social support (Kim & Lee, 2011). Oh, Ozkaya and LaRose (2014) reported that an increased number of Facebook friends improved positive affect and social satisfaction among college students. However, other studies have reported contrasting results. For example, Pollet, Roberts and Dunbar (2011) found that use of social media did not enhance emotional closeness to friends or lead to larger offline social networks. Real world (offline) social networks and Facebook networks show a high degree of overlap (Ellison et al., 2007; Subrahmanyam et al., 2008) and the consensus from several studies is that Facebook in particular, and social media more generally, supplement rather than supplant offline social relationships (Wellman et al., 2001; Haythornthwaite 2002, Kraut et al., 2002; boyd & Ellison, 2007; Ellison et al., 2007; Ellison et al., 2007; Burke & Kraut, 2014). However, few studies have attempted to differentiate between the social structure (i.e. best, close and other friends) in an individual’s social network and how social support may vary between different types of relationship (Zhang & Leung, 2015). Further, previous findings have cast doubt on an ad hoc model that ascribes highest levels of support to the strongest online relationships (Burke & Kraut, 2013).

Large-scale surveys with representative samples have demonstrated that strong ties (close friends) experience more Internet communication and social support than weak ties for North American (Boase et al., 2006) and Slovenian Internet users (Hlebec, Manfreda & Vehovar, 2015). While the association between social media use, provision of social support and emotional closeness in relationships has been established, it is less clear whether these relationships are linear or differentiated according to layers of intimacy, as posited in psychological theories of friendship (Hays, 1984; Oswald, Clark & Kelly, 2004; Sutcliffe, Dunbar, Binder & Arrow, 2012).

1.1 An Evolutionary Account of Social Media Activity and Relationship Strength
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Dunbar’s Social Brain Hypothesis (SBH) (1998) asserts that we may naturally form only a small number of very close friendships (the support group ~5), with more good friends (sympathy group ~12-15) and about 150 in our active social network of friends and acquaintances (defined as all individual ties with contact frequency of more than once year and a genuine personal relationship; Hill & Dunbar, 2003). Studies operating within the SBH framework have assigned different functional definitions to support group ties, as best friends from whom ego would first seek help in times of crisis, and sympathy ties, as good friends who are contacted at least monthly (Dunbar & Spoors, 1995; Dunbar, 1998) and whose death would leave you personally devastated (Buys & Larson, 1979). Support for functional differences between inner network layers was found by Binder, Roberts and Sutcliffe (2012), such that socialising needs were more strongly satisfied by the sympathy group, whereas intimacy needs were more strongly met by the support group. Further, Roberts et al. (2009) found a negative relationship between active network size and mean emotional closeness between ego and others in their network, suggesting that time and cognitive constraints may result in a trade-off between the number of relationships in the network, and their emotional intensity.

Social networks are generally held to consist of relationships with different levels of intensity or emotional closeness. Oswald and colleagues (2004; see also Oswald & Clark, 2006) developed a measure of friendship maintenance behaviours consisting of positivity, supportiveness, openness and interaction (i.e. joint activities) and these dimensions reliably distinguished between close and casual friends (Oswald et al., 2004). The quality and duration of friendships depend on the frequency and quality of maintenance activities (Hays, 1984, 1989; Oswald et al., 2004). Wellman and Wortley (1990) distinguished between strong ties (those you feel closest to outside your home) with a median size of four, and significant ties (those who are in touch with you in your daily life and who are significant in your life) with a median size of seven. Similarly, a Pew Social Ties Survey (Boase et al., 2006) separated core from significant ties. However, although the distinction between strong and weak ties is established as a theoretical concept (Granovetter, 1973, 1983), the functions of different relationship intensities within personal social networks are less well understood.

Social interaction time has been posited as a fundamental constraint on the number of relationships we can manage (Dunbar, 1998, 2003; Hill & Dunbar, 2003). Social media could alleviate this constraint by facilitating communication over space and time (Schwanen & Kwan, 2008). Although some studies have shown that the total number of online friends is
much higher than the 150 posited by SBH as the limit of our social circle (Ellison et al., 2007; Wellman et al., 2001), others have demonstrated no difference between online and frequent social media use and offline social network size (Pollet et al., 2011; Dunbar et al., 2015). The issue here seems to be purely semantic. In the offline world, we readily distinguish between friendships of different quality (intimate friends, best friends, good friends, just friends, acquaintances, etc.) that correspond to the layers identified in personal social networks (Dunbar, 2017). Social media platforms do not normally make these distinctions (even though their users may do so); instead, they allow users to include network layers (e.g. acquaintances) that would not normally be counted as ‘friends’ in the strict sense. In fact, exactly the same relationship layers as are found in offline personal social networks are present in online platforms and are defined by exactly the same frequencies of interaction as define them in the offline world (Dunbar et al., 2015).

1.2 Convergent Evidence for Functional Differences Among Online Relationships

In this section, we outline previous work that has not made use of the SBH framework, yet addresses functional differences between online ties at different levels of intimacy. As will become clear there is convergent evidence for such differences in line with our theoretical perspective.

In a factor analysis of survey data on several motivations for Internet use, Walther and boyd (2002) note that perceived benefits may favour weaker ties (in the sense of Granovetter, 1983), as increased social distance extends the range of expertise for advice, lowers the risk of social embarrassment and less intimacy may encourage more candor. However, their study focussed on e-communities and email use rather than social media. Baym, Zhang and Lin (2004) investigated the effect of distance on relationship maintenance by computer-mediated communication, showing that students preferred face-to-face interaction with local relationships, whilst maintaining their distance relationships through the Internet and the telephone. Although the students also used the Internet for close relationships, more intimate exchanges were carried out face-to-face or through telephone calls.

Intensity of Internet use has been shown to correlate positively with the number of friends in an individual’s social network (Wellman et al., 2001; Kraut et al., 2002); while Ellison et al. (2007) found that intensity of Facebook use was positively related to different forms of social capital which may reflect social relationships, although they reported general estimates of the social capital rather than absolute numbers of relationships. Ellison et al.
(2007) showed that Facebook was mainly used to establish contact among people who were already friends. Friendship maintenance appears to be the most common motivator for SNS use (Joinson, 2008), although forming new social relationships may also play a role. Real world (offline) social networks and Facebook networks show a high degree of overlap (Ellison et al., 2007; Subrahmanyan et al., 2008) and the consensus from several studies is that Facebook in particular and social media more generally supplement rather than supplant offline social relationships (Wellman et al., 1981; Kraut et al., 2002; Ellison et al., 2007; Valkenburg & Peter, 2007).

Social networks are an important source of support for people, both materially and emotionally. Individuals with low levels of social support have higher levels of morbidity and mortality, especially from cardiovascular disease (House, Landis & Umberson, 1988; Uchino, 2006). The link between loneliness and the size, density and quality of ties in social networks has been established by several studies (Russell, Peplau & Cutrona, 1980; Sarason et al., 1987). Individuals often use social media to seek and obtain social support (Ellison et al., 2011; Wright & Bell, 2003); however, the nature of support afforded by social media may vary according to the intensity of relationships. Rozzell et al. (2014) in a Facebook ‘likes’ study, found that social support from weak ties was more prevalent in overall frequency, although responses from strong ties were perceived to be more supportive. Similarly, strong ties were perceived as providing more emotional and informational support than weak ties, in a study of SNS use (Kreamer et al., 2014). The importance of strong ties in providing social support via social media has also been noted by Rains and Keating (2011) and Wright and Miller (2010).

Donath and boyd (2004) proposed that forming and maintaining weak relationships is a prime motivator for social media communication, and this claim has been supported in subsequent SNS studies (e.g. Steinfield, Ellison, & Lampe, 2008; Wright & Miller, 2010). As many users have hundreds of Facebook ‘friends’ (Tong et al., 2008), not surprisingly, weak ties dominate SNSs in overall volume of contacts. Facebook is used to obtain new and diverse information or perspectives, a function associated with weak ties (Ellison et al., 2011; Smock et al., 2011). Weak ties play an important supportive role, especially in health communication, which may be explained by the perceived reduction in intrusiveness and increased objectivity of advice from less intimate relationships (Wright, Raines and Banas, 2010). This interpretation supports Granovetter’s (1973) assertion that social support is primarily derived from many weak ties with individuals who can fulfil diverse needs. Weak
tie support may reflect greater heterogeneity among alters than strong ties, thereby facilitating more diverse support for a wider range of problems (Adelman, Parks & Albrecht, 1987). Furthermore, weak ties may be better suited to providing social support than strong ties, with feedback being more objective, given their reduced intimacy (Adelman et al., 1987). Weak ties may also enable more informed comparison than information obtained from fewer, strong ties (Helgeson & Gottlieb, 2000). Wright et al. (2010) noted that weak ties have fewer relationship obligations than strong ties, potentially reducing the discomfort from communicating negative or sensitive information.

Evidence for the importance of strong ties as sources of social support is generally more prevalent than for weak ties, and several studies have concluded that strong ties are the prime providers of support in social networks (Rains & Keating, 2011; Wright & Miller, 2010, Albrecht & Goldsmith, 2003). Blight, Jagiello and Ruppel (2015) found that close friends online provided more than twice (68%) the volume of emotional and social support than weak ties (32%). Social support from online close friends has been associated with reduced loneliness (Lee, Noh & Koo, 2013) and improving social satisfaction (Trepte, Dienlin & Reinecke, 2016). Wellman and Gulia (1999) noted that strong ties can be maintained online as well as offline, citing the affordances of social media and CMC (computer-mediated communication) tools in facilitating individuals’ access to strong ties for social support.

The contrasting evidence on relationships’ role and social support may reflect the role of strong ties in providing intimate emotional and social support; whereas weaker relationships may be a source of support for more diverse information and advice. Weak tie connections in Facebook tend to provide bridging social capital, rather than bonding social capital that is likely to provide social support (Ellison et al., 2007). Although the average number of Facebook friends mirrors the total size of offline social networks (Dunbar et al., 2015; Dunbar, 2015), intensity of use (Ellison et al., 2007) and social support may not be equally distributed among alters in an individual’s network. These questions motivated our study on the relationships between social media activity, the outcomes of social support measured in terms of satisfaction and loneliness, and different relationship types in an individual’s social network.
We investigated the general research question “Is social media activity related to layers in intimacy?” using Dunbar’s Social Brain Hypothesis (1998) which proposes a social structure consisting of three layers with decreasing levels of intimacy:

(i) the support group: closest intimates, typically immediate family members and best friends, who provide emotional and behavioural (e.g. financial) support, “people you would seek advice, support or help from in times of severe emotional or financial crisis”

(ii) sympathy group: reliable friends, whom one can depend on in reciprocal relationships (e.g. friendship in the social sense, protection against harassment, social alliances, distributed childcare), “people whose death would leave you personally devastated”,

(iii) active social network: total number of active social relationships, all individual ties with contact frequency of more than once year and a genuine personal relationship, i.e. friends and acquaintances, (includes support and sympathy groups)

The objective of our study was to investigate the effect of social activity and social media use on the size of SBH-like social network layers, social satisfaction and loneliness. While previous research suggests that network layers may be differently associated with online behaviours, we start this investigation with a number of general expectations that will help to bring out any such differential patterns. Specifically, social activities, social time, social media use and social media contacts were used as predictors to test five hypotheses, each associated with four sub-hypotheses relating to (a) social media time, real world off line, (b) social activity, real world off line, (c) social media use (on line) and (d) social media contacts (on line):

H1 Increased (a) social time, (b) social activity, (c) social media use and (d) more social media contacts will be associated with larger overall social networks.

H2 Increased (a) social time, (b) social activity, (c) social media use and (d) more social media contacts will be associated with larger sympathy groups in social networks.
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H3 Increased (a) social time, (b) social activity, (c) social media use and (d) more social media contacts will be associated with larger support groups in social networks.

H4 Increased (a) social time, (b) social activity, (c) social media use and (d) more social media contacts will be associated with higher levels of social satisfaction and lower levels of loneliness.

H5 Increased social satisfaction and lower loneliness will be associated with larger social networks, larger sympathy and support groups.

Possible effects of the number of distant relationships, presence of long-term partner, and gender were also investigated.

2. Method

2.1 Sample

A total of 339 participants, students and staff at the University of Manchester, UK, responded to an online survey. However, 90 of these (26.5%) failed to complete all the questions, and the analyses reported here were therefore based on the 249 complete response sets obtained. The mean age of the participants was 20.9 years (SD = 3.6) with 91% of participants falling into the range 18 to 25. Most respondents (94%) were undergraduate or postgraduate students and 71% held UK nationality. The majority of participants were female (64%), and 45% of respondents reported that they had a long-term partner or serious romantic relationship.

2.2 Measures and Procedure

The survey questionnaire consisted of 28 questions organised in seven sections: participant demographics, social networks, social time/activities, SNSs/CMC time, group activity, social satisfaction and loneliness, and spatial proximity of best friends and kin. The survey was advertised for 20 days to staff and students using the University of Manchester online survey application (Qualtrics). The sections of the survey were organised as follows:

Demographics. These included age, gender (coded as 0 for male and 1 for female), employed/student, nationality, permanent partner/spouse yes/no.

Social networks. Participants’ social networks were identified with questions designed to elicit the number of social ties by categories of emotional closeness based on SBH which proposes three layers in order of decreasing emotional intensity, referred to as the support (~5
alters), sympathy (~15) and weak ties (total ties: ~150) groups (see Sutcliffe et al., 2012).
Following Roberts et al. (2009) and Binder et al. (2012), three separate cues elicited the support group (“the number of people from whom you would seek advice, support or help in times of severe emotional or financial crisis”); the sympathy group (“the number of people whose death you would find personally devastating”); and finally the total number of friends and social acquaintances for whom an active tie existed. Participants were instructed to think of the total of their social network, which could include both offline and online contacts.

*Social time/activities.* This section consisted of two parts: first, estimates of the hours spent on free-time socialising, work/study-related activities, or a mix of social and work activities were elicited, for weekdays and weekends in each case. The second part elicited frequencies of social activities (gossip, gathering, sport and hobbies) on a 1-5 scale ranging from very rarely to very often.

*Social media technology use.* Estimates of the number of people contacted and hours spent using eight communication technologies in the last seven days were elicited: for landline phones, e-mail, social networking sites, mobile phone calls, mobile phone text messages, instant messaging/chat, other Internet socialising (e.g. Twitter, multiplayer games) and conventional letters. An estimate of total Internet hours was also included.

*Social satisfaction and loneliness.* Four social satisfaction questions, adapted from Diener et al. (1985), were rated on a 1-5 scale: “In most ways my social life is close to my ideal”, “I am satisfied with my social life”, “So far I have got the important things I want in my social life” and “If I could live my social life again, I would change almost nothing”. Since the scale had a high internal reliability (Cronbach’s $\alpha = .91$), all items were averaged to form a composite index for social satisfaction. Two questions (using 1-5 scales) eliciting social and emotional loneliness were taken from Binder et al. (2012): loneliness stemming from not belonging to any group, and not having an intense relationship with others.

*Socio-spatial proximity.* Respondents were asked the distance between themselves and their three best friends and closest kin on a six-part scale based on travel time, ranging from 10 minutes to over 3 hours.

The following aggregate variables were created for analysis:

*Social satisfaction:* average of the four questions on the social satisfaction scale.
Total social time: (social (weekday) + social (weekend) + mixed (weekday) + mixed (weekend)) / 2

Total social activities: average of ratings for the four social activities (gossip, gatherings, sports and hobbies).

Total social media time: average total time for e-mail, SNS, mobile phone, mobile SNS, IM and other Internet.

Total social media contacts: average total contacts for e-mail, SNS, mobile phone, mobile SNS, IM and other Internet.

Total SBH network: average total of estimates for the three-layer questions (support, sympathy groups and all ties).

Distance index: average total of three relatives and three friends rating on a six-point distance scale, where 1 = <10 minutes and 6 = >3 hours.

The social network, social time, social media time and contacts variables all had skewed distributions so these variables were log transformed for statistical analysis. Relationships between the variables stated in the hypotheses were investigated by hierarchical regression tests, while intergroup differences (e.g. genders, etc.) were investigated by t-tests for independent samples.

3. Results

3.1 Social networks

The support group size agreed well with the predictions of SBH, although the sympathy group and total network sizes were somewhat larger than predicted (albeit within the range reported by previous studies in both cases). Observed group sizes were not, however, significantly different from SBH expected group sizes (5 for the support group, 15 for the sympathy group, 150 for the total network; z tests, z = 0.24, z = 0.27, z = 0.07, all p > .81) (see Table 1). There were no significant gender differences.

---

1 This measure was divided by 2 to average across weekdays and weekends in order to obtain an index representing a daily mean.
The total network for males was also higher than Dunbar’s maximum socially active network (~ 150), although this was within the range found in previous studies and was not significantly different overall from the expected value. The high mean may have been a consequence of answers to the question including acquaintances and other friends who were not socially active (i.e. address book acquaintances).

3.2 Social time and activities

Not surprisingly, the participants spent more time socialising at the weekend, although social interaction time and mixed social/work activity was similar for both weekdays and weekends (Pearson correlations, \( p<0.01 \)). The social interaction figures appear to be quite high, perhaps because they reflect time in social company rather than direct interaction (see Table 2).

<table>
<thead>
<tr>
<th>Time (hours/day)</th>
<th>Weekday</th>
<th>Weekend</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social activities</td>
<td>7.75 (3.72)</td>
<td>8.74 (4.0)</td>
</tr>
<tr>
<td>Work/study</td>
<td>3.82 (2.37)</td>
<td>1.62 (2.19)</td>
</tr>
<tr>
<td>Social</td>
<td>3.95 (2.44)</td>
<td>6.76 (3.72)</td>
</tr>
<tr>
<td>Mixed</td>
<td>2.85 (2.94)</td>
<td>2.71 (3.72)</td>
</tr>
</tbody>
</table>

Table 2: Mean and (standard deviation) of social/work time (hours/day)

Social activity times were slightly lower than the sum of social and mixed time, indicating that the respondents regarded some work-related interaction as social activity. There were no gender differences in social time apart from females spending more mixed social/work time than males during the week (\( M = 3.21 \) vs. \( M = 2.33, t(222.3) = -2.39, p < .05 \)). Presence of a long-term partner was associated with spending more time in social interaction (\( M = 9.7 \) vs. \( M = 20.64 \)).
Gossip and meeting with others were the most frequent social activities, with females being more active in gossip and social meetings while males rated their activity for sport and hobbies as more frequent (see Table 3).

<table>
<thead>
<tr>
<th>Activity</th>
<th>Means (SD) Males</th>
<th>Means (SD) Females</th>
<th>t(df), p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gossip</td>
<td>3.62 (1.22)</td>
<td>3.16</td>
<td>-4.48 (162.2), &lt; .001</td>
</tr>
<tr>
<td>Meeting</td>
<td>3.30 (1.15)</td>
<td>3.09</td>
<td>-2.06 (161.9), &lt; .05</td>
</tr>
<tr>
<td>Sports</td>
<td>2.14 (1.30)</td>
<td>2.44</td>
<td>2.64 (159.4), &lt; .05</td>
</tr>
<tr>
<td>Hobbies</td>
<td>2.88 (1.11)</td>
<td>3.15</td>
<td>2.83 (166.2), &lt; .01</td>
</tr>
</tbody>
</table>

**Table 3. Mean and (SD) for frequency ratings of social activities (1-5 scale, where 5 = very frequent)**

Presence or absence of a partner made no difference to social activities or group social time.

3.3 Use of communication media

Social networking sites (e.g. Facebook) were the most frequently used technology both in terms of hours and number of contacts made, followed by mobile text messaging, e-mail, mobile voice and chat (instant messaging), although the order of these varied by hours used and contacts (see Table 4).

<table>
<thead>
<tr>
<th>Technology</th>
<th>Mean contacts</th>
<th>Time (hours)/week</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNS</td>
<td>13.34 (12.48)</td>
<td>2.53 (2.68) *</td>
</tr>
<tr>
<td>Text (SMS)</td>
<td>10.72 (8.64)</td>
<td>1.39 (1.76)</td>
</tr>
<tr>
<td>E-mail</td>
<td>7.49 (10.16)</td>
<td>1.23 (2.22)</td>
</tr>
<tr>
<td>Mobile: voice</td>
<td>6.73 (7.31)</td>
<td>1.13 (1.70)</td>
</tr>
<tr>
<td>Chat (IM)</td>
<td>5.01 (9.26)</td>
<td>1.54 (4.22)</td>
</tr>
<tr>
<td>Internet other</td>
<td>2.60 (19.56)</td>
<td>0.44 (1.17) **</td>
</tr>
<tr>
<td>Phone</td>
<td>1.06 (2.11)</td>
<td>0.29 (1.07)</td>
</tr>
<tr>
<td>Letter</td>
<td>0.59 (1.39)</td>
<td>0.16 (0.46)</td>
</tr>
</tbody>
</table>
There were no gender differences in contacts made, while in time spent only SNS and other Internet showed differences, with females being more active in texting ($M = 1.94$ vs. $M = 1.26$, $t(241.2) = -2.51, p < .05$) and males spending more Internet time ($M = 1.63$ vs. $M = 0.73$, $t(110.1) = 3.26, p < .01$). Long-term partners made no difference for hours spent and contacts made, apart from mobile texting where respondents without partners tended to make more contacts ($M = 11.67$ vs. $M = 9.32$, $t(241.8) = -2.17, p < .05$).

Taking the total of social media (SNS, SMS and IM) time, the respondents spent 7.82 / 28.27 hours or 27.6% of their social time online, reflecting the lifestyle of our respondents, who were mainly students. The total contacts made via social media was 43.27, which is closer to the sympathy group than to total network sizes, so it appears that the respondents may have been quite selective with their contacts, although we have no data on whether these were friends or strangers.

Overall the respondents were generally socially satisfied ($M = 3.38$, $SD = 0.97$) and not lonely (for social loneliness $M = 2.78$, $SD = 1.30$, for emotional loneliness $M = 2.85$, $SD = 1.45$). There were no gender differences although, predictably, absence of a long-term partner did lead to increased emotional loneliness ($M_{PRESENT} = 2.35$, $M_{ABSENT} = 3.26$, $t(220.6) = -5.05, p < .001$).

3.4 Multivariate relationships

To investigate the hypotheses and further explore the relationship between social activity, loneliness social satisfaction and social networks, we carried out a set of hierarchical linear regression analyses. The social network dependent variables showed a non-normal distribution and were therefore log transformed. In the first step, gender and age were regressed as control variables. In the second and third steps, predictor variables were added to test the hypotheses that increased social activity and higher use of social media technology, will be associated with larger social networks, less loneliness and higher social satisfaction. The regressions were then repeated using aggregate social distance and presence of a long-term partner in step 1 to test for these possible effects.

**Social activity and social networks.** The control variables and social time had no effect on support group size, but social activity was significant (Regressions, $r^2 = 0.103$, $\beta = .272$, $p <
Gender and social activity had effects on the sympathy group (for gender: \( \beta = .136, p < .05 \), for social activity: \( \beta = .177, p < .05 \)), but there was no effect for social time. Social activity also had an effect on the total network size (\( \beta = -.145, p < .01 \)).

To test possible influences of loneliness and social satisfaction on network size, further regressions were run with the same step 1 control variables but adding these predictors in steps 2 and 3. Age and gender had a marginal effect for the sympathy group (\( ps < .05 \)) but the overall model was not significant; and no effect was found for these predictor variables on the support group or the total network. However, when the SBH groupings were used as predictors of satisfaction and loneliness, the size of the support group showed a positive association with satisfaction (\( \beta = .244, p < .001 \)), and a weaker negative association with loneliness (\( \beta = -.15, p < .05 \)), although the overall model was not significant. No effects were found for the sympathy group or the total network.

**Social media and social networks.** These regressions used the same age and gender control variables as social media time (step 2) and social media total contacts (step 3) to predict social network layer size. The support and sympathy group models were not significant; however, both social media time and contacts had an effect on the total network (for social media time \( \beta = -.154, p < .05 \), for social media contacts \( \beta = .286, p < .001 \)). When distance and long-term partner were added to the model in step 1, only SM contacts had a positive effect on the support group (\( \beta = .163, p < .05 \); no effect of any variables was found on the sympathy group, although distance, social media time and contacts all influenced the size of the total network (for distance \( \beta = .143, p < .05 \), for social media time \( \beta = -.181, p < .01 \), for social media contacts \( \beta = .345, p < .001 \)).

The effect of social media was tested using the same predictors with social time and social activities as dependent variables. Age and social media total contacts influenced social activity (for age \( \beta = -.187, p < .01 \), for social media contacts \( \beta = .327, p < .001 \)), but there was no effect for social media time. Both social media time and contacts had a positive effect on social time (for social media time \( \beta = .178, p < .05 \), for social media contacts \( \beta = .157, p < .05 \)).

**Loneliness and social satisfaction.** Gender and social activity had no effect on social satisfaction, although age had a negative effect (\( \beta = -.164, p < .05 \)). There was no effect of the control variables, social time or social activity on loneliness. Social activity but not social time predicted social satisfaction (\( \beta = .355, p < .001 \)). Social media time and total contacts
predicted social satisfaction (for social media time $\beta = -.168, p < .01$, for social media contacts $\beta = .209, p < .001$), but again there was no effect on loneliness. When the control variables were changed to long-term partner and distance, not surprisingly absence of a long-term partner increased loneliness ($\beta = .179, p < .05$), but there was no effect of any of the variables on social satisfaction.

**Summary** Social time positively predicted social satisfaction and support group size; similarly, frequency of social activity had a positive association with support group size, social satisfaction and social media contacts, but also a weaker positive association with sympathy group size, and a negative relationship with the total network. Social media time had a weak positive relationship with social time and total network size, but had a weak, negative relationship with social satisfaction. The negative influence of social media time on satisfaction may reflect spending time on non-social activity, e.g. work-related communication or profile maintenance.

---

FIG. 1. Multivariate relationships: summary of regressions. Beta values and significance (* $p < .05$, ** $p < .01$, *** $p < .001$) are annotated on each relationship.

Social media contacts had positive relationships with all SBH network groupings, social satisfaction and social activity, which may reflect social media friends mirroring real-life relationships. Social satisfaction had a positive association with the support group, whereas no direct association with satisfaction or loneliness was found for the sympathy group or the total network. Gender, age and separation from friends played a relatively minor role. No associations were found for any of the variables with loneliness, apart from absence of a long-term partner. Possible differences in effect sizes for relationships between the SBH
layers and other variables were tested where corresponding significant relationships had been detected in the regression analyses (e.g. Social Activity + Support/Total network, Sympathy/Total network; Social Time, SM contacts + Sympathy/Total network). However, no significant differences were found following the procedure described in Paternoster et al. (1998).

<table>
<thead>
<tr>
<th>Hypothesis /predictor</th>
<th>H1 Total network</th>
<th>H2 Sympathy group</th>
<th>H3 Support group</th>
<th>H4 Social satisfaction</th>
<th>H5 Loneliness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social time</td>
<td>NS</td>
<td>NS</td>
<td>**</td>
<td>*</td>
<td>NS</td>
</tr>
<tr>
<td>Social activity</td>
<td>***</td>
<td>*</td>
<td>***</td>
<td>***</td>
<td>NS</td>
</tr>
<tr>
<td>Social media use</td>
<td>*</td>
<td>NS</td>
<td>NS</td>
<td>***</td>
<td>NS</td>
</tr>
<tr>
<td>Social media contacts</td>
<td>**</td>
<td>**</td>
<td>NS</td>
<td>*</td>
<td>NS</td>
</tr>
<tr>
<td>H4 Social satisfaction</td>
<td>NS</td>
<td>NS</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H5 Loneliness</td>
<td>NS</td>
<td>NS</td>
<td>NS</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Summary of hypotheses and results

4. Discussion

The status of all five hypotheses is summarised in Table 5. Discounting social time, H1 (on predicting total network size) was supported for all predictor variables. The association between social media contacts and the total offline network reflects the well-established finding that social media networks help to maintain real world social networks (Ellison et al., 2007; boyd & Ellison, 2007), while the link between social media time agrees with previous studies demonstrating links between frequency of Internet and social media use and the number of friends in social networks (Wellman et al., 2001; Kraut et al., 2002). However, no association was found with social satisfaction, possibly indicating that the positive relationship between social support and intensity or frequency of social media use (Ellison et al., 2007, Carr, Wohn & Hayes, 2016) may not translate into satisfaction.

Regarding H2 (on predicting sympathy group size), partial support was found for social activity and social media contacts, possibly reflecting the volume of social media friends who may be influenced by offline friends at this more intimate level. Again no association was found with satisfaction; however, comparing the sympathy group with evidence for strong ties providing social support (Wright & Miller, 2010; Rains & Keating,
2011; Blight et al., 2015) is difficult since measures of strong ties in previous studies may overlap both sympathy and support groups in our study.

Regarding H3 (on predicting support group size), partial support was obtained with social time and activities influencing support group size, although there was no influence from contacts or social media time. The association with satisfaction and the support group may reflect the role of this group in provision of social support, supporting evidence for this role of close friends found in previous studies (Wright & Miller, 2010; Blight et al., 2015; Carr et al., 2015), in contrast to the sympathy group.

Overall, the frequency of social activities appears to be the more important influence on social network size at the support, sympathy group and total network level, as well as influencing social satisfaction. In contrast, the role of online socialising and time spent on social media diminishes as network layers become populated with closer and more significant ties. At the level of the support group, the lack of influence of online variables we found complements the findings of Pollet et al. (2011), that social media time was not associated with larger offline social networks, or with emotional closeness. However, at the level of the sympathy group and the total network, social media contacts did show positive associations with layer sizes. In addition, online contacts contributed to social satisfaction. These findings support arguments for the importance of online friends, including strong ties, in the provision of social support (Carr et al., 2015; Blight et al., 2015). Time spent using social media, in contrast, is only associated with total social network size and social satisfaction. The latter finding possibly reflects the role of weak ties as well as strong ties in providing social support (Rozzel et al., 2014).

Regarding H4 (on predicting social satisfaction), support was found for both online socialising variables and overall socialising. This complements previous findings by Oh et al. (2014) on online networking and life satisfaction. In contrast, no effects were found in support of H5 (on predicting loneliness). This is in contrast to findings such as the ones by Pittman and Reich (2016) who found reductions in loneliness for specific social media activities such as image sharing on Instagram, but also confirms the wider perspective that the relationship between loneliness and social media use is difficult to ascertain (Song, Zmyslinski-Seelig, Kim, Drent, Victor, Omori, & Allen, 2014). In addition, our measure of loneliness tried to differentiate between different types of loneliness and was not a general multi-item scale as used in most studies. Further, in our analyses loneliness did not emerge as
simple the inverse of social satisfaction, and our study may simply reflect the fact that the two concepts are subject to different underlying psychological processes.

Overall, there was little effect of satisfaction and loneliness on SBH layer sizes, although social satisfaction positively predicted the support group size, consistent with the view that this layer is most closely associated with well-being (Sutcliffe et al., 2012). Lee et al. (2013) suggest that social media use can positively influence well-being, similar to our satisfaction findings, although they note that self-disclosure is an important mediator via social support for well-being. Distance was linked to the total network size, possibly reflecting the larger networks with increased distance (home and university friends) in our student population, although social media did not appear to mediate these relationships, in contrast to previous studies (Ledbetter, 2008).

The social networks we found are somewhat smaller than the network sizes reported in previous SNS studies (Ellison et al., 2007), although the numbers of good and best friends were similar to those reported in real-world studies (Hays, 1984, 1989). The number of best friends (i.e. support group) online and offline approximates to the theoretical predictions from SBH (Dunbar, 1998, 2003; Hill & Dunbar, 2003) (~5-6 predicted; we found 6-9); however, in the sympathy group (good friends), the numbers are somewhat higher than predicted (15 predicted versus 22.6 observed). Nevertheless, our findings are within the range in SBH layers found in large-scale surveys (Dunbar, 2015).

Focusing on our variables of online socialising, the frequency or extent of social media use had only a minor effect on SBH layers and satisfaction; in contrast, the number of social media friends did influence the total network and social satisfaction. Positive influences of Facebook friends on social satisfaction have been reported by Oh et al. (2014) and Nabi, Prestin and So (2013), although both these studies note that satisfaction was mediated by supportive interaction. Social media use and well-being also differ between cohorts in studies on students (Kalpidou, Costin & Morris, 2011). The comparatively weak association between social media and social satisfaction we found agrees with the general finding that frequency of Internet use is at best only weakly related to perceived positive social outcomes (Kraut et al., 2002; Huang, 2010). Burke and Kraut’s (2016) study on Facebook use and social support also confirms that weak ties only provide limited social support, whereas strong ties play an important role in wellbeing, which included social satisfaction and support in their study.
In sum, we found a strong direct association between social group sizes as defined in SBH layers of intimacy with social activity and social media contacts. We interpret these findings as social friends reflecting real-world social structures, whereas actual use of social media is only associated with the overall social network and satisfaction. Social satisfaction appears to have a weak relationship to social group size, possibly because group size is a longer-term measure of social interaction, in contrast to satisfaction measures which may be more prone to short-term fluctuations.

At the same time, it is important to highlight a number of indirect associations between our online socialising variables and the network layers. In fact, both the time spent on social media and the number of online contacts are related to all network layers, either directly or through their contribution to overall time spent on socialising and social satisfaction (see Figure 1). This suggests again, that effects of online behaviours are rarely straightforward, but are more likely to work via mediating processes. Clearly, this is an area for ongoing research.

Studies on the effects of CMC on social ties, in HCI, Communication Studies and Psychology, have been dominated by a focus on close friends or, less commonly, overall networks. Research has rarely considered the possibility that networks may in fact be highly structured, with very distinct and characteristic layers of the kind identified by the SBH and this study. These layers have been documented widely in many aspects of human offline social networks and the structure of organisations, as well as in the online gaming world (see Fuchs et al., 2014). They appear to be remarkably robust, with their sizes, contact frequencies and emotional ratings varying only to a very limited extent across studies and environments. Previous studies of offline networks suggest that these layers are associated with very different kinds of functions and benefits to the individual. The support clique provides emotional and social support (especially in times of crisis), whereas the sympathy group seems to provide more generic social functions (regular social friends) while the network as a whole provides an extended network for the exchange of social information and generalised support) (Lehmann et al. 2014; Roberts et al. 2014). Our findings indicate that network layers are systematically linked to both offline and online socialising and that some of the effects of online socialising may manifest themselves only via the effect on offline, face-to-face socialising. It is this blend of online and offline activity that is most likely to carry explanatory power in the study of our social lives. Further, it seems likely that analyses of technology effects in HCI and neighbouring disciplines would benefit significantly by taking
note of these findings. Beyond this, one obvious implication for social media design may lie in providing further facilities for structuring relationship networks in different layers of contacts associated with communication facilities customised according to emotional intensity.

The conclusions of this study are limited by the cross-sectional survey design, a modest response rate (73.5%) and a convenience sample limited to staff and students, in contrast to longitudinal studies of social media use (Steinfield et al., 2008). In this respect, our sample represents a particular sub-population, but it is one that has the advantage of being especially likely to be active on the internet and social media. Cross-sectional studies of this kind have been frequently used to assess network size and structure sampled at a given moment in time. Our concern is not with the total number of individuals with whom a participant has interacted over a period of time, but rather with their perception of who forms their network at a given moment. Individual members may come and go over time, and the student age group, in particular, can have a very high turnover in network membership over relatively short periods of time (Saramäki, et al. 2014). The differences between our measure of social media activity, which follows Burke, Marlow & Lento (2010), and other metrics such as intensity of use (Ellison et al., 2007; Zhang and Leung 2015) limits comparison with these studies; although our findings broadly agree that social media use mirrors the structure of offline social relationships. Comparison is also hindered by differences in social satisfaction and loneliness measures, where the scale used by Pittman and Reich (2016) may be a more appropriate choice. The classification of ties we adopted was motivated by Dunbar’s SBH, so this was bound to introduce some incompatibility with the many previous interpretations of close friends, strong and weak ties (Granovetter, 1983; Wellman et al., 1981; Hays, 1989). However, it appears that the support group may be comparable with other investigations using strong ties.

For future work, it would be promising to add data on feature use in social media, which clearly vary between simple ‘like’ semaphores and more content-rich status updates (Blight et al., 2015; Pittman & Reich, 2016), and to analyse the content of social support (Rozzell et al., 2014). This would broaden out an investigation of the associations between relationships at each SBH layer with not only social satisfaction but also how social media are used.
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