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Abstract:
A real-time emotion detection system based on electroencephalogram (EEG) measurement has been realised by means of an emotion detection headband coupled with printed signal acquisition electrodes and open source signal processing software (OpenViBE). Positive and negative emotions are the states classified and the Theta, Alpha, Beta and Gamma frequency bands are selected for the signal processing. It is found that, by using a combination of Power Spectral Density (PSD), Signal Power (SP) and Common Spatial Pattern (CSP) as the features, the highest subject-dependent accuracy (86.83 %) and independent accuracy (64.73 %) is achieved, when using Linear Discrimination Analysis (LDA) as the classification algorithm. The standard deviation of the results is 5.03. The electrode locations were then improved for the detection of emotion, by moving them from F1, F2, T3 and T4 to A1, F2, F7 and F8. The subject-dependent accuracy, using the improved locations, increased to 91.75 % from 86.83 % and 75 % of participants achieved a classification accuracy higher than 90 %, compared with only 16 % of participants before improving the electrode arrangement.

1. Introduction
Emotion detection is an emerging topic and emotions influence much of daily life such as reasoning and attention [1], decision making [2], well-being [3] and the quality of life [4]. The immune system is also related to the emotions as a weaker immune response is generally induced by negative emotions [5]. People who experience positive emotions have a lower risk of suffering from disease than those with negative emotions [6]. In addition, people with positive emotions frequently live longer and healthier lives than those with negative emotions [7]. Emotion detection offers the potential to identify negative emotions and address the causal factors, potentially leading to more positive emotions.

In the past, emotion was detected from the facial expression or tone of voice; however, the accuracy cannot be guaranteed because of misleading tonal changes or spurious facial expressions [8]. Alternatively, physiological signals are used such as skin temperature, the Electrocardiogram and the Electroencephalogram (EEG), which records the electrical brain activity on the scalp [9]. EEG is the most direct method because it measures the voltage changes caused by ionic current flows within the neurons of the brain which result from emotions [10]. The left hemisphere is more active during positive emotions and the right hemisphere during negative emotions [11]. This is because the alpha wave of the right hemisphere decreases with negative emotions and that of the left hemisphere decreases with positive emotions [12]. Such brain asymmetry can be applied for emotion detection based on EEG signals.

The primary objectives of EEG-based emotion detection research are to implement real-time measurement with high accuracy [9]. Previous research has identified important six major factors which affect the outcome [9]:

- **Participant**: The method for building emotion classification can be divided into subject-independent and subject-dependent models. The former means that the classification model is built for the entire database, while the latter indicates the classification model is built for
every new user [13]. The former is more difficult to achieve with high accuracy than the latter because of inter participant variability [14].

- **Model of Emotion:** The common dimensional model consists of two main dimensions which are valence and arousal [9]. The arousal emotion ranges from calm to excited and the valence emotion ranges from negative to positive [15]. This model is called the circumplex model [16] and is shown in Figure 1. It is the most widely used model, allowing emotions to be illustrated graphically and mapped on a coordinate system.

![Arousal-valence model](image)

**Figure 1.** Arousal-valence model [16].

- **Stimuli:** External stimuli such as pictures, sounds and videos are commonly used to induce emotions in the participants.

- **Features:** Potential signal features are Power Spectral Density (PSD), Asymmetric Spatial Pattern (ASP), Spectral Power Asymmetry (ASM) and Asymmetric Spatial Pattern (ASP) [9].

- **Temporal Window:** The type of emotion targeted and the physiological signal determines the appropriate length of the temporal window for emotion detection which is typically from 0.5 to 4 s [17]. Our system is called real-time since it can provide a continuous display of emotions as they occur. However, we note there is a very short delay (<1 s) between, when the emotion occurs, and its display.

- **Classifier:** This factor determines the power consumption and the accuracy of the result. There are several machine learning algorithms which can be used as emotion classifiers such as Naive Bayes (NB) [18] and Support Vector Machine (SVM) [9]. In addition to the classifier, there is a Library for Support Vector Machines (LIBSVM) [18] which supports various SVM formulations for classification, regression, and distribution estimation.

The electrical activity recorded on the scalp are decomposed into five frequency bands, which are: delta (1–3 Hz), theta (4–7 Hz), alpha (8–13 Hz), beta (14–30 Hz), and gamma (31–50 Hz) [19]. In order to acquire brain activity, the 10-20 system of electrode placement, shown in Figure 2 [20], is used. This is an international standard of scalp electrode locations with each position identified by a name.
Figure 2. International 10-20 system seen from left (Left) and above (Right) [20].

Liu et al developed a real-time emotion detection system based on measuring EEG signals [21]. A Fractal Dimension algorithm was used and both arousal and valence were classified. Three channels were used with electrodes at the FC6, F4 and AF3 positions according to the 10-20 international standard [20]. An Emotiv headset [22] was implemented as the signal acquisition device and 12 participants were used to test the system. However, instead of using a standard classifier, Fractal Dimension (FD) values from a Higuchi Fractal Dimension (HFD) algorithm were compared with a predefined threshold. It is not clear as to how the threshold was defined and the accuracy of the emotion detection system was not specified [23].

Anh et al demonstrated a real-time emotion detection system [23]. The channels used were the same as reported in [21]: FC6, F4 and AF3. Fractal Dimension values as well as AV (arousal and valence) values were used as the features while SVM was used as the classifier [23] to classify five emotions: happy, sad, relaxed, neutral and angry. The EEG signal was collected using an Emotiv headset and a SAM (Self-Assessment Manikin) was implemented together with the circumplex model for emotion evaluation. The average subject-dependent classification accuracy was 70.5 % from 20 participants. The experimental results indicated that the model in [23] successfully achieved accurate subject dependent detection but could only achieve a subject independent detection accuracy of <10 %.

Jatupaiboon et al used the Support Vector Machine algorithm as the classifier for two channels to implement a real-time EEG-based happiness detection system using an Emotiv headset as the signal acquisition device [9]. The Power Spectral Density feature from the alpha, beta, delta, theta and gamma frequency bands was used. The temporal window was chosen as 1 s and the system classified the emotional state every 5 s. Pictures and music were used as the stimuli to induce emotions. 10 participants were used to test the real-time system. The average accuracies of subject-independent and subject-dependent models were 65.12 % and 75.62 % respectively.

Matiko et al implemented another real-time emotion detection system in which the active electrodes were embedded within a headband and the data wirelessly transferred to a computer [24]. This design used flexible solar cells on the headband as a power supply and embedded the EEG signal processing electronics within the headband. The correlation coefficient between the signals from the printed active electrodes used and commercial passive electrodes was 70.88 %. The highest average subject-independent classification accuracy achieved was 62.62 % and the subject-dependent accuracy was 90 % [24]. The two channel EEG signals were obtained from the asymmetrical locations of AF3 and AF4. The Signal Power and the Oscillation features of the alpha band from two channels were also used for emotion detection classified by a Fuzzy Logic algorithm.
This paper presents a real-time emotion detection system based on EEG signal measurement. Positive and negative emotions are the states classified. The signal is acquired using screen printed active dry electrodes which are assembled in a headband. The printing approach enables the fabric headband and electrodes to be customised in size to be suitable for a wide range of wearers. Active dry electrodes were selected because they reduce the noise and electrode impedance, compared with passive dry electrodes, thereby increasing signal quality. The signal is then processed by OpenViBE software to extract the features and classify emotions [25]. A novel algorithm, combining PSD, SP and CSP features, achieved the highest subject-dependent accuracy (86.83 %) and subject-independent accuracy (64.73 %) when using Linear Discrimination Analysis (LDA) as the classification algorithm. Subsequently improved electrode locations, at A1, F2, F7 and F8, increased the subject-dependent accuracy to 91.75 % from 86.83 %, which is the highest compared with other reported similar approaches. The use of the open-source OpenVibe software and standard interface hardware, allows replication by other researchers of the signal processing and classification algorithm developed in this paper and we will release the source code into the public domain after publishing this paper. In summary this paper presents a novel combination of extraction features (PSD, SP and CSP) together with an improved electrode arrangement which avoids hairs. This is implemented on a printed headband offering headband size adjustment and the system uses open source software to achieve the highest reported subject dependent/independent accuracies (91.75%/66.74%) in real-time.

In this paper, section 2 presents a system overview followed by a description of the emotion detection headband, the EEG amplifier and microcontroller as well as the OpenViBE signal processing software. Section 3 provides the results together with a discussion starting with a performance analysis of the printed electrodes, the implementation of real-time emotion detection and the performance of a new electrode arrangement. Finally, section 4 provides conclusions.

2. System design

2.1. System overview

The emotion detection system consists of three parts, shown in Figure 3:

1. The EEG measurement front end which is a headband with integrated printed active electrodes to acquire and pre-amplify the raw EEG signals;

2. A biofeedback board called an “EEG-SMT” supplied by Olimex [26]. This is used to further amplify and digitize the acquired EEG signal;

3. OpenViBE software which is used to extract features and classify emotions.

In summary, the printed electrodes are used to acquire the EEG signals from the human brain which are then amplified by two analogue amplifiers before digitisation by an analogue to digital convertor in a microcontroller. Finally, the data is transmitted to a computer through wires and processed by the OpenViBE software. Figure 3 presents these system components.

![Figure 3. Block diagram of emotion detection system based on EEG.](image-url)
2.2. EEG Front End

The design of the EEG electrodes used in this paper is similar to the active electrodes described by Paul et al [27]. The active electrodes were printed on one side of a woven textile to allow wearability and breathability of the resulting garment [27]. The design is shown in Figure 4, which includes a conductive layer attached to a buffer amplifier.

![Diagram of EEG front end](image)

Figure 4. The design of screen printed active electrode [26].

The red area indicates the conductive layer and the black area on the left picture represents a printed interface layer on the textile under the conductive layer. After printing, electronic components (a 10 nF capacitor, a 100 Ω resistor, a 200 kΩ resistor and a TLC 727 operational amplifier) were attached to the printed circuit using silver loaded epoxy adhesive. The circuit was then encapsulated by stencil printing a dielectric ink which is used to isolate the buffer amplifier circuit from the conductive encapsulation. Finally, the entire electrode was encapsulated by stencil printing carbon-loaded rubber which connects the electrodes to the skin. The encapsulation is shown in Figure 4 (middle and right), and the design and printing results of a single electrode is shown in Figure 5.

![Image of printed electrode circuit](image)

Figure 5. A photograph of printed electrode circuit before encapsulation (Left); A drawing of a single EEG electrode unit (Right).

Each electrode unit consists of three 9 mm diameter fabric snap connectors which connect to a 5 V external power supply and the amplifier on the EEG-SMT. The completed headband structure is shown in Figure 6.
The four printed electrodes in the headband are used to acquire EEG signals from the locations of Fp1, Fp2, T3 and T4. Fp1, T3 (left hemisphere group) and Fp2, T4 (right hemisphere group) are selected to acquire signals from two different hemispheres of the brain. The default distance between two electrodes is 10.16 cm which is based on the international 10-20 electrode placement system [20]. Since different participants have different head perimeters, the distance between electrodes can be changed by moving them on the strap.

2.3. EEG-SMT

As the raw EEG signals are pre-amplified within the printed electrodes, the signals from the headband are in the range 0.02 V to 0.2 V; these signals therefore need to be further amplified to a suitable level for digitization and processing. This is achieved in the EEG-SMT board, shown in Figure 7. EEG-SMT is the manufacturer’s name for a bio-feedback board from Olimex [26] which contains both an analogue amplifier and a microcontroller. Both the software and hardware design of this board are fully open source and it has a compact size of 80 mm × 42 mm. The EEG-SMT is powered from a USB cable [26].

The EEG-SMT performs the following functions. An instrumentation amplifier INA114 [28] from Texas Instruments is used to attenuate the power line noise by means of its high common mode rejection ratio. A passive high-pass filter is then used to filter out any dc offset to avoid saturating the following stages by cutting off frequencies below 0.16 Hz. After that, a non-inverter amplifier MCP607I/SSN [29] from Microchip provides a gain of 40 and this is followed by another high pass filter to remove any dc offset. A third order Butterworth low pass filter with a cut-off frequency of 59 Hz is then used to reduce anti-aliasing effects caused by analogue to digital conversion. 59 Hz is the default value set by the EEG-SMT board and cannot be changed. The microprocessor, an ATmega16 from Atmel [30], is used to digitise the signals before transmission to a computer.
2.4. Software

The OpenViBE software uses an open-source graphical programming language and can be used to design and test brain-computer interfaces [25]. It can therefore be used to acquire, filter, extract, classify and visualize brain signals in real-time. The three stages of the emotion detection flow using OpenViBE are:

Stage 1: Data Acquisition: The EEG signals are acquired by the printed electrodes and transmitted to the computer via the EEG-SMT. For the training of the classifier, a predefined stimulus label, either positive or negative, depending on the type of stimulus, is added to the acquired EEG signal. The recorded signal is then ready to be used in stage 2.

Stage 2: Feature extraction: CSP, signal power and PSD are extracted from the EEG signal as the features of the signal to be classified.

Stage 3: Classifier training and Real-time emotion detection: The Linear Discriminant Analysis (LDA) classifier algorithm is initially trained using the labels from stage 1 and the features obtained from stage 2 to allow the classifier to distinguish different emotional classes. Once the training is completed the trained classifier can then be used to detect emotion in real-time.

3. System Testing

3.1. Experimental rationale

The performance of the system was evaluated by means of three experiments. The first evaluates the performance of the printed electrodes. The second builds the software system through real-time emotion detection experiments to select the most appropriate frequency band in which to extract the features. The third evaluates the current setup to further improve the accuracy.

3.2. Experiment 1: Electrode testing

Resistance and the correlation coefficient, compared with commercial electrodes, are used to assess the performance of the printed electrodes.

3.2.1. Electrode resistance

The resistance of the printed electrodes was measured using a Fluke 178 multimeter. Table 1 shows the average resistance of the printed electrodes when they were fabricated, after 30 days and after subsequent cleaning in IPA.

<table>
<thead>
<tr>
<th>Electrode resistance after:</th>
<th>Fabricated</th>
<th>30 days</th>
<th>Cleaned by IPA after 30 days</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>~0.25 Ω/cm</td>
<td>~500 Ω/cm</td>
<td>50-100 Ω/cm</td>
</tr>
</tbody>
</table>

The surface of the printed electrode becomes contaminated during wearing and contamination; dirt and grease can be observed on a lint free wipe after cleaning. The resistance reduced from 500 Ω/cm to 50-100 Ω/cm after cleaning the surface with a lint free wipe soaked in IPA. However, this is still above the resistance when first fabricated and it is believed that this irreversible change of resistance is caused by mechanical failure between the rubber and conductive layer after use, which reduces the adhesion of the rubber layer. This resistance increase will therefore reduce the signal magnitude and consequently the performance of the system.
3.2.2. Correlation coefficient of the electrodes

All the printed electrodes were tested individually by measuring the EEG signal at the Fp1 position compared with standard commercial passive silver chloride electrodes of 1 cm diameter supplied by 3M. The commercial electrodes and printed electrodes were placed side-by-side to record the EEG signals simultaneously for 3 minutes. A sample of the EEG signal measured using the printed and commercial electrodes during a 5 s period is shown in Figure 8.

The signal correlation coefficient between the printed and commercial electrodes was calculated using the correlation equation [31]:

\[
\text{correlation coefficient} = \frac{\sum_{i=1}^{T} y[i] \hat{y}[i]}{\sqrt{\sum_{i=1}^{T} (y[i])^2} \times \sqrt{\sum_{i=1}^{T} (\hat{y}[i])^2}}
\]

Where \( y \) and \( \hat{y} \) are the signals from the commercial electrode and the printed electrode. The correlation coefficient for the electrodes after fabrication is calculated as 0.75. However, the correlation coefficient reduced to 0.58 after experiments with participants for 30 days.

3.3. Experiment 2: Real-time emotion detection

In this experiment, the four printed electrodes were used to acquire the EEG signal at the locations of Fp1, Fp2, T3 and T4. T4 generates a reference signal for the differential amplifier of the two channel amplifier within the EEG-SMT and is connected to the negative terminals of both channels. Fp1 and Fp2 were connected to the positive terminals of channel one and two respectively. T3 was used to reduce the common mode interference and was connected to the driven right leg (DRL) channel which is often added to biological signal amplifiers to reduce common mode interference [32].

During the experiment, the participants were asked to wear the headband and sit in front of a computer. They were asked to keep still to reduce movement artifacts. Each participant conducted two sets of experiments: one for training the classifier and another for detection. The experimental protocol is shown in Figure 9.
12 participants undertook the experiment with 20 trials for each participant. Each trial contained a 5 s interval screen and a 5 s picture stimulus. 20 different pictures selected from the Geneva Affective Picture Database (GAPED) [33] were randomly shown to each participant as the stimulus. Ten of the pictures were positive while the other 10 were negative. Each picture was shown to the participant for 5 s and the EEG signals were initially recorded for the entire 5 s during the stimulus. However, the emotion response only lasts for a few milliseconds [34] and it was found that only recording during the first 1 s, after the stimulus commenced, was sufficient. Since each participant has a different latency to the stimuli, which can potentially reduce the classification accuracy, the start time of the temporal window was increased in 20 ms intervals until synchronisation between the recorded EEG signals and the stimulus was achieved. As a result, a 200 ms latency between the start of the stimuli and the temporal window occurred. We also set a further 300 ms delay after the “waiting time” to allow the system to execute and then show the results. Five second rest intervals occurred between each picture to allow the participants to relax and allow sufficient time to reset the emotional state [35]. After the experiment, the participants were asked to leave their feedback about the pictures, which were used to determine the labels of the stimuli.

3.3.1. Selection of features and classification algorithms

The EEG signals of one randomly selected participant were used to select the features and classification algorithms to provide the minimum computational time and the lowest probability of error. The EEG signal was extracted from the frequency bands of Theta, Alpha, Beta and Gamma as shown in Table 2.

Table 2. Selection of Feature and Classification algorithms.

<table>
<thead>
<tr>
<th>Features</th>
<th>Classification Algorithms**</th>
<th>LDA (%)</th>
<th>SVM (%)</th>
<th>MLP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Univariate statistics*</td>
<td>LDA</td>
<td>54</td>
<td>42</td>
<td>51</td>
</tr>
<tr>
<td>Signal Power (SP)</td>
<td>LDA</td>
<td>69</td>
<td>58</td>
<td>58</td>
</tr>
<tr>
<td>Power Spectral Density (PSD)</td>
<td>LDA</td>
<td>83</td>
<td>77</td>
<td>75</td>
</tr>
<tr>
<td>Oscillation</td>
<td>LDA</td>
<td>63</td>
<td>59</td>
<td>61</td>
</tr>
<tr>
<td>Common Spatial Pattern (CSP)</td>
<td>LDA</td>
<td>67</td>
<td>60</td>
<td>59</td>
</tr>
<tr>
<td>CSP+SP+PSD</td>
<td>LDA</td>
<td>88</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

* Univariate statistics include: mean, variance, range, median, Inter-Quantile-Range and Percentile of each incoming sample buffer.
**Classification algorithms: Linear Discriminant Analysis (LDA), Support Vector Machine (SVM), Multilayer Perceptron (MLP).
-: Computation took several hours until system halted.
From the table above, it can be seen that the combination of PSD, SP and CSP features achieves the highest subject-dependent accuracy when used with the Linear Discrimination Analysis (LDA) as the classification algorithm. This combination was therefore used to train the classifier.

3.3.2. Selection of the frequency band

The frequency band for extracting emotion features was optimised. The EEG signals from a randomly selected participant were used and the combination of PSD, SP and CSP were used as the features, with Linear Discrimination Analysis (LDA) as the classifier. The subject-dependent accuracy achieved from different frequency bands is shown in Table 3.

<table>
<thead>
<tr>
<th>Frequency band</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theta</td>
<td>54</td>
</tr>
<tr>
<td>Alpha</td>
<td>68</td>
</tr>
<tr>
<td>Beta</td>
<td>62</td>
</tr>
<tr>
<td>Gamma</td>
<td>63</td>
</tr>
<tr>
<td>Theta+ Alpha+ Beta+ Gamma</td>
<td>88</td>
</tr>
</tbody>
</table>

From Table 3, it can be seen that the combination of all four frequency bands achieved the highest accuracy of 88% compared with that achieved with only a single frequency band of Theta, Alpha, Beta or Gamma.

3.3.3. Final results and analysis

The optimised emotion detection setup was with PSD, SP, CSP combined with LDA over four frequency bands. The results of the real-time emotion classification for 12 participants are shown in Figure 10.

![Figure 10. Real-time subject-dependent emotion classification accuracy.](image)
From the results, it can be observed that the accuracy of all participants is higher than 80%. Further analysis shows that the standard deviation has been improved by 43% compared with previous work [24]. This is because the EEG signal was extracted from four frequency bands and that three features of the EEG signal were analysed compared with previous results, where only the alpha band and two features were used. Using three features from four frequency bands increases the information in the signal and so reduces the error.

3.4. Experiment 3: Real-time emotion detection with an improved electrode arrangement

The electrode arrangement reported in section 3.3 is not ideal for the vast majority of people because the location of the electrodes at T3 and T4 are on the sides of the head above the ears so that hair will reduce the signal strength and increase artifacts. This section introduces an alternative electrode arrangement, shown in Figure 11, which improves the signal strength and minimises artifacts.

![Figure 11](image)

Figure 11. Top view of: (Left) Previous electrodes arrangement, (Right) optimized electrodes arrangement.

Based on the principles of attaching the electrodes to the skin as closely as possible, avoiding hair, and that the electrodes on both channels must be symmetrical, F7 and F8 were used for signal acquisition because they are located on the forehead. Fp2 was connected as a reference channel to the negative input of the differential amplifier of the two-channel EEG amplifier in the EEG-SMT. A1 was connected to a passive electrode as the driven right leg (DRL) to reduce common mode interference.

The experimental procedure, setup and stimuli were the same as described in section 3.3. The results are compared, in Error! Reference source not found., with results previously reported in the literature.

Table 4. Comparison with the real-time detection results in previous work.

<table>
<thead>
<tr>
<th></th>
<th>Subject-dependent accuracy (average)</th>
<th>Standard deviation (subject-dependent accuracy)</th>
<th>Subject-independent Accuracy</th>
<th>Real-time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liu et al [21]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Yes</td>
</tr>
<tr>
<td>Anh et al [23]</td>
<td>70.5%</td>
<td>N/A</td>
<td>N/A</td>
<td>Yes</td>
</tr>
</tbody>
</table>
For the improved design, the average subject-dependant accuracy increased to 91.75% from 86.83% and the subject independent accuracy increased to 66.74% from 64.73%. The standard deviation has also been further improved by 10% compared with the results presented in section 3.3. In addition, in 75% of participants, the new electrode arrangement achieved a subject-dependent accuracy higher than 90%, compared with only 16% of participants in experiment 2 for the previous electrode arrangement. The emotion detection results are therefore improved because the EEG measurement took place in direct skin-contact positions hence avoiding the interference of hair.

Analysis of the results show that the average subject-dependant accuracy is lower than the prior research because of the inter participant variability. For instance, since only 12 participants are involved in this experiment, the average results can be significantly changed if the results of some participants significantly vary, which means the subject-dependent accuracy depends on the participants themselves. Therefore, the results of standard deviation and subject-independent accuracy better reflect the system performance because they evaluate the detection results of every participant rather than reflecting individual variations.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject Dependant</td>
<td>75.62%</td>
<td>89.66%</td>
<td>86.83%</td>
<td>91.75%</td>
</tr>
<tr>
<td>Subject Independent</td>
<td>N/A</td>
<td>8.82</td>
<td>5.03</td>
<td>4.57</td>
</tr>
<tr>
<td>Accuracy</td>
<td>65.12%</td>
<td>62.62%</td>
<td>64.73%</td>
<td>66.74%</td>
</tr>
<tr>
<td>Independent</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

4. Conclusions

A real-time emotion detection system based on EEG measurement was implemented. Four screen printed active electrodes were used to acquire the EEG signals which were then processed using the open source software OpenViBE and signal processing hardware to extract features and classify the emotion state. The printing approach allows the sensing electrodes to be achieved directly on the fabric. In addition, printing enables the headband to be customised, thereby increasing the comfort of the wearer. The resistance of the printed electrodes was measured directly after fabrication at 0.25 Ω/cm and the correlation coefficient compared with commercial electrodes was 0.75. However, the resistance increased to 500 Ω/cm after 30 days due to contamination. Cleaning reduced the resistance to 100 Ω/cm; the permanent change in resistance compared to the resistance when first fabricated is potentially due to mechanical failure between the electrode rubber and conductor.

From the experimental results, it is found that the combination of Power Spectral Density (PSD), Signal Power (SP) and Common Spatial Pattern (CSP) as the features achieved the highest accuracy of 86.83% when combined with the Linear Discrimination Analysis (LDA) as the classification algorithm. For the emotion detection experiments, the initial electrode arrangement at Fp1, Fp2, T3 and T4 achieves an average subject-dependent accuracy of 86.83% with a standard deviation of 5.03 and an independent accuracy of 64.73%. This improvement in accuracy is because more EEG signal information was extracted than in previous research, which used fewer electrodes. However, the inter participant variability means the subject-dependent accuracy is higher than the subject-independent accuracy.

The electrode arrangement was improved by moving the electrodes to F7, F8, A1 and Fp2. This arrangement avoids the signal interference caused by hair. The subject-dependent accuracy improved to 91.75% from 86.83%, which are the highest compared with other reported results using the similar setup. In addition, 75% of participants achieved a subject-dependent accuracy higher than 90% compared with only 16% in the first design presented in experiment 2.
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