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ABSTRACT

Planar simulation models which assume coincident joint centres at the hip and shoulder are often used to investigate subject-specific maximal performances rather than 3D models due to the viability of determining subject-specific parameters. To investigate the effect of coincident joint centres on model accuracy, three variants of a 16-segment planar subject-specific angle-driven model were evaluated using an elite cricket fast bowling performance: (a) planar representation assuming coincident joint centres; (b) planar representation with non-coincident hip joint centres; (c) planar representation with non-coincident hip and shoulder joint centres. Model (c) with non-coincident hip and shoulder joint centres best matched the recorded performance with better estimates of the ground reaction force (mean RMS differences: (a) 18%; (b) 12%, (c) 11%) and ball release velocity (mean RMS differences: (a) 3.8%, (b) 3.2%, (c) 1.7%) due to a better representation of the mass centre location and link system endpoint velocity. Investigations into the subject-specific performance of maximal effort movements, where non-sagittal plane rotations of the pelvis and torso could affect model accuracy, should consider the use of non-coincident hip and shoulder joint centres within a planar model rather than using a simple planar model or a full 3D model.
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INTRODUCTION

In recent years 3D forward dynamics muscle-driven models have increasingly been employed to analyse human movement. However due to the difficulty associated with obtaining accurate subject-specific muscle model parameters, most subject-specific 3D muscle-driven models typically use muscle-model parameters scaled from previous in-vitro research or determined using optimisation procedures (Rajagopal et al., 2016; Shoa et al., 2009). This has thus far limited the application of these models to investigating neuromuscular coordination, estimating internal loading of the musculoskeletal system and evaluating the risk of future injuries (Rajagopal et al., 2016; Shoa et al., 2009; Dao, 2016, Delp et al., 2007; Reinbolt et al., 2011), rather than being able to investigate the optimisation of subject-specific performance of maximal effort activities. With this in mind, forward dynamics torque-driven models are often used to investigate performance of maximal effort activities since subject-specific torque parameters can be obtained in-vivo (Wilson et al., 2006; Allen et al., 2012). These models are often limited to movements where 2D planar representations are appropriate, due to the difficulty associated in obtaining a full set of subject-specific 3D torque parameters (Yeadon and King, 2018).

One assumption that planar models typically adopt to simplify the human link system is to use coincident hip and shoulder joint centres (where the left and right joint centres share a common joint centre in the plane of the model). This assumption reduces the number of segments in the link segment model but fails to incorporate the effect of any non-sagittal plane rotations of the pelvis and torso which cause the projections of the hip and pelvis joint centres to become non-coincident in the sagittal plane. In previous planar models the use of coincident hip and shoulder joint centres has been found to be acceptable for models of take-off where the key outcome parameters are centre of mass velocity and/or angular momentum (Wilson, et al.,
In such running and jumping movements the amplitude of non-sagittal plane movements of the hip and shoulder are limited whereas movements such as javelin throwing, cricket bowling and overhead racket shots adopt a “side-on” position where the hip and shoulder projections approach maximum separation. It may be expected that these movements are more affected by the assumption of coincident joint centres.

Modifications have previously been made to planar simulation models to incorporate non-sagittal plane motion of the legs and segment length changes during movements on the gymnastics high bar apparatus. Hiley et al. incorporated the non-sagittal plane motion of straddling the legs prior to high bar release by modifying the inertia parameters of the legs as a function of the thigh abduction angle (Hiley et al., 2007). To represent the effect of scapular rotation Begon et al. expressed the torso length as a function of upper arm elevation angle (Begon et al., 2008).

The aim of this study was to investigate the assumption of using coincident hip and shoulder joint centres on the accuracy of simulations for reproducing the recorded kinematics and kinetics of a movement with non-sagittal plane rotations of the pelvis and torso.

Data collection

Kinematic and kinetic data were collected from a member of the England and Wales Cricket Board (ECB) elite fast bowling group (age: 18 years, mass: 85.0 kg, height: 1.94 m) at the National Cricket Performance Centre in accordance with the Loughborough University ethics committee guidelines. Eighteen MX13 Vicon cameras (OMG Plc, Oxford, UK) operating at 300 Hz were used for motion capture within a volume of 7 x 3 x 3 m which spanned the whole bowling action and was centred on a Kistler force platform (Type 9287B, Kistler AG, Switzerland). Fifty 14 mm retro-reflective markers were positioned over bony landmarks, in accordance with the marker set used by Worthington et al., such that joint centres could be calculated (Worthington et al., 2013). An additional 15 x 15 mm reflective patch was placed on the ball to enable ball release velocity and the instant of ball release to be determined.
The participant bowled 12 maximal effort stock deliveries, striking the force plate with his front foot.

**Data processing**

The four best trials (greatest ball velocity and minimal marker loss) were processed using the Vicon Nexus software. To determine the inputs for the planar simulation model, the projections of the joint centres (toe, MTP, ankle, knee, hip, shoulder, elbow, wrist and hand) onto the sagittal plane were used to determine the trunk orientation angle (angle of the trunk in the global coordinate system) and the joint configuration angles. The distance between the projected hip joint centres, the distance between the projected shoulder centres, and the distance between the midpoint of the projected hip joint centres and the top of the head were calculated. Quintic splines were fitted to the time histories of these variables for input into the simulation model using error estimates calculated as the difference between a data value and the mean of adjacent values (Wood and Jennings 1979; Yeadon and King, 2002). The centre of mass position was calculated using segmental inertia parameters determined via the inertia model of Yeadon using ninety-five anthropometric measurements of the bowler (Yeadon, 1990).

Front foot contact was identified as the first frame in which the vertical ground reaction force exceeded 25 N due to the front foot contacting the force plate. Ball release was determined to have occurred when the distance between the ball marker and the wrist joint centre was greater than the length of the hand (taken from the anthropometric measurements) indicating that the ball was no longer in contact with the hand. The coordinates of the reflective tape on the ball in the sagittal plane were used to calculate the ball release velocity as the average resultant velocity calculated over the first ten frames after release.

**Simulation model**

A 16-segment planar forward dynamics angle-driven computer simulation model of the front foot contact phase of fast bowling (Figure 2) was constructed using AUTOLEV (Online Dynamics, 1990), (Kane and Levinson, 1985). The 14 rigid segments represented the head plus trunk, two upper arms, two thighs, two shanks, two two-segment feet, forearm plus hand (non-bowling arm), forearm (bowling arm), hand (bowling arm) with wobbling masses (separate rigid segments with mass and inertia) included within the shank, thigh and trunk representations. Two massless segments with variable length and orientation connected the bilateral hip and shoulder joint centres to allow non-coincident hip centres and non-coincident shoulder centres. The front foot had three points of contact with the ground at the heel, ball (metatarsophalangeal joint), and toe. A cricket ball was represented at the end of the bowling arm hand as a point mass.
Horizontal and vertical linear spring-dampers were used to model the foot-ground interface at the three points of contact with the ground (Equations 1 and 2). The total horizontal and vertical forces ($R_x$ and $R_y$) acting on the foot were the sums of the forces at these three points ($R_{xi}$ and $R_{yi}$, $i = 1,3$), Allen et al., 2010.

$$R_{yi} = -s_{1i} \cdot y_i - d_{2i} \cdot \dot{y}_i \cdot |y_i|$$  \hspace{1cm} (1)

$$R_{xi} = (-s_{3i} \cdot x_i - d_{4i} \cdot \dot{x}_i) \cdot R_{yi}$$  \hspace{1cm} (2)

$$R_y = \sum_{i=1}^{3} R_{yi}$$  \hspace{1cm} (3)

$$R_x = \sum_{i=1}^{3} R_{xi}$$  \hspace{1cm} (4)

where $x$ and $y$ are the horizontal and vertical displacements between the point on the foot and its initial point of contact with the ground, $\dot{x}$ and $\dot{y}$ are the time derivatives of $x$ and $y$, $s_1$ and $s_3$ are stiffness coefficients, $d_2$ and $d_4$ are damping coefficients, and $i$ represents the point of contact on the foot.

The vertical damping term included multiplication by the vertical displacement which prevented a force occurring due to damping prior to contact or after take-off. The horizontal spring-damper expression included multiplication by the vertical force to ensure that the force was zero prior to contact and after take-off. The horizontal and vertical stiffness and damping coefficients were allowed to vary across the three points of contact.
The wobbling masses of the torso, thigh and shank were connected to the fixed segments using non-linear viscoelastic springs (Equation 5), Pain and Challis, 2001.

\[ R_{wi} = (-s_{5i} \cdot |v_i|^3 - d_{6i} \cdot |\dot{v}_i|) \cdot \hat{v}_i \]  (5)

where \( R_w \) is a force vector, \( v \) is a vector connecting the points of attachment from the wobbling mass to the fixed segment, \( \dot{v} \) is the derivative of \( v \), \( \hat{v} \) is a unit vector in the direction of \( v \), \( |v| \) is the magnitude of \( v \), \( s_5 \) and \( d_6 \) are stiffness and damping coefficients, and \( i \) represents the segment containing the wobbling mass.

The ball was attached to the distal end of the hand segment using a viscoelastic spring that allowed the ball to release from the hand smoothly (Equation 6). When the ball was in contact with the hand \( s_7 \) was set to 1000 Nm\(^{-1}\) and \( d_8 \) was set to 1000 Nsm\(^{-1}\) in order to keep the ball fixed in the hand. At ball release the stiffness and damping parameters instantaneously changed to zero to allow release to occur. Ball release occurred when the time of release in the simulation matched the time of release in the performance (approximately 110 ms).

\[ R_B = (-s_7 \cdot |u| - d_8 \cdot |\dot{u}|) \cdot \hat{u} \]  (6)

where \( R_B \) is a force vector, \( u \) is a vector connecting the position of the points of attachment from the ball to the distal end of the hand segment, \( \dot{u} \) is the derivative of \( u \), \( \hat{u} \) is a unit vector in the direction of \( u \), and \( s_7 \) and \( d_8 \) are stiffness and damping coefficients respectively.

The simulation model was driven using the recorded kinematics. Input to the simulation model comprised the initial position and velocity of the centre of mass and the initial trunk orientation angle and angular velocity. Segmental inertia parameters derived using Yeadon’s inertia model and the coefficients defining the viscoelastic elements were also input (Yeadon, 1990). The output from the simulation model comprised the trunk orientation angle, mass centre position and velocity, ground reaction force time histories, and ball release velocity.

Model variants

Three variants of the simulation model were evaluated to investigate the effect of the assumption of coincident hip and shoulder joint centres on the accuracy of the simulation model to reproduce the recorded kinematics and kinetics when non-sagittal plane pelvis and torso rotations cause the assumption to be violated (Figure 3). In these variants the complexity of the simulation model was increased to incorporate the non-sagittal plane movement of the pelvis and torso. Initially, a simple planar simulation model (simple planar model) was invoked by setting the massless segment lengths to zero and was evaluated to determine the level of agreement with recorded forces and ball release velocity (Figure 3a). In the second variant non-sagittal plane rotations of the pelvis were represented in the planar simulation model (non-coincident hip model) by allowing non-coincident hip joint centres (Figure 3b). This was achieved by driving the length and orientation of the pelvis massless segment using the time histories from the recorded performance data. In the third variant (non-coincident hip
and shoulder model) non-sagittal plane rotations of the torso were also included in the planar simulation model (Figure 3c). To incorporate lateral side-flexion the length of the torso plus head segment was driven using the time history from the recorded performance data while adjusting the inertia parameters to take into account the change in length (Hiley et al., 2007). The shoulder joint centres were also allowed to be non-coincident by driving the length and orientation of the shoulder massless segment using the respective time histories from the recorded performance data.

![Figure 3](image)

**Figure 3** - Three different model variants used to investigate the assumption of coincident hip and shoulder joint centres on model accuracy: a) simple planar model; b) non-coincident hip model; c) non-coincident hip and shoulder model. Solid lines represent rigid segments; dotted lines represent massless segments; dashed line represents rigid segment with variable length.

**Parameter Determination**

For each model variant, a common set of viscoelastic parameters consisting of the wobbling mass and foot-ground interface coefficients were determined concurrently for three bowling trials (Wilson et al., 2006). A total of 33 parameters were varied via a simulated annealing algorithm in order to minimise an objective function representing the difference between the simulation and the kinematics and the kinetics of the recorded performances (Kirkpatrick et al., 1983). The parameters comprised: 12 stiffness and damping parameters on the front foot, six stiffness and damping coefficients for the wobbling masses, three natural vertical foot spring lengths, and 12 performance specific parameters specifying the initial horizontal and vertical centre of mass velocities, trunk orientation angular velocity and ball release time for the three trials. The performance specific parameters were allowed to vary to compensate for small inaccuracies associated with calculating velocities and the difficulties of determining ball release from performance data (Pain and Challis, 2001; Kirkpatrick et al., 1983).

The objective function value $F$ was taken to be the average of a difference score function applied to each of the three performance trials in order to determine a common set of parameters (Wilson et al., 2006). The score function (Equation 7) was calculated as the overall RMS difference between simulation and performance for four components where $1^\circ$ was considered to be equivalent to $1\%$ difference in other measures (Yeadon and King, 2002).

$$F = \frac{1}{3} \sum_{i=1}^{3} \sqrt{\frac{\left(F_{1i}^2 + F_{2i}^2 + F_{3i}^2 + F_{4i}^2\right)}{4}}$$ (7)

where $F_1$ is the average of the horizontal and vertical force RMS differences expressed as a percentage of the peak vertical force, $F_2$ is the sum of the mass centre
horizontal and vertical velocity absolute differences expressed as a percentage of the resultant mass centre velocity at ball release, $F_3$ is the trunk orientation angle RMS difference in degrees, $F_4$ is the sum of the horizontal and vertical ball velocity absolute differences expressed as a percentage of the resultant ball velocity at ball release, and $i$ represents the bowling trial.

Each simulation incurred a penalty which was added to the score function value if the displacement of the front foot exceeded 6 cm vertically or 9 cm horizontally from the initial point of ground contact. These limits were chosen to include the mean vertical compression and horizontal slide of the front foot from the performance trials (3.5 cm vertically and 5 cm horizontally) as well as some extra compliance to account for compression in the system that is not currently accounted for in pin joint models (Allen et al., 2012). Penalties were also employed to ensure that the foot did not ‘bounce’ in and out of contact with the ground during the simulation period or continuously ‘slide’ throughout the simulation (Allen et al., 2012). A penalty was also added to limit wobbling mass movement to a maximum of 4.5 cm at the shank, 7 cm at the thigh and 10 cm at the trunk (Laforêtue et al., 1992; Minetti and Belli, 1994). No penalties were incurred in the optimised simulations for any of the model variants.

Model Evaluation

The viscoelastic parameters for each simulation model variant were evaluated using a fourth independent bowling trial. For each model variant an optimisation was run using tight bounds on the initial centre of mass velocity, trunk orientation angular velocity and ball release time in order to minimise (via simulated annealing) the same objective function (Equation 7) and obtain the closest overall match to the fourth performance.

RESULTS

The simple planar model was unable to closely match the recorded performances with objective function values of 9.1% and 8.2% between simulation and performance for the parameter determination and model evaluation process respectively (Table 1). Including the non-sagittal plane rotations of the pelvis within the planar simulation model (non-coincident hip model) resulted in more realistic performances with differences of 6.6% and 5.7% for the parameter determination and model evaluation process respectively (Table 1). The recorded performances were best matched in the model variant that included the non-sagittal plane rotations of both the pelvis and torso (non-coincident hip and shoulder model) with differences of 5.8% and 5.3% for the parameter determination and model evaluation process respectively (Table 1).

Since the model evaluation objective function value was similar to the parameter determination objective function value and the score components were comparable, the four trials were averaged to best describe the accuracy of each model (Table 1).
Table 1. The objective function value and score components for parameter determination, model evaluation and the four trials combined for each of the model variants.

<table>
<thead>
<tr>
<th>Score component</th>
<th>Parameter determination (mean ± SD of 3 trials)</th>
<th>Model evaluation</th>
<th>Combined (mean ± SD of 4 trials)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PM</td>
<td>HM</td>
<td>TM</td>
</tr>
<tr>
<td>$F_1$ (%)</td>
<td>18 ± 2</td>
<td>12 ± 1</td>
<td>11 ± 1</td>
</tr>
<tr>
<td>$F_2$ (%)</td>
<td>0.2 ± 0.2</td>
<td>0.2 ± 0.1</td>
<td>0.1 ± 0.0</td>
</tr>
<tr>
<td>$F_3$ (°)</td>
<td>0.9 ± 0.3</td>
<td>1.2 ± 0.7</td>
<td>0.9 ± 0.1</td>
</tr>
<tr>
<td>$F_4$ (%)</td>
<td>4.1 ± 1.3</td>
<td>3.6 ± 3.1</td>
<td>1.9 ± 0.5</td>
</tr>
<tr>
<td>$F$ (%)</td>
<td>9.1 ± 0.8</td>
<td>6.6 ± 0.7</td>
<td>5.8 ± 0.3</td>
</tr>
</tbody>
</table>

Note:
PM – simple planar model
HM – non-coincident hip model
TM – non-coincident hip and shoulder model
$F_1$ - average of the horizontal and vertical force RMS differences expressed as a percentage of the peak vertical force
$F_2$ - Centre of mass velocity vector difference at ball release as a percentage of the resultant centre of mass velocity at ball release
$F_3$ – trunk orientation angle RMS difference in degrees
$F_4$ – ball velocity vector difference at ball release expressed as a percentage of the resultant ball velocity at release

The difference in ball release velocity ($F_4$) decreased as more complexity was included to model the non-sagittal plane rotations of the pelvis and torso with mean differences between simulation and performance of 3.8%, 3.2% and 1.7% for the simple planar model, the non-coincident hip model, and the non-coincident hip and shoulder model respectively (Table 1).

The model variants which employed non-coincident hip joint centres were better able to more closely match ground reaction forces with mean differences ($F_1$) of 12% and 11% in the non-coincident hip model and the non-coincident hip and shoulder model compared to 18% in the simple planar model (Table 1). Whilst the increase in complexity from the second to the third model variant resulted in the model more accurately reproducing the horizontal ground reaction force (non-coincident hip model: 10.5% vs non-coincident hip and shoulder model: 8.6%; Figure 4), the difference in the vertical ground reaction force showed was marginal (non-coincident hip model: 13.7% vs non-coincident hip and shoulder model: 13.6%).
Coefficients of the horizontal and vertical springs governing the foot-ground interface became more uniform across the three points of contact as the complexity of the simulation model increased (Table 2). No pattern in the stiffness or damping coefficients of the shank, thigh and trunk wobbling masses or the natural spring lengths was evident as the model complexity increased to include non-sagittal plane rotations of the pelvis and torso (Table 2).
Table 2. Viscoelastic parameters for the three model variants

<table>
<thead>
<tr>
<th>Parameter</th>
<th>PM</th>
<th>HM</th>
<th>TM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertical toe stiffness, $s_{11}$ (Nm$^{-1}$)</td>
<td>94589</td>
<td>38548</td>
<td>33566</td>
</tr>
<tr>
<td>Vertical toe damping, $d_{21}$ (Nsm$^{-1}$)</td>
<td>57098</td>
<td>48600</td>
<td>10834</td>
</tr>
<tr>
<td>Vertical MTP stiffness, $s_{12}$ (Nm$^{-1}$)</td>
<td>11798</td>
<td>33140</td>
<td>33209</td>
</tr>
<tr>
<td>Vertical MTP damping, $d_{22}$ (Nsm$^{-1}$)</td>
<td>4725</td>
<td>99</td>
<td>6077</td>
</tr>
<tr>
<td>Vertical heel stiffness, $s_{13}$ (Nm$^{-1}$)</td>
<td>11778</td>
<td>56639</td>
<td>47265</td>
</tr>
<tr>
<td>Vertical heel damping, $d_{23}$ (Nsm$^{-1}$)</td>
<td>3162</td>
<td>5175</td>
<td>6286</td>
</tr>
<tr>
<td>Horizontal toe stiffness, $s_{31}$ (m$^{-1}$)</td>
<td>0.10</td>
<td>0.11</td>
<td>16.0</td>
</tr>
<tr>
<td>Horizontal toe damping, $d_{41}$ (sm$^{-1}$)</td>
<td>0.00</td>
<td>0.13</td>
<td>0.25</td>
</tr>
<tr>
<td>Horizontal MTP stiffness, $s_{32}$ (m$^{-1}$)</td>
<td>0.10</td>
<td>20.0</td>
<td>14.6</td>
</tr>
<tr>
<td>Horizontal MTP damping, $d_{42}$ (sm$^{-1}$)</td>
<td>1.57</td>
<td>0.24</td>
<td>0.11</td>
</tr>
<tr>
<td>Horizontal heel stiffness, $s_{33}$ (m$^{-1}$)</td>
<td>189</td>
<td>15.9</td>
<td>16.0</td>
</tr>
<tr>
<td>Horizontal heel damping, $d_{43}$ (sm$^{-1}$)</td>
<td>0.00</td>
<td>0.09</td>
<td>0.1</td>
</tr>
<tr>
<td>Vertical toe spring natural length, (m)</td>
<td>0.026</td>
<td>0.025</td>
<td>0.027</td>
</tr>
<tr>
<td>Vertical MTP spring natural length, (m)</td>
<td>0.060</td>
<td>0.060</td>
<td>0.058</td>
</tr>
<tr>
<td>Vertical heel spring natural length, (m)</td>
<td>0.051</td>
<td>0.061</td>
<td>0.059</td>
</tr>
<tr>
<td>Wobbling mass shank stiffness, $s_{51}$ (Nm$^{-1}$)</td>
<td>2348</td>
<td>1625</td>
<td>2190</td>
</tr>
<tr>
<td>Wobbling mass shank damping, $d_{61}$ (Nsm$^{-1}$)</td>
<td>1500</td>
<td>1045</td>
<td>1317</td>
</tr>
<tr>
<td>Wobbling mass thigh stiffness, $s_{52}$ (Nm$^{-1}$)</td>
<td>2207</td>
<td>589</td>
<td>2331</td>
</tr>
<tr>
<td>Wobbling mass thigh damping, $d_{62}$ (Nsm$^{-1}$)</td>
<td>549</td>
<td>743</td>
<td>744</td>
</tr>
<tr>
<td>Wobbling mass trunk stiffness, $s_{53}$ (Nm$^{-1}$)</td>
<td>5608</td>
<td>5485</td>
<td>3297</td>
</tr>
<tr>
<td>Wobbling mass trunk damping, $d_{63}$ (Nsm$^{-1}$)</td>
<td>1000</td>
<td>1003</td>
<td>1015</td>
</tr>
</tbody>
</table>

Note:
PM – simple planar model
HM – non-coincident hip model
TM – non-coincident hip and shoulder model

The trunk orientation angle was closely matched with mean differences (F3) of 0.9°, 1.2°, and 0.9° for the simple planar model, the non-coincident hip model, and the non-coincident hip and shoulder model respectively (Table 1). The centre of mass velocity at ball release was also closely matched with mean differences (F2) between simulation and recorded performances of 0.2%, 0.1%, and 0.1% for the simple planar model, the non-coincident hip model, and the non-coincident hip and shoulder model (Table 1).

DISCUSSION

This paper has investigated the effects of the assumption of coincident hip and shoulder joint centres on the accuracy of planar simulation models reproducing the recorded kinematics and kinetics of a movement with non-sagittal plane rotations of the pelvis and torso. A simple planar representation which assumed the hip and shoulder joint centres were coincident was unable to match closely the recorded
performances with substantial differences in the ground reaction force and ball release velocity (Table 1; Figure 4). Allowing the hip joint centres to be non-coincident to incorporate the non-sagittal plane rotations of the pelvis within the model improved the difference in the ground reaction force substantially and the difference in ball release velocity slightly (Table 1). When both the hip and shoulder joint centres were allowed to be non-coincident and the trunk plus head segment length was allowed to vary, the model closely matched the recorded performances with the differences in the ground reaction force and ball release velocity decreased substantially compared to the simple planar model.

The models with non-coincident joint centres lead to improved representations of the human link system compared to the simple planar model. This led to a better estimation of the centre of mass position and a closer match to the ground reaction forces (Figure 4). In the simple planar model the origins of the upper and lower extremities are attached to average positions on the torso due to the assumption that the hip and shoulder joint centres are coincident. The disadvantage of this is that the estimation of the centre of mass location relative to the front foot contact is affected since the lower extremities are closer to the torso. This shortens the moment arm between the centre of mass and centre of pressure of the ground reaction force. In order for the model to produce the same impulse and match the centre of mass velocity and trunk orientation at ball release, the ground reaction force is different and thus cannot match closely the recorded ground reaction force. The large vertical toe stiffness (Table 2) in the simple planar model reflects an attempt to move the centre of pressure towards the toe to maximise the moment arm and match the ground reaction force as best as possible.

Comparing the ground reaction force between the model with only non-coincident hip joint centres and the model with non-coincident hip and shoulder joint centres shows that increasing the complexity further improved the accuracy of the horizontal ground reaction force although the difference in the vertical ground reaction force showed no consistent changes (Figure 4). The improvement in the horizontal ground reaction force is most likely due to the origin of the upper extremities being more accurate and providing a better representation of the human link system horizontally. The fact that the vertical ground reaction force difference did not improve suggests that the difference is not caused by the assumption of coincidental shoulder joint centres. The average difference of 13.6% (Figure 4) with a vertical depression at the foot-ground interface of 3.5 cm is similar to that found by Allen et al., 2012 who concluded that pin jointed simulation models are suitable for simulating performance but may require additional complexity to incorporate compliance throughout the link system (e.g. spring-damper elements between segments) to reproduce internal and ground reaction forces accurately.

The difference in ball release velocity between simulation and recorded performance improved with the inclusion of the non-sagittal plane pelvis and torso rotations within both the simulation models when non-coincident joint centres were used compared to the simple planar model. Previous research has found ball release velocity to be linked with both bowling shoulder kinematics (Worthington et al., 2013; David and Blanksby, 1976; Elliott et al., 1986; Foster et al., 1989) and trunk kinematics (Worthington et al., 2013; Elliott et al., 1986; Davis and Blanksby, 1976). Using massless segments to represent the non-sagittal plane rotations of the pelvis and torso introduces extra degrees of freedom which allow the simulation model to better reproduce the human link system during the fast bowling action and more accurately model ball release velocity.
The centre of mass velocity was closely matched for all three model variants (Table 1). In order to match the centre of mass velocity the simple planar model was unable to accurately reproduce the ground reaction force due to the difference in the moment arm between the centre of mass and centre of pressure. This suggests that previous models which have used coincident joint centres may have also been unable to accurately match the ground reaction forces. This may result in a model producing peak forces which the human body would be unable to dissipate safely. The use of coincident joint centres in future planar simulation models should consider the effect it has on the ground reaction forces.

This study has indicated that the use of coincident hip and shoulder joint centres to represent a movement with non-sagittal plane rotations of the pelvis and torso resulted in an over-simplified representation of the human link system. To investigate subject-specific cause and effect relationships for movements with non-sagittal plane rotations of the pelvis and torso a model with increased complexity is required. Although a full 3D model might seem to offer a solution, the need for a full set of accurate subject-specific strength parameters renders such an approach non-viable for investigating maximal effort activities (Wilson et al., 2006). The results of this investigation indicate that an alternative approach using a planar simulation model, where non-sagittal plane rotations of the pelvis and torso are incorporated by allowing hip and shoulder joint centres to be non-coincident, can improve the accuracy of the human link system resulting in closer matched ground reaction forces and link system endpoint velocity. This provides a method for which non-sagittal plane rotations of the pelvis and torso can be represented in a planar simulation and provides a viable solution to enable individual optimal performance and cause and effect relationships to be investigated. The advantages of this proposed approach compared to a 3D model include a simplified optimisation problem and reduced kinematic and kinetic process being required. In the future, this method could be used within forward dynamics planar simulation models to investigate end point velocity in movements with non-sagittal plane rotations of the pelvis and torso such as in throwing, cricket bowling or overhead racket shots.
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