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Highlights

• The theory of the Terrain Guarding Problem is laid out

• A real terrain is guarded by cameras using Operations Research techniques

• A 75% decrease in the resolution of the terrain results in a 23% loss in
coverage

• A new problem called the Blocking Path Problem is introduced and solved

• Infiltration is prevented by a blocking path instead of network interdiction
or k-barrier coverage
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On guarding real terrains: The terrain guarding and the blocking path
problems

Abstract

Locating a minimum number of guards on a terrain such that every point on the terrain
is guarded by at least one of the guards is known as the Terrain Guarding Problem (TGP).
In this paper, a realistic example of the terrain guarding problem is studied, involving the
surveillance of a rugged geographical terrain by means of thermal cameras. A number of
issues related to TGP are addressed with integer-programming models proposed to solve the
problem. Also, a sensitivity analysis is carried out in which five fictitious terrains are created
to see the effect of the resolution of the terrain, and of terrain characteristics, on coverage
optimization and the required number of guards. Finally, a new problem, which is called the
Blocking Path Problem (BPP), is introduced. BPP is about guarding a path on the terrain
with a minimum number of guards such that the path blocks all possible infiltration routes.
A discussion is provided about the relation of BPP to the Network Interdiction Problem
(NIP), which has been studied extensively by the operations research community, and to the
k-Barrier Coverage Problem, which has been studied under the Sensor Deployment Problem.
BPP is solved via an integer-programming formulation based on a network paradigm.

Keywords: Terrain guarding problem; blocking path problem; border security; network
interdiction problem; k-barrier coverage problem; finite dominating sets.

1 Introduction

Issues related to homeland security in today’s world have been receiving increasing attention

from governments and military. A particular issue of interest in this context is the problem

of monitoring a critical geographical region to achieve a satisfactory level of surveillance, with-

out having to deploy an excessive amount of resources to carry out the watch. This can be

achieved by mathematical programming and terrain modeling techniques discussed in this pa-

per. Watchtowers are located on terrains to detect fires (Goodchild and Lee 1989), military

units are deployed to watch the terrain to prevent infiltration, and relay stations are placed on

the terrain such that no dead zone is present to maintain uninterrupted communication (De Flo-

riani et al. 1994). In this paper, any entity that is capable of observing or sensing a piece of

land or an object on the land is referred to as a guard. Thus, watchtowers, military units and

relay stations are guards and so are sensors, observers (human beings), cameras and the like.

Observing, seeing, sensing, covering and guarding will mean the same. Locating a minimum

number of guards on a terrain such that every point on the terrain is guarded by at least one

of the guards is known as the Terrain Guarding Problem (TGP). Our interest in this paper is

the TGP on three-dimensional terrains. To solve TGP for a real three-dimensional terrain of

interest, the terrain surface has to be approximated, or represented, as a mathematical object

so that certain analyses can be carried out.
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Figure 1: The grid cells on the plane

The digital (or mathematical) representation of a real terrain surface is known as a Digital

Elevation Model (DEM) (Li et al. 2004; Floriani and Magillo 2003). Let S ∈ R3 be the surface of

a real terrain of interest, for which a DEM is to be constructed. Let P = {p1, ..., pn} be the set of

n points sampled from S with known x, y and z (elevation value) coordinates in a fixed coordinate

system. We assume that the points in P are sampled such that they represent S sufficiently.

Let p∗i ∈ R2 be the projection of pi onto the Euclidean x − y plane, and P ∗ = {p∗1, ..., p∗n} be

the set of such points. The points in P and P ∗ are referred to as vertices (or grid points).

Consider the convex hull D of vertices in P ∗. For a ∈ R3 let xc(a), yc(a) and zc(a) denote the

x, y and z coordinates of a, respectively. The DEM T̃ that approximates S is characterized

by a function defined over D, f : D −→ R+, such that f(p∗i ) = zc(pi), i = 1, ..., n. Then,

T̃ = {(x, y, z) : z = f(x, y), (x, y) ∈ D}. Note that our definition allows points in P ∗ to be

connected by edges (or curves) such that the lines do not intersect except at vertices. When the

vertices are connected by edges as described, D is then said to be partitioned into regions.

Two widely used approximations for a real terrain are regular square grid (RSG) and tri-

angulated irregular network (TIN) (Floriani and Magillo 2003). To obtain an RSG, points are

sampled from S at regular intervals and their projection on the x − y plane comprises what

is called a DEM mesh, i.e., grids of square shapes formed among the four neighboring points.

Each point in P ∗ is assumed to be at the center of a cell (or pixel) (Figure 1). Each cell is

then elevated to the height of the point at the center. The terrain constructed as such is called

a stepped model of RSG (Floriani and Magillo 2003; Church 2002) (Figure 2-(a)). TIN is ob-

tained similarly, but as opposed to RSG, certain points such as peaks and pits are included in

the vertex set due to their importance and the rest of the points are sampled irregularly from

the real terrain. Next, the projections of these points are triangulated on the plane (Berg et al.

2008), and the triangulation is elevated to the height of each vertex to obtain a TIN (Figure

2-(b)).

There are different views as to whether RSG or TIN is a better approximation of the terrain.

Goodchild and Lee (1989) consider TIN to be a better representation since construction can be

done at an irregular sample of points, which allows critical points on the terrain such as pits,
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Fig. 3. Orthogonal and non-orthogonal arcs for a potential network.

Fig. 4. A raster-based landscape for visibility analysis.

suitability score of the cell that it is entering. For networks that allow greater direction #exibility
(using oblique arcs), one can de"ne a weighted score based upon the amount of distance or area
(assuming a given corridor width) that an arc intersects a given cell [65]. The generalized weighting
scheme is equivalent to the simple orthogonal score assignment approach for a orthogonal
network when the width is equal to the width of the cell. Huber and Church [65] and Goodchild
[64] have found that it is necessary to de"ne a network beyond that of an orthogonal network to
identify the shortest route across the landscape. An interesting road network location problem
using a GIS can be found in Dean [68].
One of the more interesting location problems that have been de"ned as a part of GIS utilizes the

concept of a viewshed [69]. For any point on the landscape, it is possible to identify the area which
would be within direct sight of the point. We will call this the viewshed of a point. To calculate
a viewshed of a point requires some depiction of the elevation of the landscape. If a landscape is

R.L. Church / Computers & Operations Research 29 (2002) 541}562 553

1

Fig. 5. Computed visibility for a landscape represented in a raster form.

Fig. 6. A triangular irregular network representation of a landscape.

554 R.L. Church / Computers & Operations Research 29 (2002) 541}562
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(a) (b)

Figure 2: (a) Regular Square Grid (b) Triangulated Irregular Network Church (2002)

peaks and points on ridges to be selected for approximation, in contrast to the regular sampling

done in RSG. Ferreira et al. (2016) state that neither of the representations is better than

the other while Magalhaes et al. (2011) argue that RSG is conceptually better, more compact

and easier to implement than TIN. The surface in a grid may be created by interpolating

the elevations of the four points that are on the corners of the grid square as pointed out by

Fisher (1993), or as discussed by Li et al. (2004), by using a higher order polynomial. In the

application example given in Section 4, P ∗ is composed of grids but the surface is obtained by

bilinear interpolation using MATLAB software. Bilinear interpolation seems better than both

RSG and TIN because, to approximate the height of a certain point on the real terrain, the real

elevations of four points on the corners of the grid cell are used instead of three in TINs and

one in RSG. In the application study, our approach aims at guarding the set of interpolation

vertices (grid points) by the interpolation vertices and this results in very good coverage. RSG

is also referred to as grids for simplicity.

For most real world studies involving a geographical region, which may be a terrain or a

network of cities, the data about the spatial and the nonspatial features of the region of interest

are likely to be needed. The required datum could be the height of a point or the population

of a city. A Geographical Information System (GIS) is a decision support system which stores,

edits and displays the raw data on a geographical region. It can perform certain analyses and

visualize the results of those analyses, (Church 2002; Murray 2010; Bruno and Giannikos 2015).

ArcGIS, MATLAB, Google Earth, and MapInfo are examples of software packages equipped

with GIS. Location problems, in general terms, involve locating facilities (firestations, hospitals,

etc.) to serve customers in a location space such as a network of cities. Some locations may not
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be desirable, for instance, if they are near river beds where there is a flood risk. This and similar

information can be obtained from a GIS and visualized for a decision-maker. In a real world

study, a GIS provides the data on the terrain, performs viewshed analyses and displays those

regions visible to the observer. A detailed overview of GIS functions and of the links between

GIS and location problems is presented in (Church 2002; Murray 2010; Bruno and Giannikos

2015). The major contributions of our paper can be summarized as follows;

(i) The paper serves as a complete guide to guard a (real) terrain for both scientists and

practitioners, which the existing literature does not provide. We carefully lay down the assump-

tions and the theory underlying the problem, and discuss all aspects of the problem starting

from a rigorous definition of the terrain itself, as discussed above, and a rigorous definition of the

Terrain Guarding Problem, to pointing out all the factors involved in guarding a real terrain, to

a careful interpretation and discussion of the models that are used to solve the problem.

(ii) Our paper shows that there is a direct connection between the location science and

the Terrain Guarding Problem, which has not been established before in the literature. This

connection is due to the concept of finite dominating sets (FDS). An FDS is a finite set of

feasible points that contains an optimal solution in an optimization problem where the feasible

set is composed of infinitely (possibly uncountably) many points. Although FDS’s have first

been shown and discussed for location problems, the concept applies to many optimization

problems including the linear programming problem, where the set of extreme points is an FDS.

In the TGP, the guard locations are to be chosen from the terrain, which is an uncountable

point set, and no FDS has been found for the problem yet. Thus, we emphasize that there

is no research, applied or theoretical, including ours, that solves the three-dimensional Terrain

Guarding Problem to optimality on either triangulated irregular networks (TIN) or the grid

DEMs.

(iii) In this paper, we study TGP on grids. TGP on grids is defined to be locating minimum

number of guards on the grid points such that all points are guarded. Let us suppose that

the terrain is discretized to obtain grid points. At this step, some researchers consider only a

subset of the grid points as guard locations based on some criteria such as selecting those points

with a higher viewshed, i.e., those that cover more points than others (Franklin 2002; Franklin

et al. 2007; Tracy et al. 2007; Magalhaes et al. 2011; Bao et al. 2015). Franklin (2002), Franklin

et al. (2007), Tracy et al. (2007) and Magalhaes et al. (2011) all place guards on some of these

locations according to some similar criteria, which does not involve any exact algorithm while

Bao et al. (2015) use an exact algorithm to choose the guard locations. We note that there may
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be points that are visible to only those points with a lower viewshed, which implies that the

points with a lower viewshed may well be in the optimal solution. Similarly, just because a point

has a larger viewshed does not necessarily imply that the point will be a guard location in the

optimal solution. Therefore, the algorithms used by the above mentioned authors and others

that use similar approaches are heuristics and do not necessarily yield optimal solutions. Also,

these studies do not discuss the performance of their algorithm with respect to the optimal value

to assess the worth of their solutions. In contrast, we consider all grid points as guard locations

and use an exact algorithm provided by the optimization package to obtain optimal solutions.

(iv) This paper is the first to point out that there is a close relation between TGP and

the Sensor Deployment Problem, which, we believe, will stimulate further research on both

problems. Sensor Deployment Problem is about locating sensors with a certain range on a

sensor field, which is likely to be a terrain, such that the sensors sense (guard) the field and the

number of sensors is minimized.

(v) The application study in Section 4 introduces the reader to the kind of software involved in

guarding a real terrain. The visual presentations show the locations of grid points on the terrain

and this helps the reader to better understand what it means to cover a land by grid points. It is

apparent from our figures that between grid points the terrain elevations do not present sudden

changes, which, apart from the research results that support our choice of resolution, indicates

that the resolution used in the paper is a satisfactory one. Most studies on TGP do not provide

enough visuals for the reader to better assess the benefit of these application studies.

(vi) It is generally assumed that more rugged terrains require more guards. The sensitivity

analysis we present in Section 5 tests this assumption and shows that two terrains may require

the same number of guards irrespective of terrain characteristics (how steep or smooth they

are). The results also illustrate the trade-offs involved in choosing a resolution in guarding a

real terrain. Results of the experiment indicate that a 75 percent decrease in the resolution of

the terrain results in a 20 percent loss in coverage.

(vii) We also introduce a novel problem, called the Blocking Path Problem (BPP), and

discuss its relation to well-known Network Interdiction and k-Barrier Coverage problems. The

problem is solved to optimality using a network model. The blocking path is a path such that

every point on the path is guarded by a guard that is located somewhere on the terrain and

the path blocks any route that intruders may use when they infiltrate through the terrain. The

Blocking Path Problem is about locating minimum number of guards on the land such that a

blocking path is created. The Blocking Path Problem provides a different solution approach to
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the problem of disabling the routes used by smugglers in the Network Interdiction Problem.

The rest of this paper is organized as follows. Section 2 provides a formal description of the

Terrain Guarding Problem, which is followed by the literature review in Section 3. In Section 4, a

real world application of the TGP is presented while a sensitivity analysis is carried out in Section

5 to identify the effect of terrain resolution and terrain characteristics on the optimal number of

guards and on the coverage of terrains. In Section 6, we introduce and discuss the Blocking Path

Problem, then we compare it with the Network Interdiction and k-Barrier Coverage problems.

We then provide a solution to the BPP for our real-world application examined in Section 4.

Finally, in Section 7 we discuss and suggest possible directions for future research.

2 Description of the Terrain Guarding Problem

Let T be a DEM. Assume, without loss of generality, that T is in the non-negative orthant. Let V

be the visible region above T , i.e., V = {(x, y, z) : (x, y) ∈ D and z ≥ f(x, y)}. The region below

T , denoted by F , is the forbidden region, i.e., F =
{
(x, y, z) : (x, y) ∈ D and 0 ≤ z < f(x, y))

}
.

We note that T belongs to the visible region by definition.

The line-of-sight (LOS) originating from a point in a given direction is the set of points of

the form x + λd, λ ≥ 0, where x is a point in R3, d is a nonzero direction in R3 and λ is a

non-negative real number. Given the visible region V , region F , and the surface T that forms

the border between V and F , let x1 and x2 in R3 be two points such that their projection on

the x− y plane is in D. Consider the line segment LS(x1,x2) :=
{
x1 + λ(x2 − x1) : λ ∈ [0, 1]

}

connecting the points x1 and x2. We say x2 is visible from x1 if LS(x1, x2) is a subset of V , and

x2 is not visible from x1 if LS(x1,x2) ∩ F 6= ∅. As it is commonly assumed in the literature,

visibility is a symmetric concept, i.e., if x2 is visible from x1 then x1 is visible from x2. We

also say that x1 sees/guards/covers x2 if x1 is visible from x2 (Figure 3). A visibility function

is defined as follows,

v(x1,x2) = v(x2,x1) =





1, if LS(x1,x2) ⊆ V

0, otherwise.
(1)

Let x be a point on T and V S(x) denote the “viewshed” of x, i.e., V S(x) = {y ∈ T : v(x, y) = 1}.

Let X = {x1, ...,xk} be a set of points on T . X guards or covers T if every point on T is guarded

by at least one of the guards located at points in X. We express guarding of a point y by a set
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X by the function,

V IS(y,X) =





1, if ∃ xj ∈ X, s.t. v(y,xj) = 1

0, otherwise.
(2)

In the Terrain Guarding Problem (TGP), the goal is to find the minimum cardinality set X

whose elements belong to T such that X guards T . TGP is formally defined as follows,

(TGP) min |X| (3)

s.t.

V IS(y,X) = 1,∀y ∈ T (4)

X ⊆ T. (5)

Figure 3: Cross-section of a terrain surface. x1 covers x2 but not x3.

Note that, by definition of the problem, the guards have infinite range and there is only one

type of guard. However, TGP can easily be extended to include several types of guards with

different ranges and costs, and to include critical points that require to be guarded by more

than one guard.

3 Literature review

De Floriani et al. (1986) are the first to investigate the terrain guarding problem. They show that

the terrain guarding problem can be solved by a set-covering formulation. Although they posed

the problem and proposed a solution for TGP on TINs their solution approach is also applicable

to TGP on grids. They choose the vertices of the triangles as potential guard locations. However,

the choice of the set of vertices as potential guard locations does not guarantee that the solution

obtained is optimal since the set of vertices was not proved to be a ‘finite dominating set’ (FDS).
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As discussed in the introduction, an FDS is a finite set of points that contains an optimal

solution to an optimization problem with (possibly) an uncountable feasible set. It is important

to note that even if an exact algorithm is used to solve TGP the solution obtained is not optimal

unless the set of points considered as guard locations is shown to be an FDS. The concept was

used by Hakimi (1964) and others thereafter in location problems, but the term ‘finite dominating

set’ was first introduced by Hooker et al. (1991) for network location problems and later has been

extensively used in location science. In location problems, in general terms, there is a number of

facilities (service providers) to be located on a surface such that the facilities meet the demand

of the customers (service receivers) and the number of facilities is minimized (ReVelle and Eiselt

(2005); Fischetti et al. (2017); Kınay et al. (2019); Drezner and Salhib (2019)). In this sense,

TGP is a location problem where guards, instead of facilities, are located on a terrain to cover

the terrain, where each point on the terrain may be considered as a customer whose demand

corresponds to being covered by a guard. Cole and Sharir (1989) show that the Terrain Guarding

Problem is NP-hard.

Goodchild and Lee (1989) discuss the location set covering problem (LSCP) and the maximal

covering location problem (MCLP) models to place watchtowers on a terrain for detection of

forest fires. LSCP, first introduced by Toregas et al. (1971), is in fact a set-covering problem

within a location context. Their study involves locating emergency service facilities (fire stations,

ambulances, hospitals etc.) to serve customers within a maximum response time s. Each

potential site can cover certain customers, which is determined through a preprocessing of the

data. The goal is to provide service to all customers with a minimum number of facilities. We

use LSCP to minimize the number of guards to be located on the terrain, and give the details

of the model in Section 4. MCLP was introduced by Church and ReVelle (1974). It is similar

to the location set covering problem, but instead of minimizing the number of facilities required

to serve all, the number of customers provided with service are maximized with a given number

of facilities. The number of facilities is fixed due to budgetary constraints. In Section 4, we use

this model to maximize the portions of the terrain covered by a given number of guards.

Eidenbenz (2002) utilizes algorithms developed for set covering problem to devise approxima-

tion algorithms for TGP on TINs. Bose et al. (1997) use results from covering planar graphs to

obtain vertex and edge guards to cover the terrain. Goodchild and Lee (1989), and Lee (1991)

present heuristics for the problem. For the TGP on grids, Franklin (2002), Magalhaes et al.

(2011), and Shi and Xue (2016) apply heuristic methods to solve the problem. Bao et al. (2015)

locate watchtowers to detect forest fires and they use location set covering and maximal covering
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Figure 4: A sensor field and the area covered by a sensor placed at a grid point

location models to obtain exact solutions. However, only a subset of available points (grid points

in the mesh) is chosen as potential guard locations in (Magalhaes et al. 2011; Franklin 2002; Bao

et al. 2015), which implies that their solution is not optimal. Also, these studies do not discuss

the performance of their heuristics with respect to the optimal solution. In our application, all

points are considered as potential guard locations and we let the optimization model, which uses

an exact algorithm, choose the best sites to deploy the guards.

Sensor deployment is about placing sensors on a sensor field (on the terrain), which is

composed of equally spaced grid points, such that the grid points on the field are covered by the

sensors (Figure 4). A sensor is said to cover a given grid point if the grid point is within the

range of the sensor. Then, the Sensor Deployment Problem is to locate the sensors, which have

different ranges and costs, on the sensor field such that the field is covered by the sensors and

the total cost of the sensors is minimized (Chakrabarty et al. 2002; Sahni and Xu 2005). Note

that, by our definition, the Sensor Deployment Problem is a version of the Terrain Guarding

Problem where the guards are sensors and have a certain range. The main difference between

the Sensor Deployment Problem and the TGP as we defined, is that in the Sensor Deployment

Problem the shape of the terrain, i.e., the line-of-sight between any two points, is not taken

into account. In guarding real terrains, however, as has been done in our application study, the

line-of-sight between two points needs to be checked against the terrain elevation to decide if a

guard covers a point even though the point may well be within the range of the guard.

4 A real terrain guarding case study

In this section, we aim to solve the Terrain Guarding Problem on a real terrain. We locate

guards on grid points and the goal is to cover all grid points on the terrain, whose surface is

approximated by bilinear interpolation. The realistic example of the problem, which involves

the surveillance of a rugged geographical terrain by means of thermal cameras, i.e., guards, is
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studied by applying location models. The terrain studied is 50 km long by 1.6 km wide (Figure

5). The region used is long and thin since it represents a section of a border next to the border

line between two neighboring countries, where illegal intruders can be apprehended. While the

border and the two neighboring countries are fictitious, the terrain is real.

Figure 5: Views of the terrain from different angles. Pictures were obtained from Google Earth.

Smuggling, illegal immigrants and terrorism are among the biggest threats to national se-

curity, and these activities occur mostly across borders at night, when visibility is diminished.

Border security has gained more importance since 9/11 (Ordonez 2006). Border security can be

maintained using several resources: unmanned aerial vehicles (UAVs) (Yildiz 2009), balloons,

watchtowers, patrolling units, thermal or other types of cameras/sensors etc. Watchtowers and

balloons are easy for an intruder to spot and, therefore, are themselves targets for a simple (rocket

or similar) attack. The effect of inclement weather conditions on UAVs’ surveillance capabil-

ity and high accident rates are major drawbacks in implementing UAVs for border surveillance

(Haddal and Gertler 2010). These factors make thermal cameras a better option for border

security. Thermal cameras sense the heat emitted by any agent on the land, i.e., human, animal

or vehicle, and are not affected by darkness. These devices can either be operated by trained

personnel or made to operate autonomously. In this study, cameras are operated by security

personnel who can hide from intruders inside suitably dug trenches. A thermal camera at site

i can detect an event at site j if there is a direct line-of-sight between points i and j, and j is

within the range of the camera placed at i. Personnel using cameras observe a region assigned

to them according to a pre-determined surveillance pattern. One such pattern is illustrated in

Figure 6.

We plan to locate thermal cameras on a rugged border region that is bounded within a

rectangular region when projected on the x-y plane. The region is covered under night conditions

(Figure 7). The pictures of the terrain used in this study were taken from the Google Earth

software. The digital elevation data of the region was converted using NetCAD, a GIS software,
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Figure 6: The reverse triangular shaped field shows the area assigned to a camera for surveillance.
The surveillance pattern is from far to near and changes from left to right and right to left as
the guard looks closer.

into a data format that Google Earth can read.

Figure 7: The image seen by a thermal camera. Picture is taken from the Internet.

A real world guarding problem must necessarily involve the use of a GIS. Murray et al. (2007)

consider placing cameras on a campus area that discretize the continuous 3-D space with regular

grid squares of size 3 ft by 3 ft using ArcGIS to model the problem as integer programming.

Wilhelm and Gokce (2010) model the security of a port and solve the problem by a branch and

cut algorithm, using ArcGIS for visibility analyses.

The interval between the grid points is generally fixed and the square formed by four neigh-

boring points is also known as a pixel (Hengl 2006). An important issue in guarding a real

terrain is the pixel size, i.e., the distance between grid points, as the distance between grid

points increases DEM is less representative of the real terrain. In Section 5, we explore the

effect of pixel size on terrain guarding with an experiment. As Hengl (2006) states, “although

no absolute ideal pixel size exists for terrain analysis, and the right pixel size is relative to

the application type and project objectives, 20 to 200 meters are standard grid resolutions in

most cases.” Earlier studies (Franklin et al. (2007), Tracy et al. (2007), and Magalhaes et al.

(2011)) use a resolution of 10m., which leads to a better approximation of the terrain. In our

application, points are sampled at every 200 meters starting from the corners of the region (i.e.,

grid resolution is 200 m) and 2000 grid points are obtained for coverage analysis (Figure 8). In
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determining if any two grid points see each other, line-of-sight algorithms (Xdraw, R3, R2 etc.)

generally choose some points along the line-of-sight, estimate the height of these points and

decide that two points see each other if the line-of-sight goes above the height of the selected

points or otherwise decide that they are not intervisible (Kaučič and Zalik (2002), Magalhaes

et al. (2011), Ferreira et al. (2014)). Thus, such line-of-sight algorithms including the one used

in our study are approximations. We have used MATLAB as the GIS tool. It uses a bilinear

interpolation to approximate the surface within each grid cell for line-of-sight (LOS) calcula-

tions. Visibility analyses are performed using MATLAB’s viewshed tool function on the 2000

grid points. The line-of-sight is restricted by 7500 meters, the range of the thermal camera.

Another factor affecting coverage is the relationship between the sensor’s coverage radius and

grid spacing since a grid spacing greater than the sensor’s coverage radius would obviously be

absurd. Andersen and Tirthapura (2009) explore the relationship between the sensor’s coverage

radius and grid spacing using two three-dimensional rooms in their experiments, and show that

as the ratio of grid spacing to the sensor’s coverage radius decreases the portion of the targeted

region covered by the sensors increases. Specifically, when grid spacing is one-fifth of the sensor’s

coverage radius, the coverage obtained is 99%. In other words, when all grid points are covered,

99% of the targeted real space is covered. They recommend that the grid spacing be much

smaller than the sensor’s coverage radius. In our case, the ratio of grid spacing to the sensor’s

coverage radius is approximately 1/37, which is very small in comparison. Thus, considering

the small ratio in our realistic case, a very good coverage of the real terrain is expected.

Figure 8: The grid points that discretize the terrain. Views from different angles.

A ‘visibility matrix’ A = (aij)N×N is created as follows. If the kth grid point is visible from

mth grid point, and the distance between them is less than or equal to the range of the thermal

camera, then the ak,m entry of the matrix equals 1, and equals 0, otherwise. This procedure

is repeated for all pairs of grid points to obtain A. For a terrain with n grid points the time

complexity to create A is O(n2).
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Let us place the x−y axis on point p such that the y axis bears north (neighboring country)

and p is at the origin. Axes divide the region 360° around p into four equal sectors (Figure 9).

Assume that a single guard is placed at p and the guard is assigned all sectors for surveillance.

Then, while the guard watches, say, sector I, the other sectors, especially sector III in the

opposite direction, will remain unsurveilled for a considerable amount of time (this time can be

at least 10 minutes, which is not desirable). Therefore, a policy is used such that the number

of cameras to be placed at p is two if a guard at p sees at least 30 locations (based on the field

study) in at least two of the four sectors, otherwise one camera is used. When two cameras are

needed, they are placed in such a way that they share all visible parts equally (Figure 10).

Figure 9: The sectors around a potential guard location.

(a) (b)

Figure 10: (a) Black regions are dead-zones that cannot be seen by the camera (b) Two cameras
share the visible region equally. One camera is assigned the northwestern part and the other is
assigned the southeastern part.

Note that, instead of dictating the number of cameras we could let the optimization model

decide how many cameras to place at a certain spot. However, if there were more than two

cameras on a spot, then a single (rocket) attack on the spot could destroy all of the sensors,

leaving many parts of the region unguarded for a considerable amount of time, quite apart from

the cost of human lives and the sensors. To overcome this problem, the model could again

be allowed to choose the number of sensors at a point simply by defining a decision variable

and restricting it to be less than or equal to 2. However, this might result in placing only
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one camera at a certain location which has to view many locations in different directions (for

example 100 points, 50 in sector I and 50 in sector III), and this would make the surveillance less

effective. During the pre-processing phase, we therefore select certain locations to be two-sensor

nodes or locations due to their large visible regions. We consider the cost (weight) vector as

cT = (c1, ..., cN ) where ci = 1 or 2, ∀i, and N is the number of grid points. Then, guarding the

region with minimum number of cameras under the stated surveillance policy can be modeled

by the ‘location set covering’ formulation mentioned in Section 3, whose integer programming

formulation is given below,

Model (I): min
N∑

j=1
cjyj (6)

s.t.
N∑

j=1
aijyj ≥ 1, ∀i = 1, ..., N (7)

yj ∈ {0, 1}, ∀j = 1, ..., N (8)

where yj equals 1 if a sensor is placed at site j, and 0 otherwise. The term aij is the entry for

the visibility matrix A with row i corresponding to a point to be covered and column j to a

point that is a candidate for sensor location. The first constraint ensures that all grid points are

covered.

Another problem of interest is maximizing the area covered within an available budget, i.e.,

with a fixed number of guards. Regarding border security, directors may wish to establish their

command posts at sites where the area seen is maximized. The problem of maximizing the area

covered by p guards is the ‘maximal coverage location problem’, whose integer-programming

formulation is given in the following,

Model (II): max
N∑

i=1
ki (9)

s.t.

ki ≤ 1, ∀i = 1, ..., N (10)

ki ≤
N∑

j=1
aijyj , ∀i = 1, ..., N (11)

N∑

i=1
cjyj = p (12)

ki ≥ 0, ∀i = 1, ..., N (13)
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yj ∈ {0, 1}, ∀j = 1, ..., N. (14)

The variable ki equals 1 if location i is covered and is 0 otherwise. The variable yj is as

defined in model (I). Note that ki is not restricted to be a binary variable (0 ≤ ki ≤ 1) since, at

an optimal solution, ki must be either 0 or 1.

These two problems were solved by CPLEX solver using GAMS software for the real terrain

including N = 2000 grid points. Model (I), the location set covering, prescribes a total of 83

cameras. The problem is solved in 3.8 seconds. The locations of the cameras are shown in Figure

11 (a), (b) and (c). The red points in Figure 11 have two cameras and the green ones have only

one camera. For p = 1, ..., 83 the maximal coverage problem is solved for model (II); the results

are presented in Table 1. The graphical representation of coverage versus the number of cameras

(Figure 12) shows that the coverage of the region increases with each additional camera but at a

decreasing rate, in line with the principle of diminishing marginal returns from economic theory.

The problem is solved in less than 4 minutes for p smaller than 80. But, for p = 80 it takes

about 150 minutes and for p = 83 it takes 534 minutes to solve the problem.

(a) (b)

(c)

Figure 11: There are two cameras on red points and one camera on green points in (a), (b)
and (c).

Sixty cameras cover 1975 points, yet twenty-three more cameras are needed to cover the

remaining 25 points. A decision-maker may not want to incur the additional cost of twenty-
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Table 1: Maximum number of points that can be covered with p cameras
p points

covered
p points

covered
p points

covered
p points

covered
p points

covered
1 49 11 1311 21 1643 31 1800 42 1894
2 347 12 1367 22 1663 32 1811 45 1912
3 394 13 1400 23 1684 33 1820 48 1928
4 692 14 1455 24 1703 34 1831 55 1959
5 729 15 1488 25 1724 35 1840 60 1975
6 943 16 1532 26 1740 36 1849 65 1986
7 980 17 1556 27 1753 37 1858 70 1992
8 1134 18 1580 28 1764 38 1865 75 1996
9 1170 19 1601 29 1777 39 1873 80 1998
10 1278 20 1622 30 1788 40 1880 83 2000

three cameras, which can be as high as $300,000, to cover only 25 more points. The locations of

cameras on the terrain for p =1, 4 and 16 are illustrated in Figures 13, 14, and 15, respectively.

There are sections of the terrain still unguarded as illustrated in Figure 15. We note that the

unguarded locations across the width of the region in Figure 15 create a path which illegal

intruders can use to cross the border without detection. In Section 6, we propose a solution that

allows to block any such path without requiring to cover the whole terrain.
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Figure 12: Diminishing marginal returns obtained by using additional cameras.
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(a) (b)

Figure 13: The locations of the camera when p = 1. Red points represent camera locations and
green points represent points covered by the camera (a) top view (b) angled view.

(a) (b)

Figure 14: The locations of cameras when p = 4. Red points represent camera locations and
green points represent points covered by cameras (a) top view (b) angled view.

(a) (b)

Figure 15: The locations of cameras when p = 16. Red points represent camera locations and
green points represent points covered by cameras (a) top view (b) angled view.
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(a) 70× 70

(b) 100× 100

(c) 120× 120

(d) 142× 142

(e) 174× 174

(f) 200× 200

Figure 16: Real terrains chosen for computational test of Model (I)

To investigate how our approach extends to larger datasets we have obtained several addi-

tional terrain datasets from the United States Geological Survey website. We have solved TGP

on five real terrains, which have 4900, 10,000, 14,400, 20,164, and 30,276 grid points (Figure

16). An Intel (R) Core(TM) i5-7200 quad core CPU@ 2.50GHz and 2.71 GHz PC with 8.00 GB

RAM and 64 bit operating system is used for creating the visibility matrix and solving location

set covering and maximal covering location problems. In Table 2 we present the solution times

obtained by ILOG CPLEX 12.8 implemented in C++ using CPLEX Concert Technology, the

time to create the LOS matrix for each terrain obtained by MATLAB R2018b, and the memory

size of the created LOS matrix for each dataset, separately. We note that when the size of the

dataset increases by 6.2 times, from 4900 to 30,276, the solution time for the optimizer to solve

the problem increases by 30 times, the time to create the LOS matrix increases by 21 times, and

the memory used to the create the LOS matrix increases by 38 times (see Figure 17). When we

have attempted to solve the problem on a dataset with 40,000 points the problem could not be

solved due to the memory problems (the memory size of the created visibility matrix is over 3
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GB).

Table 2: Computational time for obtaining visibility matrices (A) and solving Model (I) with
the corresponding matrices, and their sizes on memory

Size of the dataset Optimization Computation of A Memory size of
(in minutes) (in minutes) A (KB)

4,900 1.502 3.483 46,900
10,000 4.808 10.967 195,323
14,400 10.253 20.000 405,015
20,164 19.167 36.917 794,135
30,276 45.893 74.300 1,790,135
40,000 - 112.3 3,125,040

As we have observed here, the challenges for larger datasets are threefold: (i) the built-in

limitations of the software packages in handling large arrays of data regardless of the available

memory on computer; (ii) slow optimization due to the complexity time of integer programming

in general; and (iii) hardware barriers; even-though it is becoming less significant in recent

years with the developed technologies and their ongoing fast growth, it is always a practical

issue depending on the users and their equipped facilities.

We note that earlier studies such as Franklin et al. (2007), Tracy et al. (2007), and Magalhaes

et al. (2011) have solved the Terrain Guarding Problem on terrains with tens of millions of points

in view of the fact that these studies consider only a subset of available points as potential guard

locations and use heuristic algorithms, which run in polynomial time, to locate guards on the

terrain. Although these studies handle larger datasets, it is not known how good their solution

is with respect to the optimal solution.

On the other hand, the largest terrain for which we can solve the problem has 30,276 points,

which is relatively small compared to those studies mentioned above. However, the obtained

solution is guaranteed to have the minimum cost as the problem is solved to optimality. Con-

sidering that the cost of a single guard can be as high as several thousand dollars, our study

illustrates to the decision-maker the inherent trade-off in the Terrain Guarding Problem: one

can use heuristics to solve much larger problems without any information as to how costly their

solution is or implement, as we did, an exact algorithm to obtain a solution with an exact

knowledge of the minimum cost but settle for smaller terrains.

In addition to the other contributions of our study stated earlier, to the best of our knowledge

this paper is the first to show the largest terrain size for which the problem can be solved to

optimality with conventional hardware and optimization packages, which helps the reader to

assess when and if heuristics is useful. Our results also document the relationship between the

problem size and the computation time of the visibility matrix and between the problem size
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and the memory required to store the visibility matrix. Our approach also offers alternative

ways to solve the problem; it can be utilized as a heuristic in which the terrain of interest can be

divided into smaller regions with up to 30,000 points, for which the TGP is solved to optimality,

and then combine the solutions obtained as such to obtain a solution for the larger terrain of

interest.
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Figure 17: (a) Computational times for obtaining visibility matrices and optimizing the derived
instances; (b) Memory sizes of the visibility matrices on computer.

5 Sensitivity Analysis

As pixel size decreases, i.e., as the resolution increases, the number of grid points that represent

the terrain increases, which leads to a better representation of the terrain, and the results of

the coverage model become more reliable. However, as the number of grid points increases the

computation time for creating the visibility matrix increases and computer memory is not likely

to suffice. On the other hand, representing a terrain with fewer points will result in less reliable

solutions in that more of the real terrain is likely to be unguarded. In this section, there are two

goals: to investigate the effect of terrain characteristics and of the resolution of the terrain on

coverage optimization. To this end, five fictitious square terrains are created with equal numbers

of grid points but the steepness (standard deviations of the heights of the points) in the terrains

are different (Figures 18 and 19).

All terrains are represented by 33 × 33 grids. The height of each grid point in each terrain

was generated using a normal distribution with a mean of 1000 m using MATLAB. The standard

deviations of heights in terrain 1 through terrain 5 are 200 m., 150 m., 100 m., 50 m., and 10 m.,

respectively. Terrain 1 is the most rugged terrain while terrain 5 is the smoothest. The highest

and lowest points in terrain 1 have heights of 1633.25 m and 251.56 m, respectively. In terrain

5, the maximum height is 1033.25 m and the minimum height is 962.77 m.
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(a) Terrain 1: 33× 33

(b) Terrain 2: 33× 33

(c) Terrain 3: 33× 33

(d) Terrain 4: 33× 33

(e) Terrain 5: 33× 33

(f) Terrain 1: 9× 9

(g) Terrain 2: 9× 9

(h) Terrain 3: 9× 9

(i) Terrain 4: 9× 9

(j) Terrain 5: 9× 9

Figure 18: From the most rugged (on the top) terrain to the smoothest (on the bottom); left
column: higher resolution; right column: lower resolution
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(a) Terrain 1: 17× 17

(b) Terrain 2: 17× 17

(c) Terrain 3: 17× 17

(d) Terrain 4: 17× 17

(e) Terrain 5: 17× 17

(f) Terrain 1: 5× 5

(g) Terrain 2: 5× 5

(h) Terrain 3: 5× 5

(i) Terrain 4: 5× 5

(j) Terrain 5: 5× 5

Figure 19: From the most rugged (on the top) terrain to the smoothest (on the bottom); left
column: higher resolution; right column: lower resolution
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Let us assume that the region represented with 33×33 grid points is the best representa-

tion (‘true’ representation) possible in terms of a reasonable solution time and the elevation

data availability. Also, 5×5, 9×9, and 17×17 grids are used as coarse representations. The

17×17 grid representation is obtained from the 33×33 grid by deleting even-numbered rows

and columns (Figure 20). The 9×9 and 5×5 grids are obtained similarly from 17×17 and 9×9,

respectively. With this construction, a point in a coarser representation will also be a point in

finer representations. For example, a point in 5×5 grid will also exist in the other three finer

representations. Thus, we will be able to discover what portion of the finest representation

(33×33) is covered by a guard located in, for example, 5×5 representation.

Figure 20: The red points are selected from the 33×33 grid to obtain a 17×17 grid. A 9×9 and
5×5 grid is obtained similarly from 17×17 and 9×9 grids, respectively.

Because we are interested only in investigating the effect of the terrain characteristics and

of the resolution of the terrain on coverage, it is assumed that all grid points are within the

range of the guards, thereby eliminating the effect, if any, of the guard’s range on coverage

results. The visibility matrix was calculated and the location set covering models were solved

for each representation and for all types of terrain. The minimum number of guards for each

representation and the five types of terrain is presented in Table 3. The results indicate that

when one trades ‘correct’ representation for less computational burden (33×33 vs. 5×5), one

uses three guards while in fact, sixty-five must be used to guard Terrain 1, and one uses two

guards while in fact, sixty-two must be used to guard Terrain 5.

Table 4 gives the percentage of the 1089 grid points (33×33) that are covered if the guard

locations obtained for the 5×5, 9×9, and 17×17 representations –for all types of terrain– are

used to cover the 33×33 representation. For example, for Terrain 1, if the three guard locations

found for the 5×5 representation are used to cover the 33×33 grid, only 36% of the 33×33

representation is covered (see Table 4), which would leave 64% of the terrain unguarded. The

guard locations found in 9×9 and 17×17 cover 61% and 80% of the 33×33 grid, respectively for

Terrain 1. These results suggest that when the number of grid points is decreased by about 75%
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(17×17 vs 33×33), on average 20% of the coverage are lost for all terrains. A clear trade-off

is observed here between the ’correct’ representation (accordingly the computational resources

required for the solution in larger data sets) and the ‘correct’ number of guards required to cover

the terrain.

Table 3: Optimum number of guards for each type of terrain and grid representation.
Terrain type

Grid representation Terrain 1 Terrain 2 Terrain 3 Terrain 4 Terrain 5
5×5 3 2 2 2 2
9×9 5 7 8 5 5

17×17 21 23 20 18 16
33×33 65 70 65 64 62

The results in Tables 3 and 4 indicate that, considering the shapes of all terrains and ap-

proximate representations used, terrains do not show much difference in terms of the number

of guards needed or in terms of the percentage of the terrain covered by the guards obtained

from coarser resolutions. Although Terrain 5 is almost flat, it requires almost the same number

of guards as Terrain 1 for all representations (see Table 3). These results might seem counter

intuitive at first as one expects to use more guards for more rugged terrains. However, as the

terrains in Figure 21 illustrate, only two guards are needed to cover the rugged terrain, whereas

four guards are required to cover the flatter terrain. The key factor in determining the number

of guards to cover a terrain is not the shape of the terrain but the viewshed of the points of

the terrain. Obviously, building a relatively short tower on the smooth terrain can decrease the

optimal value to 1 but as discussed in Section 4, it is not desirable to install towers.

To summarize; the number of guards needed to completely cover a terrain, and also the

coverage percentage of a terrain by the guards that are found for terrains with lower resolutions

both depend very much on the topology of the terrain which is characterized by the visibility

matrix which, surprisingly, is independent of the steepness (smooth/rugged) of the terrain ac-

cording to our sensitivity analysis with simulated data. So, the visibility matrix plays the key

role in prescribing the proper solution.

Table 4: Percentage of grid points covered in the 33×33 representation when an optimal solution
for an alternate specific representation is used.

Terrain type
Grid representation Terrain 1 Terrain 2 Terrain 3 Terrain 4 Terrain 5

5× 5 36.1 30.1 27.3 49.4 54
9× 9 60.9 48.6 60 62.2 65.5

17× 17 79.5 80.8 78 82.3 82.3
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(a)

(b)

Figure 21: The circles represent the optimal location of guards. The rugged terrain in (a)
requires 2 guards whereas the smooth terrain in (b) requires 4.

6 Blocking Path Problem

An infiltration route is the one that intruders use to sneak into the homeland. A blocking

path is, in a sense, a line-of-defense that blocks an infiltration route which intruders are likely

to use to enter the homeland. When intruders pass through the path, a guard detects them

and preventive measures are taken. Bang et al. (2010) find the best infiltration route for an

intruder. A possible infiltration route in the context of this study consists of a connected path

of uncovered points from one side of the region to the other side across the width of the region,

in other words, from the neighbor country to the homeland (Figure 22). The Blocking Path

Problem (BPP) is to find the minimum number of guards located on the terrain such that there

is a blocking path, on which all points on the path are covered by the guards, that extends

across the length of the region, and thus, any infiltration route is blocked. A similar problem is

the k-Barrier Coverage Problem in which an infiltration route is covered by at least k sensors

(Kumar et al. 2005). But in this problem, it is assumed that sensor (guard) locations are in the

barrier (path) and the sensors can cover any point within their range. In our approach, sensors

can be located anywhere on the terrain. Further, we assume a sensor can cover a point if both

the point is within the sensor’s range and the line-of-sight between the sensor and the point is

not blocked by the terrain. Therefore, the problem given in (Kumar et al. 2005) is a restricted

version of our problem.

The Network Interdiction Problem (NIP) is another problem closely related to BPP. In NIP,

there is a network with a source node s∗ and sink node t∗. The enemy (follower) wishes to

move as much of a commodity as possible from s∗ to t∗ and is constrained by arc capacities. As

discussed in (Wood 1993) the interdictor (the leader) tries to destroy arcs to prevent the flow of
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An infiltration route

NEIGHBOR COUNTRY

HOMELAND

Figure 22: White points are not guarded while green points are. Intruders may use unguarded
locations to infiltrate into the homeland.

commodity but destroying an arc has a known cost and there is a budget so that destroying all

the arcs is not possible. Wood (1993) proposes a solution to this problem by sending a maximum

flow from s∗ to t* and then destroying the arcs that correspond to the minimum capacity s∗− t∗

cut. Consider a rectangular region of grid points similar in shape to the grid representation of

the border region we used for real-world terrain guarding example. To transform our problem

into NIP, we can define a network such as the one in Figure 23. We assume that each grid point

is a node in the directed network G = (N ,A), with the node set N and the arc set A. The

region consists of u rows and v columns such that v is strictly greater than u. Let p(i, j) denote

the position of the node in the ith row and jth column of the region. Then, for each node in

the network an arc can be created such that there is a directed arc from p(i, j) to p(i, j − 1),

p(i, j + 1), p(i− 1, j), p(i− 1, j − 1) and p(i− 1, j + 1), where they are defined. The infiltration

route starts at s∗ and ends in t∗. In NIP, the interdictor tries to destroy some of these arcs such

that the remaining arcs have the minimum total capacity.

The main difference between NIP and BPP is that the cost of destroying an arc is known

in NIP as a problem input whereas the cost of creating a blocking arc is not known in BPP in

advance. Note that in BPP, instead of destroying the arcs we block all routes from s∗ to t∗.

Let us use the same network but with arcs defined somewhat differently to be able to create

a blocking path (Figure 24). For i = 1, ..., u and j = 2, ..., v, directed arcs are created from the

node in p(i, j) to nodes in p(i, j + 1), p(i+ 1, j), p(i+ 1, j + 1), p(i− 1, j) and p(i− 1, j + 1), in

case these nodes exist. If p(i, j) is the position of a node in the first column, arcs are directed

only to the nodes in column 2, i.e., to p(i− 1, 2), p(i+ 1, 2) and p(i, 2), where they are defined.

Each node in position p(i, j) is indexed by the formula ((j − 1)× 4) + i.

Let Q and Q̄ be two sets that consist of the grid points in the first column and the last
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Figure 23: The network used to illustrate NIP.

Figure 24: The network used to model a blocking path on the terrain.

column, respectively. A path from a node in Q to a node in Q̄, which is called the ‘blocking

path’, is such that each node on the path is covered by a guard (located not necessarily on the

path). The blocking path in Figure 25 blocks any infiltration route that starts from a node in

row u and ends in a node in row 1. The Blocking Path Problem is to find a blocking path such

that the path extends from the first column of the grid and ends in the last column, and each

grid point on the path is covered by a guard such that the total number of guards (cameras) is

minimized. If an arc (i, j) is included in the path then nodes i and j must be covered by a guard

located in any one of the grid points. Thus, the cost of covering nodes i and j (i.e., creating the

blocking arc (i, j)) depends on the location of guards that cover each of i and j. As discussed

earlier, this is in contrast to NIP, where the cost associated with each arc is a problem input.

To solve BPP, two artificial nodes denoted by s and t are added to the network such that

there is a directed arc from s to each node in Q and a directed arc from each node in Q̄ to

t (Figure 26); the previous numbering of nodes are kept after adding s and t. With s and t
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included, the total number of nodes and arcs become |N | + 2 and |A| + 2 × |Q|, respectively.

The binary variable xij corresponds to the flow on each arc as follows,

xij =





1, if arc (i, j) is in the blocking path

0, otherwise.

Figure 25: A blocking path (painted red) blocks any infiltration route (two possible routes are
painted green).

As presented in model (I) in Section 4, aij equals 1 if the node (grid point) i is covered by

a guard at node j and is 0, otherwise. The term cj , as before, denotes the number of guards

(the cost of node j) that are needed to be placed at j, which is determined by the preprocessing

described in Section 4 and takes on values of either 1 or 2. The binary variable yj is 1 if a guard

is located at j and 0, otherwise.

Figure 26: The network after two artificial nodes are included.

The formulation for BPP is given as follows,

(BPP) min
n∑

k=1,k 6=s,t

ckyk (15)

s.t.
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∑

j:(i,j)∈A

xij −
∑

j:(j,i)∈A

xji =





0, for i 6= s, t

1, for i = s

−1, for i = t

(16)

xij ≤
∑

k 6=s,t

aikyk, ∀i, s.t. i, j 6= s, t (17)

yj , xij ∈ {0, 1}. (18)

A unit flow is sent from s to t through the network. Equation (16) gives the balance-of-

flow constraints for each node, which are very similar to the constraints in the shortest path

formulation given in Ahuja et al. (1993). Note that a feasible flow satisfying equation (16) gives

a path from s to t, and therefore, a path from a node in Q to a node in Q̄, as desired. Each

node in this path is covered by a guard since equation (17) ensures that if (i, j) is in the blocking

path, i.e., xij = 1, then i is covered by a guard located at a node in the network. A constraint

like equation (17) is not added for covering node j when xij = 1, i.e., a constraint of type

xij ≤
∑

k 6=s,t

ajkyk ∀j s.t. i, j 6= s, t. (19)

The reason for this is as follows; since equation (16) requires that the incoming unit flow must

exit j, it must hold that xjq = 1 for some node q in the network. Equation (17) also applies

to xjq and ensures that j is covered, which shows that equation (19) is redundant. Removing

equation (19) from the model eliminates almost 11,000 constraints in our real-world problem

and helps solver to obtain a solution in a reasonable amount of time (almost 20 hrs with 16

threads). We note that a solve time of this length is quite reasonable since the problem is static

in nature and therefore does not need to be solved on a frequent basis.

BPP formulation is applied to our real terrain representing the border region between two

countries. The problem is solved using CPLEX 12.8 and it is revealed that seventeen cameras

are needed to create the blocking path in the region (Figure 27).

7 Directions for future research

In the Terrain Guarding Problem investigated in this paper, the goal was to detect any incoming

movement. To that end, once we solved the LSCP or BPP, the guard locations were set as fixed.

In a sense, our problem is static. Now, suppose in addition to detection, we also want to track

the intruders within the region and apprehend them before they leave the border region. This
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problem is rather dynamic. In this new version of the problem, the guards must be directed to

a location where intruders are likely to go through such that the guards intercept the intruders.

The determination of the locations of security units that will catch the intruders, or a certain

percent of them, and the determination of the optimal routes of these units are topics for further

research.

Besides, in most real cases the intruders are likely to prefer some routes, such as river beds,

over others for infiltration due to supposedly lower probabilities of being detected in such routes.

When this is the case, instead of creating a blocking path extending along the region, only those

points on critical routes may be covered. Further, in such routes where intruders are most likely

to use, the resolution of the terrain may be increased to better approximate the terrain, and

thus, to obtain solutions that are more realistic and thus reliable.

An interesting inquiry, extending the brief discussion provided in this paper, is whether RSG

or TIN is a better approximation of a real terrain. An experiment may be designed that involves

real terrains to investigate this research question, in which the elevations of sufficiently many

points chosen randomly from the real terrain may be compared to the corresponding elevations

estimated by each DEM to give an indication of which DEM provides the least error. Comparing

the curvature of the real surface and the curvature of the estimated surfaces on selected regions

might also produce meaningful results.

Finally, as discussed earlier, no FDS has been found for TGP either on TINs or on RSGs.

With the lack of an FDS, an optimal solution obtained from a set of specific locations (either the

set of vertices and/or edges on TIN or the set of grid points on RSG) is only an approximation

to the problem. Thus, future research may focus on finding FDS’s for both terrain types.

Figure 27: The blocking path is shown for a part of the region.
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