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ABSTRACT

Research in the field of ambient intelligence allows for the utilisation of different computational mod-
els for human activity recognition and abnormality detection to promote independent living and to
improve the quality of life for the increasing ageing population. The existing monitoring systems are
not adaptive to the overly changing human behavioural routine leading to a high rate of false pre-
dictions. An adaptive system pipeline is proposed in this paper for adapting to changes in human
behaviour based on data ageing and data dissimilarity forgetting factors. The forgetting factor feature
allows adaptation of the model to the current routines of an individual while forgetting outdated be-
havioural patterns. The data ageing forgetting factor discard old behavioural routine based on the age
of the activity data while in the data dissimilarity approach, this is achieved by measuring the simi-
larity of the activity data. Behaviour modelling is achieved using an ensemble of novelty detection
models termed as Consensus Novelty Detection Ensemble consisting of One-Class Support Vector
Machine, Local Outlier Factor, Robust Covariance Estimation and Isolation Forest. The proposed ap-
proach is data-driven and environment-invariant, making it feasible for deployment in heterogeneous
environments. A comparative analysis carried out with other abnormality detection models for human
activities across two datasets shows that the proposed approach achieved better results.

© 2021 Elsevier Ltd. All rights reserved.

1. Introduction

Machine learning models create a mapping of input data to
the desired output using complex mathematical functions [1, 2].
For a classification problem, the input data are mapped to the
class labels that are known beforehand [2, 3, 4]. Similarly, un-
supervised models for outlier detection undergo similar train-
ing routine to identify a cluster boundary separating the normal
data from the anomalous data (outliers) [2, 5, 6]. This requires
a sufficient amount of training data to achieve an acceptable re-
sult. In a scenario with limited training data, or where the data
is overly dynamic and changes over time, these conventional
models can be inefficient. Hence, a model capable of learning
continuously and adapting to new data is desirable.

A continuous learning system incorporating models capable
of adapting to novel data that can be deployed in a dynamic en-
vironment can play a significant role in Human Activity Recog-
nition (HAR), behaviour modelling and abnormality detection.
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Research progress in the field of Ambient Intelligence (Aml)
allows for the realisation of an in-home monitoring system for
Activities of Daily Living (ADL) of older adults [7, 8,9, 10, 11]
with important applications such as fall detection [12, 13, 14].
Studies have shown that the increase in the global ageing pop-
ulation leads to the increase in the cost of care for the older
adults, demand for human carers and financial burden on gov-
ernment and relatives [15, 16, 17]. Moreover, results obtained
from published surveys show that the older adults prefer to stay
in their own homes instead of a care facility [18], prompting for
the need for an in-home system for monitoring their well-being.
These systems have the potential to promote independent living
and improve quality of life of the ageing population [9, 18].

The existing systems for human behaviour monitoring and
abnormality detection are not often adaptive to changes in be-
havioural routine. This generates high false alarm rate leading
to lack of acceptability by the clients [19, 20]. The abnormal-
ities in human behaviour are instances of activities that differ
from the usual behavioural routine of an individual [21]. Due
to the variability of behaviour among individuals, anomalous
instances are identified through modelling of the exiting rou-



tines of an individual and classifying deviating data instances
as outliers [22, 23]. As such, changes in individual routines
are always predicted as abnormalities due to lack of adaptabil-
ity. A self-supervised approach, called Abnormal Event De-
tection Network (AED-Net), for detecting anomaly in crowded
scenes is proposed in [24]. Another approach based on Condi-
tional Random Field (CRF) and Mixtures of Dynamic Textures
(MDT) is proposed in [25]. However, these two approaches
used video stream data, while this proposed approach utilised
ambient sensors generate binary ADL data.

The main contribution of this paper is the proposal of an
adaptive model based anomaly detection system for ADL. This
system adapts to new data corresponding to changes in the hu-
man behavioural routines over time. We proposed a data-driven
filtering approach termed “Forgetting Factor”. The forgetting
factor allows the system to identify outdated activity data to be
discarded while incorporating newly identified data represent-
ing the changes in the human behavioural routine for adapta-
tion. This is a practical approach since the goal is for the sys-
tem to adapt to the current behavioural routine of an individ-
ual while discarding irrelevant characteristics feature of his/her
old routines. Two forgetting factor approaches are proposed,
namely; Forgetting Factor based on Data Ageing (FFDA) and
Forgetting Factor Based on Data Dissimilarity (FFDD). An en-
semble of novelty detection models (consisting of models such
One-Class Support Vector Machine (OC-SVM) and Isolation
Forest (iForest)) is then utilised for the behaviour modelling.

The rest of this paper is organised as follows: Section 2
presents the proposed adaptive approach. In Section 3, the
datasets employed for the validation of the methodology, the
obtained results and their evaluation along with a discussion is
presented. A conclusion of this work is provided in Section 4.

2. Adaptive System for Abnormality Detection

The adaptive model pipeline allows the system to adapt to
novel data representing changes in human activities. Novel ac-
tivity instances may be a reflection of actual abnormality or
a behavioural change requiring confirmation from an external
agent (such as a human agent). Fig. 1 shows an overview of the
proposed adaptive system with support for a human confirma-
tion of detected abnormalities. To realise this, assumptions and
constraints in line with research objectives are defined.

- Assumption 1: Anomalous activities of interest occur con-
secutively over a time period. Isolated outlier instances
may be due to erroneous data, misprediction or a true
anomaly.

- Assumption 2: A consecutive occurrence of anomalous ac-
tivity could be an indication of behavioural change or ab-
normality due to health-related challenges. An external
communication intermediary can be incorporated to verify
the status of the detected outliers, as shown in Fig. 1.

- Assumption 3. Anomalous instances verified as be-
havioural changes can be incorporated into the system for
adaptation. A forgetting factor is introduced to discard
outdated behavioural pattern while incorporating the cur-
rently verified routines (data).

(1) Human Activity Data
(from Home Sensors)

Smart Home

Model
Training/Prediction

(2) Model Prediction
(Normal/Abnormal)

Model Update
(3) Human Feedback

(Right/Wrong)
Human

Environment

Anomaly Detection System

Fig. 1: An overview of the adaptive anomaly detection system.

2.1. Forgetting Factor

The forgetting factor is introduced to enable the filtering of
activity data to be used for updating the model. The character-
istic features of the newly verified data are incorporated into the
system by updating the anomaly detection model, while the out-
dated features are discarded. This is achieved by filtering both
the existing and new activity dataset to remove entries that do
not conform to the current behavioural routine of the individ-
ual. Two forgetting factor approaches are proposed. They are
Forgetting Factor based on Data Ageing (FFDA) and Forgetting
Factor Based on Data Dissimilarity (FFDD).

2.1.1. Forgetting Factor based on Data Ageing

In this approach, the existing training data entries are dis-
carded based on the age of the data. This is based on the
hypothesis that the oldest activity data represents an obsolete
behavioural routine, while the recent data represents the cur-
rent routine of an individual. Since the activity data contains a
timestamp, the entries are sorted using the timestamp and the
oldest entries replaced by the newly verified data. A practical
limitation of this approach is that the oldest activity data may
have more similarity to the current routine than some of the re-
cent entries. Algorithm 1 contains the FFDA implementation
procedures.

2.1.2. Forgetting Factor based on Data Dissimilarity

In this approach, the discarded activity data are identified
based on a similarity measure. Data entries in the existing data
are measured for similarity against the newly verified data. A
ranking of the data entries is performed based on linear regres-
sion to identify the most dissimilar entries. Unlike in the FFDA
approach, where the oldest data are assumed to be less repre-
sentative of the current behavioural routine, the FFDD is more

Algorithm 1 Forgetting Factor based on Data Ageing

1: Doyq is the existing data

2: Dnew 18 the newly verified data
3: Drgina 1s the filtered data

4: procedure FORGETOLDESTDATA(Doj4, DNew)
5 Sort (Doyq) > sort by data age
6 RemoveOldest(Dgyg, 1) > discard n-top entries
7: Drinal < Append(Doid; DNew)
8
9

> (n = dataset size)

return DFinal
: end procedure




Algorithm 2 Forgetting Factor based on Data Dissimilarity

Doyq is the existing data
Dnew is the newly verified data
Drina is the filtered data
procedure FORGETDISSIMILARDATA(D 14, DNew)
SimMatrix < EstimateSimilarity(Dojqs DNew)
Rank(SimMatrix) > using Linear Regression
RemoveDissimilarData(Dgygq, 1)
Drinal <+ Append(DOld’ DNew)
return Dgjna
end procedure

> (n = dataset size)
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generic since it relies on the data similarity measure. The FFDD
implementation procedures are given in Algorithm 2.

2.2. Data Similarity Measure

The proposed FFDD performs a similarity measure between
the existing and the newly verified activity data entries. The
similarity is measured using a Euclidean distance function.
Computational models for classification and outlier detection
utilises distance as a measure of similarity [26]. For example,
K-Mean clustering uses distance measure to estimate the prox-
imity between data entries and the centroids while K-Nearest
Neighbour (KNN) uses distance measure such as Euclidean dis-
tance to identify the neighbours of data entries for classification
[26, 27]. The choice of Euclidean distance measure over other
distance functions is supported by our recent work in [28] in
which Euclidean distance achieved a better result compared to
Chebyshev and Canberra distance.

Let A = {ay,ay,...,a,} be a d-dimensional set of n activity
data used for the initial training of the anomaly detection model
and B = {by, by, ..., b,,} be a d-dimensional set of m verified data
for adaptation. The similarity S(A, B) of A and B is a matrix es-
timated from the Euclidean distance between the pairwise fea-
tures of the data. Expressing the data A and B in a matrix form:

1 d 1 d
a a b, b

A= ,B= 6]

1 d 1 d
a - T a4 bm -~ bm

Given the similarity measure matrix S(A, B) for A and B:

S(ai, B)

S(A, B) = ,S(A, B) € R )

R
S(ax, B)

The similarity S(a;, B) for the i entry of A is calculated as the
per feature distance after normalisation of the entry as:

I

S(@.B)=al - - af]|_ 3)
blln - - bd

m

(9(0[1 , b}) - B(a?, b‘f)

S(a;, B) = ,S(a;, B) e R™ (4)

da!, bl 6(al¢, bfn)

1

where c')(aff, b’;) is a 1-dimensional pairwise Euclidean distance

expressed as:
Aak,bhy = Ja - )2 = ldf — bl (5)

H
The matrix S(a;, B) is converted into a row vector S(a;, B) by
calculating its per-feature (column) mean.

—S>(a,', B) = mean(S(a,-, B)), —S)(a,-, B) e R'™ 6)

—S>(ai, B) = [mean(a.l

il

Oin) = = mean(dy.00,)] (D)

Since S(A, B) consist of row vectors, the vectors are con-
verted into a scalar (ranked) for easy sorting as mentioned in
Algorithm 2. The ranking G(A, B) of S(A, B) is determined us-
ing a linear regression model. Linear regression is expressed
as the linear combination of the attributes(features) with their
corresponding weights as expressed below:

d
G=w" +w'S"' + wS? + .. + wiS? = ZwkSk (8)
k=1

where [w!, ..., w?] are the feature weights, w® is the error term
set to 0, S is a scalar representing the value of the k" column
for the given row, and d is the number of features in the dataset.

Principal Component Analysis (PCA) is applied during the
training of the anomaly detection model to determine the most
discriminating features of the dataset. The weights of the fea-
tures (ranging from [0, 1]) is taken as the percentage fraction of
the ranking of the features based on PCA using the expression

Feature Rank (r) . . .. .
(1 = omber of Feammes @ - 1 e weight of the most discriminating

feature is taken as (1 — é), while that of the second most dis-
criminating feature is given as (1 — %l) and vice versa. Algorithm
3 outlines the procedure for computing the similarity measure
for sample datasets A and B.

2.3. Adaptive System Pipeline

The approaches described earlier are combined to form the
adaptive system pipeline as shown in the schematic diagram in
Fig. 2. This proposed adaptive system is activity-dependent
and data-driven. Its goal is to adapt to the newly verified data
while forgetting the characteristic features of the outdated data
identified using the proposed forgetting factor approaches (i.e.
FFDA and FFDD). The forgetting feature makes the system en-
vironment invariant and allows for easy adaptation to a different
environment and datasets.

Considering that the proposed approach may be similar to
a brute-force method of appending (merging) the newly veri-
fied data to the existing one, a significant difference is that this
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Fig. 2: A schematic diagram of the data-driven adaptive system pipeline.

Algorithm 3 Procedure for computing Similarity Measure.

1: A ={a;},i =1,...,nis the initial training data
2: B={bj},j=1,...,misnewly verified data

3: S(A, B) is an [n, d] similarity matrix for A & B
4: procedure ESTIMATESIMILARITY(A, B)

5: for a; € A do

6: S(a;, B) is an [m, d] similarity matrix

7: for b; € Bdo

-

8: V.is a[l,d] row vector

9: for [k:=1:d]do > for-each feature
10: 8 := distance(a¥, b’;) > euclidean dist.

— —

11: V,«0 > insert column to V,
12: end for R

13: S(a;, B) « V, > insert row to matrix
14: gld for

15: S(a;, B) is a [1, d] row vector

16: for [k:=1:d]do > for-each feature
17: ak = mean[S(af, be:l ..... m})]

18: _S>(ai, B) « ot > insert as column
19: end for N
20: S(A, B) « S(a;, B) > insert row to matrix
21: end for
22: return S(A, B)

23: end procedure

approach allows the system to forget the old behavioural rou-
tine data completely without retaining its characteristic features
while a brute-force approach still retains features of the old be-
havioural data.

From the illustration in Fig. 2, the training of the anomaly
detection models (such as OC-SVM) is performed with the ini-
tial set of collected data. A copy of the data and the trained
model are saved on a storage component of the system for fu-
ture use. Subsequent data collected after system deployment is
validated by the model to detect outliers (anomalies). The re-

sult of the model prediction can either be normal or anomaly
for any given activity. In an ideal scenario, a single abnor-
mality prediction may not constitute a major concern as this
may be due to erroneous sensor reading or model misprediction
while consecutive repeated anomalies will undergo human ver-
ification as highlighted in the defined constraints. In a situation
where the prediction is confirmed to be wrong and the activities
are identified as normal behavioural changes, the stored data is
retrieved from the storage component. The proposed forgetting
factor approaches are applied to both the existing and newly
verified activity data. A model update is performed and the
storage component is updated with the consolidated data en-
tries to enable future occurrences of similar activity pattern to
be identified as normal behavioural routine.

While this paper puts more emphasis on adapting to changes
in behavioural routine that are wrongly identified as outliers,
the adaptive system can benefit from periodic model updates at
regular intervals (e.g., weekly, monthly, quarterly, etc. based
on deployment requirements and data size) with data of normal
behavioural routines (data that are not identified as outliers) to
ensure that the model reflects the current behaviour of the mon-
itored individuals.

The reporting and confirmation aspect of the detected abnor-
malities are outside the scope of this paper. This paper only
aims to show how the model is able to adapt to new data rep-
resenting the changes in the behavioural routine of an individ-
ual. However, the confirmation of anomalies can be achieved
through different modalities. We presented an approach for in-
corporating human in the loop in [29] highlighting the role of a
human agent in the learning process of the system while utilis-
ing an assistive robot as intermediary. As shown in Fig. 1, the
detected anomalies are confirmed from the human agent before
the data entries are transferred to the computational model for
adaptation. Therefore, the role of the human agent is to confirm
whether detected activities are abnormal or not with the help of
a communication intermediary. To facilitate the Human-Robot
Interaction (HRI), different communication modalities are con-
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Fig. 3: A sample plot of raw binary data from ambient sensors.

sidered, such as touch, speech and gesture. A gesture recogni-
tion model for the HRI using a 2D camera, and using a wrist-
worn triaxial accelerometer are presented in our works in [30]
and [31] respectively.

3. Experimentation and Discussion

In this section, the ADL datasets utilised for the validation
of the proposed model pipeline, as well as the sensing devices
and data collection modalities are described. The preprocessing
technique, experimental scenarios and the obtained results are
also presented.

3.1. Datasets and Preprocessing

The two datasets utilised for this evaluation include data col-
lected as part of this research work from the smart home facil-
ity of Nottingham Trent University (NTU) termed as “Smart-
NTU” data and a publicly available data provided by the Center
for Advanced Studies in Adaptive Systems (CASAS) termed as
“CASAS HH111” [32]. For the data collection, non-invasive,
low cost ambient sensors capable of generating binary data are
utilised such as Passive Infrared sensors (PIR) for identify hu-
man presence in the smart home, pressure sensors installed on
bed and sofas to identify sleeping and sitting activity, contact
sensors installed on doors to detect opening and closing etc.
These sensors are utilised because they are generally more ac-
ceptable than visual sensors (such as camera) due to privacy
concerns [32].

The CASAS HH111 dataset contains the recorded daily ac-
tivity for a volunteer older adult living alone for a duration of
50 days [32]. The activities recorded include but not limited to
sleeping, toileting, eating, watching TV, kitchen-related activi-
ties etc. For the SmartNTU data, the duration of the recorded
activity data is 72 days. The activities recorded from the indi-
vidual is similar to that of the CASAS HHI111 data. A sam-
ple plot of the binary data generated by the ambient sensors is
shown in Fig. 3. A sample of the interpreted human activities
is displayed in Table 1 showing the different attributes of the
performed activities such as the start time, end time, location
and the activity type.

The datasets are preprocessed by removing instances with
missing entries and erroneous readings. The data is filtered and
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sleeping activity is selected as the activity of interest to be mod-
elled. The extracted features from the sleeping activity listed
below are normalised since the features are in different scales.

- Start time: represents the starting time of the activity.

- Duration: represents the length of the activity in minutes.

- Day: represents the day of the performed activity.

- Day group: indicate if the activity falls on a weekend or a
weekday.

- Transition: is the number of transition within the activity
(i.e., sleep interruption).

- Transition length: indicate the duration of the transitions
(i.e. duration of the interruptions)

3.2. Experimental Scenario

The experimental scenario for the proposed approaches is de-
scribed in this section. The proposed adaptive system is activity
dependent (i.e. for optimal performance, activities of interest
should be selected and modelled independently). The sleeping
activity is selected and modelled. The system capability of for-
getting outdated data while adapting to the newly verified ADL
data is evaluated. To achieve this, a cross-dataset evaluation
strategy is performed such that the anomaly detection model
is trained on one dataset and evaluated for adaptation on the
other dataset. For example, the model is trained on the Smart-
NTU dataset and adapted to the CASAS HH111 dataset and
vice versa. This validation strategy is adopted to ensure that the
system is environment invariant, i.e. the system can be migrated
to a different environment with easy adaptation.

The baseline anomaly detection model in the adaptive sys-
tem is an ensemble approach for novelty detection models pro-
posed in our work in [23]. The approach termed as “Consensus
Novelty Detection Ensemble (CNDE)” identify outliers by esti-
mating the score of an activity (called “Normality Score”) with
activities whose score exceeds a certain threshold predicted as
anomalous. The ensemble approach consists of four models,
namely; OC-SVM with Radial Basis Function (RBF) kernel,
iForest, Local Outlier Factor (LOF) and Robust Covariance Es-
timation (RCE). An acceptable result is achieved using 31 days
training data with the contamination rate set to 0.1 across all the
four models in the ensemble. This baseline ensemble model is
not adaptive by default, therefore, novel (new) data entries are
always predicted as outliers. A more detailed discussion of the
model and the obtained results can be found in [23].

To validate the adaptive approach proposed in this paper, the
cross dataset validation technique is used. For example, to eval-
uate the approach on the SmartNTU dataset, the first 31 days
data is used for training while the remaining data (referred to

Table 1: A sample of interpreted ADL data.

Start Time | End Time | Activity Location
21:10:04 03:11:07 | Sleeping Bedroom
03:11:51 03:14:11 | Toileting Toilet
03:14:52 07:13:07 | Sleeping Bedroom
07:15:47 07:22:04 | Preparing Meal | Kitchen
07:25:01 09:14:17 | Watching TV Living Room




as a segment of the training dataset) is used for validating the
error rate of the model. The CASAS HH111 data is then used
to validate the model adaptation rate, and the data is split into
an adaptation set and a validation set with a duration of 30 and
35 days data respectively. The adaptation set is injected into the
system incrementally using different batch sizes (i.e. 5, 10 and
15 days data). After each incremental injection of the adapta-
tion data, the two validation sets (i.e. a segment of the training
data for evaluating the model error rate and a segment of the
cross-dataset for evaluating the adaptation rate) are used. The
system is expected to adapt to the new dataset after a certain
number of incremental injection of the adaptation data, there-
fore, the adaptation rate is expected to increase over time while
the error rate is expected to decrease. To reduce the effect of
class imbalance, the datasets with insufficient sample entries
for the adaptation and validation are oversampled using Syn-
thetic Minority Over-sampling Technique (SMOTE) proposed
in [33].

The performance of the proposed approaches with forgetting
factor are computed and compared with other anomaly detec-
tion models namely, OC-SVM, iForest, and the aforementioned
CNDE ensemble approach (using the same model parameters).
A Deep Q-Network (DQN) is also implemented with two ac-
tions (normal and outlier) with the rewards of +1 and —1. The
datasets are sufficiently over-sampled prior to training and the
weights are saved when the training is complete. During the
adaptation phase, the adaptation data batch is used to re-train
the saved model weights instead of training the model from
scratch. For the baseline anomaly detection models, since the
models are not adaptive by default, a brute-force injection of
the adaptation data is performed, i.e. the adaptation data are
appended to the original training data incrementally.

3.3. Evaluation and Discussion

The results obtained for the evaluation of the proposed adap-
tive approaches are shown in Fig. 4 and Fig. 5. The perfor-
mance metrics measured are the adaptation rate and error rate.
The adaptation rate is the rate at which the system adapts to the
newly verified data (adaptation). This is achieved by calculat-
ing the prediction accuracy of the validation set. The adaptation
rate is expected to increase over time as more data representing
the new behavioural routine are injected into the model. The
error rate (forgetting inverse) is the rate at which the system
forgets the initial training data (old data). This is obtained by
calculating the error rate of the model prediction on the segment
of old training data. As highlighted in the previous section, the
initial training data is split into a training set and a validation
set prior to the model training. This remaining segment (vali-
dation set from the initial training data), is used to compute the
error rate. It should be noted that this data segment is not used
for model training. The model is expected to predict this data
segment as outliers and an inlier prediction is considered an er-
ror. The error rate is expected to decline over time since the
newly injected data (adaptation data) is from a different dataset
and differ from the training data segment causing the model to
gradually forget the characteristic features of the initial train-
ing data. Obtaining a lower error rate is the final goal as this

Table 2: A summary of the highest achieved adaptation rates.

Approach | Training: SmartNTU | Training: CASAS HH111
iForest 0.886 0.890
OC-SVM 0.686 0.829
CNDE 0.943 0.982
DQN-RL 0.940 0.982
FFDA 0.992 0.982
FFDD 0.971 0.983

Table 3: A summary of the lowest achieved error rates.

Approach | Training: SmartNTU | Training: CASAS HH111
iForest 0.857 0.686
OC-SVM 0.886 0.657
CNDE 0.989 0914
DQN-RL 0.780 0.841
FFDA 0.571 0.086
FFDD 0.600 0.086

indicate that the model predicts the segment of the training as
outliers after adaptation.

It can be seen from Fig. 4 that proposed approaches (FFDA
and FFDD) outperformed the Reinforcement Learning (RL)
model as well as the classical novelty detection models. The
adaptation rate of the CNDE and DQN-RL is comparably close
to that of the proposed approaches. The FFDD reaches the peak
of its performance faster than FFDA. This is because the FFDD
remove dissimilar data at each iteration while FFDA only dis-
cards data based on the data age. The error rate plots in Fig.
5 shows that only the proposed approaches in this paper can
forget (discard) the outdated data while the other models (i.e.
CNDE, OC-SVM and iForest) performed poorly. This is ex-
pected since the models are not adaptive and the new adapta-
tion data are appended using a brute-force approach. The RL
model adapts to the adaptation data without retraining on the
entire dataset by using the pre-trained weights, but still retains
the properties of the old data. Although the error rate can be im-
proved by fine-tuning the model parameters, the properties of
the old data may still be retained (this is against our goal of for-
getting the data in its entirety). The FFDD approach converges
faster than the FFDA since dissimilar entries are removed on
each iteration. The FFDA will eventually converge when the
old data entries are discarded based on their age with longer
convergence time for large datasets. The best results obtained
for the adaptation and error rates are summarised in Table 2 and
Table 3 respectively.

The batch size for the incremental adaptation has a signifi-
cant effect on the convergence rate as it can be seen in Fig. 4
and Fig. 5. A small batch (e.g. 5 days) will result in regular
system update with a slow convergence rate (more prediction
errors) and vice versa. From the obtained results, it can be seen
that the performance deteriorates after a peak is reached. This
is due to overfitting as a result of the continuous model update
on a similar data entries. A model update can be stopped when
the characteristic features of the adaptation data are similar to
the existing ones. While the model update is performed con-
tinuously in this paper, stopping the update can be realised in a
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Fig. 5: Error Rate (Forgetting Inverse) plots; a) SmartNTU to CASAS HH111, b) CASAS HH111 to SmartNTU.




real-life scenario through the human confirmation mechanism.

4. Conclusion

This paper presents a data-driven adaptive system pipeline
for detecting abnormalities in human activities. The adaptive
system is based on data ageing and data dissimilarity forgetting
factor approaches referred to as FFDA and FFDD. These ap-
proaches enable the anomaly detection model in the system to
adapt to changes in human behavioural routine while discarding
the characteristic features of old routines. Experimental eval-
uation of the proposed approaches achieved an overall average
adaptation accuracy of 98% on both validation datasets, thereby
outperforming the conventional anomaly detection models. The
FFDD discard dissimilar data by measuring the similarity of
the existing data with new activity data while the FFDA discard
data based on its age. This results in faster convergence time
for the FFDD since dissimilar data are discarded at each itera-
tion. The batch size of the adaptation data also have an effect on
the forgetting factor approaches as small batch size results in a
regular model update but leads to a high rate of false prediction
while a large batch size results in less error rate with slower
model update. Future work plans include the deployment and
validation of the system in a real home environment, as well as
performing trend analysis on a longitudinal ADL data.
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