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Interictal epileptiform discharges (IEDs) are elicited from an epileptic brain, whereas they can also be
due to other neurological abnormalities. The diversity in their morphologies, their strengths, and their
sources within the brain cause a great deal of uncertainty in their labeling by clinicians. The aim of
this study is therefore to exploit and incorporate this uncertainty (the probability of the waveform
being an IED) in the IED detection system which combines spatial component analysis (SCA) with
the IED probabilities referred to as SCA-IEDP-based method. For comparison, we also propose and
study SCA-based method in which probability of the waveform being an IED is ignored. The proposed
models are employed to detect IEDs in two different classification approaches: (1) subject-dependent
and (2) subject-independent classification approaches. The proposed methods are compared with two
other state-of-the-art methods namely, time-frequency features and tensor factorization methods. The
proposed SCA-IEDP model has achieved superior performance in comparison with the traditional SCA
and other competing methods. It achieved 79.9% and 63.4% accuracy values in subject-dependent and
subject-independent classification approaches, respectively. This shows that considering the IED prob-
abilities in designing an IED detection system can boost its performance.

Keywords: EEG interictal epileptiform discharges; IED detection; IED morphology; labeling uncertainty;
tensor decomposition.

1. Introduction

Epilepsy is a chronic brain disease characterized

by epileptic seizures occurring due to excessive dis-

charges of a group (or groups) of neurons in the cere-

bral cortex or hippocampus.1 Some events, called

interictal epileptiform discharges (IEDs), occur be-

tween two seizure onsets, which can be captured by

electroencephalography (EEG).2 The IEDs are often

in the form of sharp spikes lasting for 20-70 ms or

sharp waves lasting for 70-200 ms.3

Around 30% to 40% of patients requiring

epilepsy surgery need invasive intracranial EEG

(iEEG) recording4 since the sensitivity of scalp-EEG

is low for epilepsy diagnosis. A large proportion of

IEDs are invisible in the scalp-EEG. Studies inves-

tigating iEEG and scalp-EEG simultaneously have

shown that only a small percentage of IEDs (9% in

Ref.5 and 22% in Ref.6) can be seen in scalp-EEG by

visual inspection. This may be owing to the relatively

1
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high attenuation of electrical fields due to being away

from the source.7–9 Therefore, most studies use sub-

dural recordings for detecting IEDs,10,11 which gives

higher accuracy as compared to scalp recordings.

However, Koessler et al. have demonstrated that the

IED signatures are contained in the scalp-EEG re-

gardless of IEDs deep locations.12 These signatures

can be partial spikes or the likelihood of scalp IEDs

and can be captured via multi-way analysis. The pur-

pose of the paper is to detect IEDs from the scalp,

and in particular, those discharges not identifiable on

the scalp by simple visual inspection.

In places where only the scalp-EEG is recorded

and analyzed,13,14 the scalp-invisible IEDs are not

considered. Therefore, studying simultaneous iEEG

and scalp-EEG recordings and designing an algo-

rithm to detect the scalp-invisible IEDs from scalp-

EEG are of great interest. The foramen ovale (FO)

electrodes15 provide an opportunity to simultane-

ously record scalp-EEG and iEEG without disrup-

tion to brain coverings.16,17 They are less invasive

compared to depth electrodes and bilaterally intro-

duced via infra-orbital foramen into ambient cis-

tern adjacent to the mesial temporal lobe where the

source of mesial temporal lobe epilepsy is.16,18

Models provided for detection of IEDs scored

by scalp-EEG are inadequate since they are unable

to detect the scalp-invisible IEDs, thereby being bi-

ased to detect only a subset of IEDs which are

visible over the scalp. Only very few studies have

been carried out to investigate scalp IEDs from si-

multaneous scalp-EEG and iEEG recordings.19–21

Spyrou et al.19 detected scalp-visible and scalp-

invisible IEDs, scored by iEEG, from scalp-EEG

by using time-domain, wavelet transform, chirplet

transform, and time-frequency features. Others20

mapped scalp-EEG to iEEG by proposing an asym-

metric–symmetric autoencoder, then detected the

IEDs by using a convolutional neural network.

Tensor factorization and multiview classification

have recently attracted the attention of researchers in

biomedical signal processing.22,23 Several electrodes

may capture the IED signatures due to originating

IEDs from the temporal brain region around the

same time, meaning that the EEG channels are spa-

tially and temporally correlated. Therefore, multi-

channel and multi-trial (multi-segment) EEG pro-

cessing using tensor decomposition methods is ex-

pected to be effective in IED detection. Spyrou et

al. developed a model based on Tucker decomposi-

tion for IED detection from concurrent scalp-EEG

and iEEG recordings.21 In a recent approach,24 non-

negative Tucker decomposition (NTD) was used for

epileptic spike detection from scalp-EEG.

The IEDs have a wide variety of morphologies.

They may appear as a sharp wave, distinguishable

from the background activity and lasting for 70-200

ms; spike, the same as sharp wave but with a dura-

tion of 20 to 70 ms; sharp-and-slow-wave complex,

patterns consisting of a sharp followed by a slow

wave; spike-and-slow-wave complex, patterns con-

sisting of a spike followed by a slow wave; and multi-

ple spike-and-slow-wave complex, the same as spike-

and-slow-wave complex but with 2 or more spikes

associated with one or more slow waves.25 Also de-

pending on having unilateral or bilateral IED sources

the number of EEG channels with visible IEDs can

be different, meaning that the IEDs have various spa-

tial distributions. Furthermore, some IEDs are sim-

ilar to artifacts (i.e. extracerebral potentials from

muscle, eyes, heart, electrodes, etc.) and waves which

are part of the normal background activity.26 These

properties (having different morphologies and spatial

distribution as well as the IEDs similarity to artifacts

and normal waves) make a great deal of uncertainty

in labeling the IEDs and making the IED detec-

tion difficult. Thirty-five neurologists visually scored

the IEDs from scalp-EEG.27 The median number of

IEDs labeled by these neurologists was 54 (ranging

from 6 to 212 with the standard deviation of 52.3).

In another study,28 nineteen neurologists were par-

ticipated in the annotation of IEDs in phase 1. The

mean number of IEDs labeled by the neurologists was

58.7 (ranging from 16 to 195). A master list of 235

segments was created by including only the events

which were marked as IED by at least two neurolo-

gists. In the second phase, 18 out of 19 neurologists

were participated in categorizing the events in the

master list. Interestingly, neurologists were inconsis-

tent in their IED scoring between the two phases.

This uncertainty can be mathematically expressed

by probability of the waveform being an IED. To

the best of our knowledge, there exists no study in

incorporating such uncertainty in automatically de-

tecting the IEDs. Therefore, we aim to include the

IED probabilities in the design of a high dimensional

tensor decomposition approach.

In this paper, IEDs are detected in two dif-



February 13, 2021 22:48 MANUSCRIPT

Incorporating Label Uncertainty in an IED Detection System 3

ferent approaches, subject-dependent and subject-

independent classification approaches. In the first ap-

proach, we train a classifier for each subject individ-

ually. On the other hand, in the subject-independent

classification approach, we train a classifier for all the

subjects.

IEDs may share some features within and be-

tween the segments, whereas non-IEDs are random

and there is no shared feature within or between

them. Therefore, we are interested in the IED fea-

ture space. Here, we introduce two models. In the

first model, we construct a three-way tensor of time,

channel, and IED segment in the subject-dependent

classification approach and a four-way tensor of

time, channel, IED segment, and subject in the

subject-independent one. Then, the tensor is decom-

posed into temporal, spatial, and segmental modes

using the CANDECOMP/PARAFAC optimization

(CP-OPT) algorithm proposed by Acar et al.29 Fi-

nally, both IED and non-IED segments are projected

onto the spatial factors to derive the discriminative

features. This is called spatial component analysis

(SCA)-based method for IED detection. In the sec-

ond model, apart from the data tensor, a probabil-

ity tensor is defined according to the probability of

the waveform being an IED. Then, a weighted CP-

WOPT (CP-WOPT)30 is employed to obtain the

tensor factors. Finally, we projected both IED and

non-IED segments onto the spatial factors to extract

the most significant features. This is called spatial

component analysis by considering the IED probabil-

ities (SCA-IEDP)-based method for IED detection.

The paper is organized as follows. The data

recording and preprocessing, a brief review of CP-

OPT and CP-WOPT algorithms, our proposed SCA

and SCA-IEDP models for IED detection, feature

extraction and selection, and the compared methods

are presented in Section 2. Section 3 shows the ex-

perimental results. In Section 4, we discuss deeply

the pros and cons of the proposed models and the

compared methods. Section 5 concludes our work.

2. Methods and Experiments

2.1. Patient Population

The scalp and intracranial EEG signals of 18 epilep-

tic subjects (11 males, 7 females, average age 25.2

years, and age range 13–37 years) were simultane-

ously recorded at King’s College Hospital London.

The patients suffered from temporal lobe epilepsy.

2.2. Recording Session

Eighteen (18) standard silver chloride electrodes

were used for recoding scalp-EEG, placed on the

scalp according to the ‘Maudsley’ electrode place-

ment system – which is essentially similar to 10–20

system but mid-temporal, posterior-temporal and

occipital electrodes in the Maudsley system are ap-

proximately 20 mm lower than in the 10–20 system in

order to improve recording from the temporal lobes.5

iEEG were recorded by using 12 intracranial multi-

contact FO electrodes consisting of a couple of 6 elec-

trode bundles. The data were recorded at the sam-

pling rate of 200 Hz and filtered by a bandpass filter

with cutoff frequency of 0.3-70 Hz. Both the scalp-

EEG and iEEG were recorded with respect to Pz as

a common reference.

Table 1. The total number of IED and non-IED seg-
ments for each subject. The same number of IED
and non-IED segments were chosen for each subject.

Subject No. of segments Subject No. of segments

S1 38 S10 622
S2 524 S11 692
S3 302 S12 344
S4 108 S13 26
S5 158 S14 20
S6 648 S15 692
S7 250 S16 22
S8 552 S17 178
S9 38 S18 338

2.3. Preprocessing

For each patient, we analyzed 20 minutes of scalp

recordings to include the IEDs only and avoid post-

ictal slowing or flattening. A bandpass filter over 4-

48 Hz was applied to the scalp-EEG signals in order

to increase the signal-to-noise ratio. We selected the

highpass frequency to be 4 Hz to remove eye blink

artifacts and the lowpass frequency to be 48 Hz in

order to preserve the IEDs’ morphology as IEDs are

likely to have high frequency components.

For analysis and classification, the EEG signals

were sliced. The length of IED segments was selected

to be 480 ms (96 time sample) – 160 ms before and

320 ms after the positions of peaks in iEEG marked

as IED. Non-IED segments with 480 ms length were

selected from time segments where there were no
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scored IEDs. We chose the same number of IED and

non-IED segments for each subject. Both IED and

non-IED segments were linearly detrended to remove

the undesired drifts. The total number of IED and

non-IED segments is illustrated in Table 1. Subjects

13, 14, and 16 were excluded from analysis because

of having less number of segments.

 20 µV 

20 µV  

Time (ms) 

(a)  Non-IED 

30 µV 

60 µV  

Time (ms) 

(b)  Score 1 IED 

20 µV 

60 µV  

Time (ms) 

(c)  Score 2 IED 

16 µV 

80 µV  

Time (ms) 

(d)  Score 3 IED 

20 µV 

100 µV  

Time (ms) 

(e)  Score 4 IED 

24 µV 

120 µV  

Time (ms) 

(f)  Score 5 IED 

Figure 1. Samples of non-IED and IED waveforms with scores 1 to 5. (a) The IED with score 1, and (b)-(f) Respectively
the IED with score 1 to 5 (score 5 refers to an IED with the highest probability (or the lowest uncertainty)). An expert
epileptologist used the iEEG as ground truth in scoring IEDs. The IEDs start at 160ms.
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2.4. IED Scoring

The iEEG was used as the ground truth for scor-

ing the IEDs by an expert epileptologist who scored

the IEDs based on the morphology and spatial dis-

tribution of the observed waveforms and gave a score

between 1 (for low certainty) to 5 (for high certainty)

for each IED. Score 1 refers to the lowest probabil-

ity of the waveform being an IED, meaning that the

epileptologist is not certain whether the activity is

an IED or not. Score 5 denotes the highest probabil-

ity of being an IED, meaning that they are certainly

related to the IED activities. Fig. 1 shows samples of

non-IED and IED waveforms with scores 1 to 5. No

spike or sharp wave can be seen in the non-IED seg-

ment. In the IED segment scored 1, there is a sharp

wave in the FO channel. A couple of FO channels

contain sharp waves in the IED segment scored 2.

However, no spike or sharp wave is observable over

the scalp for IEDs scored 1 or 2. There are spikes in

a couple of FO channels in the IED segment scored

3 and, by referencing to FO channels, some broad

waves can be seen on few scalp channels. These seg-

ments (with IEDs scored 1, 2, or 3) have been marked

as scalp-invisible IEDs. On the other hand, in the

IEDs scored 4 or 5, there are spike waves in many

FO and scalp channels with higher amplitudes. These

have been marked as scalp-visible IEDs.

2.5. IED Detection Based on SCA

In SCA, CP-OPT29 is employed to decompose the

data. We first give a brief description of CP-OPT

algorithm. Then, we adopt the algorithm to exploit

the spatial factors among the IED segments in two

different approaches so as to solve our IED detection

problem.

The notation used in this paper has been

adopted from Ref.31 lowercase letters, e.g., a, denotes

scalars. Boldface lowercase letters, e.g., a, represent

vectors. Boldface capital letters, e.g., A, denote ma-

trices. Boldface Euler script letters, e.g., X , denote

higher-order tensors. aj denote the j-th column of

matrix A. The symbols ‘◦’ and ‘∗’ represent respec-

tively the vector outer product and the elementwise

product, and � denotes the Khatri-Rao product.

2.5.1. CP-OPT

Suppose we are given an N -way tensor X ∈
RI1×I2×···×IN . We aim to factorize the tensor into

sum of rank-one tensors as follows:

X ≈
R∑

r=1

a(1)
r ◦ · · · ◦ a(N)

r , (1)

where a
(n)
r ∈ RIn for n = 1, . . . , N and r = 1, . . . , R

(R is the number of components). The factor ma-

trices are constructed from the combination of vec-

tors from the rank-one components, i.e., A(n) =[
a
(n)
1 · · ·a

(n)
R

]
. Following the “Kruskal operator”,32

we can rewrite (1) as

X ≈ [[A(1), . . . ,A(N)]] ≡
R∑

r=1

a(1)
r ◦ · · · ◦ a(N)

r . (2)

The problem of computing CP (2) can be formulate

as a least-square optimization problem:

A(1),...,A(N)
min f ≡ 1

2

∥∥∥X − [[A(1), . . . ,A(N)]]
∥∥∥2 . (3)

Unlike the alternating least-squares approach33

solving the factor matrices one by one, the CP-

OPT algorithm developed by Acar et al.29 solves all

the factor matrices simultaneously using a gradient-

based optimization approach. It is straightforward

to derive the gradient of objective function f by cal-

culating the partial derivatives with respect to each

A(n), i.e.,

∂f

∂A(n)
= −X(n)A

(−n) + A(n)Γ(n), (4)

for n = 1, . . . , N , in which X(n) is the mode-n ma-

tricization of the tensor X ; A(−n) is defined as

A(−n) ≡ A(N)�· · ·A(n+1)�A(n−1)�· · ·�A(1); (5)

and Γ(n) is defined as

Γ(n) = Υ(1) ∗ · · · ∗Υ(n−1) ∗Υ(n+1) ∗ · · · ∗Υ(N), (6)

where Υ(n) = A(n)TA(n).

To see the proof of (4) the reader is referred to

Ref.29 Once the gradients are known, any gradient-

based method can be used to solve the optimization

problem. In this paper, the nonlinear conjugate gra-

dient method34 is used.

2.5.2. Detecting IEDs Using SCA in the
Subject-dependent Approach

In the subject-dependent classification approach, a

classifier is trained and validated using the data from

the same subject.

As IEDs are abnormal activity and independent

from the other activities, their feature space does

not involve other brain activities. Therefore, we aim
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to estimate a feature space spanning over only the

IED segments. Suppose we are given N IED seg-

ments (N1 for training and N2 as test data) and H

non-IED segments. We construct a three-way tensor,

X ∈ RL×M×N1 (whose dimensions L, M , and N1

correspond respectively to time, channel, and IED

segment).

CP-OPT is applied to the tensor X , as:

A,B,C
min f ≡ 1

2

∥∥∥X − [[A,B,C]]
∥∥∥2, (7)

to obtain the factor matrices, where A ∈ RL×R and

B ∈ RM×R represent respectively the temporal and

spatial factors, and C ∈ RN1×R corresponds to the

segmental factor. Then, both the IED and non-IED

segments are projected onto the spatial factor B as

follows:

Pk = XkB (8)

where Xk ∈ RL×M (k = 1, . . . , N, 1, . . . ,H) is an IED

or non-IED segment from the training or test data

and Pk ∈ RL×R(k = 1, . . . , N, 1, . . . ,H) is the pro-

jected IED or non-IED segment.

 

𝒳∈ ℝ𝐿×𝑀×𝑁෩×𝑆 
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Channel (M) 

… 

Subjects 
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) 

Figure 2. The four-way tensor constructed by concate-
nating three-way tensors of S subjects.

2.5.3. Detecting IEDs Using SCA in the
Subject-independent Approach

In the subject-independent classification approach, a

number of subjects are used for training a classifier.

Then, the classifier is validated using new subjects.

The three-way tensors of subjects are concatenated

into a single four-way tensor X ∈ RL×M×Ñ×S , where

Ñ denotes the number of IED segments supposed to

be selected equally for all the training subjects and

S is the number of subjects in the training dataset.

Fig. 2 shows the schematic of the four-way tensor.

CP-OPT is employed to decompose tensor X to

its factor matrices:

A,B,C,D
min f ≡ 1

2

∥∥∥X − [[A,B,C,D]]
∥∥∥2, (9)

where A and B represent respectively the temporal

and spatial factors, and C ∈ RÑ×R and D ∈ RS×R

correspond respectively to the segmental and indi-

vidual (subject) factors.

Finally, both IED and non-IED segments of the

training and test subjects are projected onto the spa-

tial factor as follow:

Pk̃ = Xk̃B (10)

where Xk̃ ∈ RL×M (k̃ = 1, . . . , K̃) is an IED or non-

IED segment from the training or test subjects and

Pk̃ ∈ RL×R(k̃ = 1, . . . , K̃) is the projected IED or

non-IED segment.

2.6. IED Detection Based on
SCA-IEDP

In the proposed SCA-IEDP method, the CP-

WOPT30 is utilized to extract spatial factors among

the IED segments with different probabilities.

2.6.1. CP-WOPT

Let X be an N -way tensor with the dimension

of I1 × I2 × · · · × IN . In CP-WOPT, we define a

weight tensor W of the same size as X such that

{0 ≤ wi1i2···iN ≤ 1} for all in ∈ 1, . . . , In and

n ∈ 1, · · · , N .

The optimization for the general N -way CP-

OPT factorization in (3) changes to

A(1),...,A(N)
min fw ≡ 1

2

∥∥W ∗
(
X − [[A(1), . . . ,A(N)]]

)∥∥2 . (11)

The above optimization problem may be reformu-

lated to

A(1),...,A(N)
min fw ≡

1

2

∥∥∥Y −Z
∥∥∥2, (12)

where Y = W ∗X and Z = W ∗ [[A(1), . . . ,A(N)]].

We aim to find the factor matrices A(n) ∈
RIn×R, for n = 1, . . . , N , which minimize the

weighted objective function in (12). We derive the

gradient in (12) by calculating the partial derivatives
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of fw with respect to each factor matrix A(n) as fol-

lows:

∂fw
∂A(n)

=
(
Z(n) −Y(n)

)
A(−n), (13)

for n = 1, . . . , N , where A(−n) is defined in (5).

The detailed proof of (13) is expressed in Ref.30

After calculating the partial derivatives using (13),

any gradient-based optimization method can be uti-

lized to solve the optimization problem.

2.6.2. Detecting IEDs Using SCA-IEDP in
the Subject-dependent Approach

Like in Section 2.5.2, we train and validate a classi-

fier within the subjects. Apart from the data tensor,

in SCA-IEDP, we define a probability tensor W of

the same size as X based on the IED probabilities

as follows:



W::n1
= c1 for case 1

W::n1 = c2 for case 2
...

W::n1
= cJ−1 for case J−1

W::n1 = cJ for case J,

(14)

for all n1 = 1, . . . , N1, where {0 ≤ cj ≤ 1} for

j ∈ {1, . . . , J} and W::n1
are the frontal slices of W .

The cases are defined based on spatial distribution

and morphology of IEDs by expert epileptologists.

The CP-WOPT algorithm is applied to the data

tensor X and probability tensor W , as:

A,B,C
min fw ≡

1

2

∥∥∥W ∗ (X − [[A,B,C]])
∥∥∥2, (15)

to obtain the factor matrices, where A,B and C cor-

respond respectively to the temporal, spatial, and

segmental factors. Then, both the IED and non-IED

segments are projected onto the spatial factor B us-

ing (8). Finally, the projected IEDs and non-IEDs,

Pk, are used for classification. The flow diagram of

the proposed models in the subject-dependent ap-

proach is illustrated in Fig. 3.

 

𝐁 = [b1 … b𝑅] 

 

Channel (M) 

T
im

e 
(L

) 

𝒳∈ ℝ𝐿×𝑀×𝑁1 
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CP-WOPT (or CP-OPT) 

𝐗𝑘 ∈ ℝ𝐿×𝑀  

Channel (M) 

T
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e 
(L
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𝐏𝑘 ∈ ℝ𝐿×𝑅  

𝐏𝑘 = 𝐗𝑘𝐁 
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Figure 3. The IED detection system proposed for the
subject-dependent classification approach. X includes
the IED segments only, N1. CP-OPT (or CP-WOPT)
is applied to X to decompose it to temporal, spatial,
and segmental factors. Xk(k = 1, . . . , N, 1, . . . , H) is an
IED or non-IED segment from the training or test data,
which is projected onto the spatial components B. Pk

represents the same segment after projection.

2.6.3. Detecting IEDs Using SCA-IEDP in
the Subject-independent Approach

Apart from the four-way data tensor X described in

Section 2.5.3 and shown in Fig. 2, a four-way proba-

bility tensor W is also defined. The three-way prob-

ability tensors of the training subjects described in

(14) are concatenated into a single four-way tensor,

called four-way probability tensor W .

The CP-WOPT algorithm is employed to de-

compose the data tensor X and probability tensor

W , as illustrated below, into the factor matrices:

A,B,C,D
min fw ≡

1

2

∥∥∥W ∗ (X − [[A,B,C,D]])
∥∥∥2. (16)

Finally, both the IED and non-IED segments are

projected onto the spatial factor B using (10), and

the projected IEDs and non-IEDs, Pk̃, are used for

classification.

In the classification stage, all IEDs with different

scores fall within the same IED class. However, we

define a probability tensor W based on these scores,

which gives an opportunity to incorporate the prob-

ability of a waveform being an IED in our IED de-

tection system.
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2.7. Feature Extraction

The proposed models are applied to detect IEDs from

the scalp-EEG signals. The concurrent intracranial

data is used as the ground truth by an expert epilep-

tologist for scoring IEDs. The temporal and spatial

resolutions of scalp-EEG and iEEG are generally dif-

ferent. However, the correlation between scalp-EEG

and iEEG does not affect our model since they are

not combined in the analysis (iEEG is used for manu-

ally scoring scalp-visible and scalp-invisible IEDs and

scalp-EEG is employed to detect IEDs from over the

scalp).

2.7.1. Feature Extraction in the
Subject-dependent Approach

We construct a three-way tensor X ∈ R96×18×N1 ,

where 96 and 18 are respectively time samples and

the number of recorded channels and N1 denotes the

number of IED segments in the training fold. Apart

from the IEDs tensor, we build a tensor W with the

same dimension as tensor X in the SCA-IEDP model

to which different certainty levels are allocated as fol-

lows:

W::n1 = 0.2 If the IED is given score 1

W::n1
= 0.6 If the IED is given score 2

W::n1
= 0.8 If the IED is given score 3

W::n1 = 0.9 If the IED is given score 4

W::n1
= 1 If the IED is given score 5,

for n1 = 1, . . . , N1, where the groups are defined ac-

cording to Section 2.4. W::n1 = 0.2 means that the

waveform is related to an IED activity for 20% and it

is related to a non-IED activity for 80%. W::n1
= 0.6

means that the waveform is an IED activity for 60%

and it is a non-IED activity for 40% and so on.

The tensor is decomposed separately using CP-

OPT and CP-WOPT to extract the factor matrices:

X ≈
R∑

r=1

ar ◦ br ◦ cr ≡ [[A,B,C]],

where A ∈ R96×R and B ∈ R18×R denote respec-

tively the temporal and spatial factors, and C ∈
RN1×R is the segmental factor. Then, both the IED

and non-IED segments are projected onto the spatial

factor B using (8), where Xk ∈ R96×18 is an IED or

non-IED segment from the training or test data and

Pk ∈ R96×R is the projected IED or non-IED seg-

ment.

Time-frequency representations have been

broadly and successfully used in IED detection19 and

epilepsy diagnosis.35,36 The spectrogram method is

applied to the projected IEDs and non-IEDs, Pk, to

extract the time-frequency features. The magnitudes

of short-time Fourier transform obtained using the

spectrogram are measured and used as features. For

the spectrogram, we define a Hanning window size

of 80 ms (16 samples) and an overlap of 50% (8 sam-

ples). Overall, 11 windows slide over the segments.

The number of discrete Fourier transform points has

been set to 16 (the same as the number of time sam-

ples in a window) resulting in 9 frequency features.

Totally, we obtained R × 11 × 9 features, where R

is the number of spatial components extracted using

the tensor, 11 is the number of time slabs, and 9

is the number of frequency slabs for each IED or

non-IED segment.

2.7.2. Feature Extraction in the
Subject-independent Approach

After concatenating the three-way tensors into a

four-way tensor X ∈ R96×18×30×S and defining W
for CP-WOPT, we decompose X using CP-OPT and

CP-WOPT, separately, into temporal A ∈ R96×R,

spatial B ∈ R18×R, segmental C ∈ R30×R , and in-

dividual (subject) D ∈ RS×R factors. We randomly

selected 30 IED segments from each training subject.

(Therefore, those subjects having at least 30 IED

segments and providing a reasonable performance in

the subject-dependent approach were chosen as the

training subjects). Then, both the IED and non-IED

segments of the training and test subjects are pro-

jected onto the spatial factor. Finally, time-frequency

features of the projected IEDs and non-IEDs are cal-

culated using the spectrogram.

2.8. Number of Components

Finding the number of components plays an impor-

tant role in tensor decomposition, and it is also an

NP-hard problem. However, in order to determine

the number of suitable components R, we apply

nested cross validation. The training data are split

into 5-fold. Each time 4 folds are used for training the

model and the fifth fold for validation. The nested

cross validation was performed for R = {1, 2, 3, 4}.
In each case R = {1, 2, 3, 4}, the accuracy was aver-

aged across 5 folds. Finally, the number of compo-
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nents is determined based on the highest accuracy.

In our work, the minimum number of components

was one (R = 1) and the maximum number was four

(R = 4), depending on how many components gave

the best performance. It is worth noting that the

nested cross validation is performed over the train-

ing dataset only. The test dataset is not contributed

in determining the number of components.

2.9. Compared Methods

We compare the performance of our proposed ap-

proaches with two other state-of-the-art methods

in IED detection namely, time-frequency (TF) fea-

tures19 and simultaneous multilinear low-rank ap-

proximation of tensors (SMLRAT).24

2.9.1. Time-frequency Features Model

We already discovered that the TF features show

an improvement over continuous wavelet transform

(CWT) and chirplet transform for this particular

dataset.19 Therefore, we compare our proposed mod-

els with a model based on TF features, which is ob-

tained by employing the spectrogram method – cal-

culated following Section 2.7. Each IED or non-IED

segment was made of 1782 features (18 scalp chan-

nels ×11 temporal ×9 frequency).

2.9.2. Simultaneous Multilinear Low-rank
Approximation of Tensors

We compare the proposed approaches with SMLRAT

proposed recently by Thanh et al. for EEG epileptic

spike detection.24 The model is based on NTD.

In the SMLRAT, the authors applied CWT

to the epileptic and non-epileptic spikes and con-

structed a three-way tensor for each segment, Xi ∈
RW×L×M , where W,L, and M denote respectively

wavelet-scale, time, and channel. They concatenated

only three-way tensors, {X ep
i }

N1
i=1, where N1 repre-

sents the number of epileptic spike segments, in a

single four-way tensor X̃ ep ∈ RW×L×M×N1 . Then,

NTD was employed to decompose the tensor X̃ ep

and obtain the factor matrices:

X̃ ep = X̃ ep
1 � X̃ ep

2 · · ·� X̃ ep
N1

= G ×1 U×2 A×3 B×4 C, (17)

where G ∈ Rr1×r2×r3×N1 is the core tensor, and U ∈
RW×r1 ,A ∈ RL×r2 ,B ∈ RM×r3 , and C ∈ RN1×N1

denote respectively the wavelet-scale, time, channel,

and epileptic spikes. Finally, in order to obtain the

feature space of each segment, the epileptic and non-

epileptic spikes were projected onto the factor ma-

trices as follows:

Fi = Xi ×1 U† ×2 A† ×3 B†, (18)

where (.)† represents matrix Moore-Penrose pseudo-

inverse.

Here, we decompose the IED and non-IED seg-

ments through CWT and construct a three-way ten-

sor for each segment – Xi ∈ R38×96×18. We con-

catenate three-way IED tensors into a single four-

way tensor, then perform NTD to obtain the factors;

U ∈ R38×10,A ∈ R96×15, and B ∈ R18×18; and con-

sequently the features Fi ∈ R10×15×18.

2.10. Feature Selection

In our proposed models, we use all the features for

classification since we have at most 396 features sub-

ject to R = 4. Nevertheless, there are a large number

of features in the compared methods, 1782 features in

TF and 2700 features in SMLRAT. For having a fair

comparison, we select the significant features based

on the Fisher score algorithm, which was used as the

feature selection method in the referenced SMLRAT

paper.24 Fisher score is defined as follows:

ϕq =

∑c=C
c=1 nc(µqc − µq)2∑c=C

c=1 ncρ
2
qc

(19)

where µqc and ρqc are respectively the mean and vari-

ance of the q-th feature in the c-th class, nc is the

number of instances in the c-th class, and µq is the

mean of the q-th feature.

2.11. Classification

In order to classify the IED and non-IED segments,

we employed four different classifiers, namely diago-

nal linear discriminant analysis (DLDA), näıve Bayes

(NB), support vector machines (SVM), and decision

tree ensembles (DTE). DLDA is superior to LDA

in high-dimensional problems. The covariance ma-

trix needs to be computed in LDA. Calculating all

the covariance matrix terms in a high-dimensional

case may fail due to small data size. A strong inde-

pendence assumption may be applied to the features

resulting a diagonal covariance matrix in LDA. This

modification of LDA is called DLDA. We have fea-

ture independence assumption in NB as well. SVM is



February 13, 2021 22:48 MANUSCRIPT

10 Abdi-Sargezeh et al.

a popular classifier often used for seizure EEG clas-

sification.37,38 In these cases, linear SVM is more

applicable than nonlinear (kernel-based) SVM due

to separability of the data and avoiding overfitting.

The DTE classifier has been the last one that we uti-

lized. The feasibility of ensemble classification meth-

ods in EEG classification has been proven.39 We have

used bagging technique to perform ensemble deci-

sion trees.40 In the bagging method, the idea is to

create several subsets of data from the training sam-

ples which is randomly selected with replacement.

Then, each subset is employed to train its decision

tree. Hence, we end up with an ensemble of differ-

ent models, where the average of all the predictions

from different trees are used, which is more robust

than each single decision tree.

2.12. Evaluation and Cross Validation

We employed a k-fold (k=5) cross validation to val-

idate the methods in the subject-dependent classi-

fication approach. Four folds were used for train-

ing the models and the fifth fold as the test data.

Increasing the number of folds did not change the

outcome. It is worth emphasizing that the classifiers

are trained and tested using only scalp-EEG. In the

subject-independent approach, the leave-subject-out

cross validation was employed. The data of a subject

used as the test data, other subjects data were used

for training the classifiers.

For evaluation the methods, accuracy (ACC),

sensitivity (SEN), specificity (SPEC), and F1 score

(F1-S) were obtained as follows:

ACC =
TP + TN

TP + FP + TN + FN
× 100%, (20)

SEN =
TP

TP + FN
× 100%, (21)

SPEC =
TN

TN + FP
× 100%, (22)

F1-S =
2TP

2TP + FP + FN
, (23)

where TP is the number of IED samples classified

correctly in the IED class, TN represents the number

of non-IED samples recognized accurately as non-

IED samples, FP indicates the number of non-IED

samples detected incorrectly as IED samples, and

FN indicates the number of IED samples categorized

wrongly in the non-IED class. Accuracy shows the

percentage of detection of IED and non-IED samples,

and sensitivity and specificity illustrate the ability

of the classifiers in correctly detecting the IED and

non-IED samples, respectively.

3. Results

Here, we firstly analyze the temporal and spatial

components of CP-OPT and CP-WOPT decompo-

sition. We employed four types of classifiers to de-

tect IEDs. Next, we present the obtained results of

our proposed SCA and SCA-IEDP models and of the

compared methods in the subject-dependent classi-

fication approach. Finally, we report the obtained

results of SCA, SCA-IEDP, and SMLRAT in the

subject-independent classification approach.

3.1. Analysis of Temporal and Spatial
Factors

The first temporal factors of CP-OPT and CP-

WOPT are illustrated in Fig. 4(a). The temporal fac-

tor of CP-WOPT not only has higher amplitude than

that of CP-OPT but also is sharper. It is due to the

fact that, in CP-WOPT, those IEDs having spike or

spike-and-slow-wave complex morphology are given

greater weight than those having sharp wave mor-

phology. Whereas, in CP-OPT, all IEDs with differ-

ent morphologies are given the same weight.

In addition, the spatial distributions of the first

factors of CP-OPT and CP-WOPT were computed

and are respectively shown in Figs. 4(b) and 4(c).

The spatial distribution of CPWOPT is more focal

and right laterally distributed than that of CP-OPT

as expected.
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Figure 4. The first temporal components and spatial
distributions obtained using CP-OPT and CP-WOPT:
(a) The temporal components, (b) and (c) the spatial
distributions obtained respectively by CP-OPT and CP-
WOPT.
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Table 2. The performance of classifiers with
results averaged over all subjects and folds.
The classifiers were trained and tested in the
subject-dependent classification approach. ACC,
SEN, and SPEC are presented in percent %.

Classifiers Models ACC SEN SPEC F1-S

NB

TF 70.5 68 73 0.68
SMLRAT 71.3 61.7 80.1 0.65
SCA 78.1 70.3 86 0.75
SCA-IEDP 79.2 71.3 87 0.76

DLDA

TF 70.7 61 80.3 0.66
SMLRAT 64.9 46.4 83.4 0.54
SCA 75.3 61.7 88.9 0.7
SCA-IEDP 76 63.1 88.8 0.71

SVM

TF 66.9 65.2 68.2 0.66
SMLRAT 72.9 63.8 82 0.69
SCA 78.9 70.8 87 0.76
SCA-IEDP 79.2 71.4 87 0.76

DTE

TF 73 66.2 79.8 0.69
SMLRAT 72.7 70.9 74.5 0.70
SCA 78.3 73.9 82.8 0.76
SCA-IEDP 79.9 77.6 82.1 0.79

3.2. IED detection in the
subject-dependent classification
approach

Table 2 illustrates the classification results for the

subject-dependent approach. We compare our pro-

posed SCA and SCA-IEDP models with TF and

SMLRAT methods developed quite recently. It is

worth noting that the first 200 significant features

of the TF and the first 100 ones of SMLRAT were

classified, giving the highest accuracy in their meth-

ods.

Using NB classifier, SCA-IEDP detected IEDs

and non-IEDs with 79.2% accuracy, which was ap-

proximately 1%, 8% and 9% higher than SCA, SML-

RAT, and TF accuracy values, respectively. SCA-

IEDP provided 73.1% SEN and 87% SPEC which

was better than SCA and the compared methods as

well. In DLDA, SCA-IEDP provided the best ACC of

76% and SEN of 63.1%. In contrast, its performance

was comparable with SCA performance in terms of

SPEC criterion.

Using SVM, the best accuracy of 79.2% and sen-

sitivity of 71.4% were obtained using our proposed

SCA-IEDP model. However, SCA and SCA-IEDP

presented the same values of SPEC and F1-S. In

this classifier, the TF model was the worst one in

all criteria except in SEN which SMLRAT provided

the worst value in. In the DTE classifier, SCA-IEDP

presented the best accuracy of 79.9%, sensitivity of

77.6%, and F1-score of 0.79 though the best speci-

ficity of 82.8 was provided by SCA.

Table 2 shows that the best accuracy has been

achieved by SCA-IEDP using DTE classifier. It pro-

vided 79.9% accuracy while the best accuracy values

presented by SCA, SMLRAT, and TF were respec-

tively 78.9%, 72.9%, and 73%. Overall, SPEC values

were higher than SEN values in all detection meth-

ods and all classifiers, showing that the non-IED seg-

ments can be detected easier than the IED segments.

SMLRAT, SCA, and SCA-IEDP provided their best

SEN values using DTE classifier while TF obtained

its best SEN using NB classifier. Generally, DTE pre-

sented the best trade-off between SEN and SPEC in

all methods.

3.3. IED detection in the
subject-independent classification
approach

Apart from classifying IEDs and non-IEDs in the

subject-dependent classification approach, the pro-

posed SCA and SCA-IEDP models and SMLRAT are

employed to detect IEDs in the subject-independent

one. The obtained results are shown in Table 3. In

SMLRAT,24 the authors classified epileptic and non-

epileptic spikes by concatenating the three-way ten-

sors (time, wavelet-scale, channel) of all subjects into

a single four-way tensor, and they used leave-one-

subject-out cross validation. The TF model proposed

in Ref.19 detected IEDs in the subject-independent

classification approach by using the ensemble of indi-

vidual classifiers, rather than by combining the sub-

jects’ data. Therefore, TF is not reported here.

SCA-IEDP presented the best accuracy in all

classifiers. It obtained its best accuracy, 63.4%, using

both SVM and DTE classifiers. SCA-IEDP and SCA

provided significantly better performance than SML-

RAT. In all classifiers, the accuracy of SCA-IEDP

and SCA was approximately 9-13% higher than that

of SMLRAT. In NB and DLDA, SCA-IEDP pro-

vided respectively the best accuracy of 62.4% and

62.5% while the best SEN of 80% and 98.5% were

obtained via the SMLRAT model. In these classi-

fiers, most segments were recognized as IEDs through

the SMLRAT model, meaning that the model was

biased toward the IED class. On the other hand,

SCA presented the best SPEC when NB, DLDA, and
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SVM classifiers were employed, which means that the

model was biased toward the non-IED class. Gener-

ally, the best trade-off between SEN and SPEC was

obtained using DTE classifier in which SCA-IEDP

outperformed SCA and SMLRAT in all criteria. In

addition, the performance of SMLRAT was around

the chance level (which is 50% for a binary classifi-

cation).

Table 3. The performance of SCA, SCA-IEDP and
SMLRAT models obtained using the classifiers in the
subject-independent classification approach. The re-
sults have been averaged over 15 subjects. ACC,
SEN, and SPEC are presented in percent %.

Classifiers Models ACC SEN SPEC F1-S

NB
SMLRAT 49.2 80 17.4 0.61
SCA 58.2 37.4 79.1 0.39
SCA-IEDP 62.4 56 68.7 0.52

DLDA
SMLRAT 50 98.5 1.6 0.66
SCA 60.1 48.5 71.7 0.47
SCA-IEDP 62.5 61.6 63.3 0.55

SVM
SMLRAT 50.9 47.7 54 0.36
SCA 62.1 43.5 80.7 0.47
SCA-IEDP 63.4 53.3 73.5 0.53

DTE
SMLRAT 49.9 51.9 48 0.50
SCA 60.4 63.2 57.6 0.58
SCA-IEDP 63.4 65.6 61.2 0.60

4. Discussion

SCA-IEDP, as the main contribution of this paper,

outperforms SCA and the compared TF and SML-

RAT methods. Meanwhile, in both SCA and SCA-

IEDP, we apply CP decomposition and employ spec-

trogram to extract time-frequency features except

that in SCA-IEDP we allocate a weight to each

IED according to the certainty in its labelling, SCA-

IEDP performs significantly better compared to SCA

in both subject-dependent and subject-independent

classification approaches. SCA-IEDP is far superior,

in terms of sensitivity, to SCA in detecting IEDs

in both approaches. This shows that incorporating

the IED probabilities in designing an IED detection

model can boost its performance.

The IEDs with lower uncertainty have more im-

pact on the learning process compared to the IEDs

with higher uncertainty. Some brain activities are

similar in morphology to IEDs and sometimes are

recognized as IED waveform by epileptologists. In

the proposed SCA-IEDP, the IEDs with higher un-

certainty are given lower weights. As a result, the

impact of these IEDs in the classification step de-

creases, leading to better performance of the model.

In contrast, the proposed SCA and the compared

methods do not have this particular advantage. In-

deed, there has not been any method that incorpo-

rates the uncertainty in labelling the IEDs in their

detection, and as far as we know, the proposed SCA-

IEDP is the first approach.

The proposed models give superior performance

when they are trained and tested over the same sub-

ject data (that is, subject-dependent classification

approach) as compared to more generic or subject-

independent classification approach. However, de-

tecting IEDs in a subject-independent-based ap-

proach is of paramount importance. Developing a

model to automatically detect the IEDs of new sub-

jects without training on them would be worthwhile

in clinical practice. Our proposed algorithms enable

detection of IEDs in subject-independent-based ap-

proach, and their performance is sufficiently desir-

able.

Generally, none of the methods performs very

well due to the fact that we use low amplitude IEDs

(the scalp-visible and scalp-invisible IEDs). However,

for many applications, such as seizure prediction or

localization, a small improvement can be significant.

Although some studies have reported higher perfor-

mance but they only consider scalp-visible IEDs.41,42

Here, iEEG has been used for scoring the IEDs. The

large proportion of IEDs which can be seen in iEEG

are invisible over the scalp. Our dataset includes all

scalp-visible and scalp-invisible IEDs thanks to us-

ing concurrent iEEG signals for the IED annotation,

causing the automatic algorithms provide poor per-

formance.

In contrast to the TF model19 in which the au-

thors used only temporal and spectral IED signa-

tures, we consider spatial IED signatures other than

temporal and spectral ones. The IEDs originate from

specific brain regions. Our dataset is from the pa-

tients with mesial temporal lobe epilepsy whose IEDs

originate from the temporal lobe regions. Therefore,

intracranial electrodes placed in the temporal lobes

and, consequently, the scalp electrodes over those

regions can provide more significant features. As a

result, considering spatial components in designing

an IED detection system can ameliorate its perfor-

mance. Muti-way analysis provides an opportunity to

consider spatial components and consequently boosts
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the performance of an IED detection system.

In the original TF study, using the same dataset,

IEDs were detected with 67% accuracy using the lo-

gistic regression classifier in the subject-dependent

classification approach. Here, the TF method ob-

tained 73% accuracy using the DTE classifier. In our

TF implementation, we used a different frequency

band, the IED and non-IED segment lengths, and

classifiers. Apparently, these differences ameliorate

the model performance.

In the referenced SMLRAT method, 95.8%

accuracy has been obtained using an NB classi-

fier. In our study, SMLRAT respectively provided

the maximum accuracy of 72.9% and 50.9% in

the subject-dependent and subject-independent ap-

proaches, which are significantly less than the ac-

curacies obtained in the original paper. The main

cause of this fall-off in accuracy may be due to

including scalp-invisible IEDs in the classification.

Here, the IEDs are annotated based on concurrent

intracranial recordings, most of which are invisible

over the scalp. Thus, all the scalp-visible and scalp-

invisible IEDs are included in our dataset, whereas,

in the referenced SMLRAT, the authors annotated

the spikes using only scalp-EEG, and only scalp-

visible spikes were detected. Furthermore, they de-

tected only spikes, while our IED dataset also con-

tains sharp waves – which are wider than spikes

and sometimes similar to other brain activities. For

SMLRAT, there is a huge difference in accuracy

between subject-dependent and subject-independent

approaches. In the subject-independent approach, we

didn’t introduce any new mode to the tensor (mo-

tivated by the referenced SMLRAT). In fact, the

IED three-way tensors of all the subjects have been

concatenated into a single four-way tensor (time,

wavelet-scale, channel, and segment) in the subject-

independent approach. Since the morphology and

shape of IEDs can vary among subjects because of

factors such as age,43 including all IEDs along one

mode of the tensor can deteriorate the decomposition

performance. Therefore, SMLART gave poor perfor-

mance for our dataset in the subject-independent ap-

proach. Hence, we added a new mode of subjects

leading to a four-way tensor (time, channel, IED

segment, and subject) for subject-independent ap-

proach, whereas we had a three-way tensor (time,

channel, and IED segment) for subject-dependent

approach.

The most important advantage of the proposed

SCA-IEDP method is due to incorporating uncer-

tainty levels in the IED scoring. This uncertainty

can be mathematically explained by assigning lower

probability values to IEDs with higher uncertainty

and vice versa, making the impact of certain IEDs

become more on the IED detection system.

The limitation of proposed models is that their

performance in the subject-independent-based ap-

proach is not significantly high. In our dataset, the

IEDs of different subjects originate from either left or

right temporal region. This means the IED sources

locations are different among the subjects. Since our

proposed models are based on spatial components

and the IED source locations are different, the per-

formance of the proposed models decreases when a

subject-independent-based approach is applied. An-

other cause of this fall-off in the performance of

subject-independent-based approach is that the con-

sistency of discharges decreases when all patients are

pooled together. These limitations exist in SMLRAT

method as well.

5. Conclusion

Developments in the identification of deep epilep-

tiform discharges on the scalp would greatly en-

hance the diagnosis and management of epilepsy.

Here, we propose two models, namely SCA and

SCA-IEDP, for IED detection. In SCA-IEDP, as

the main contribution of this work, the uncer-

tainty in IED labeling (represented by IEDs prob-

abilities) is incorporated in the IED detection sys-

tem. We compared our proposed models with two

state-of-the-art models, TF19 and SMLRAT.24 The

IEDs are detected in two different subject-dependent

and subject-independent classification approaches.

In both approaches, SCA-IEDP led to the best per-

formance. It obtained respectively the maximum ac-

curacy of 79.9% and 63.4% in the subject-dependent

and subject-independent classification approaches.

Meanwhile, SMLRAT achieved respectively 72.9%

and 50.9% accuracy values in the mentioned ap-

proaches. In all classifiers, TF and SMLRAT per-

formed worse than our proposed SCA and SCA-

IEDP. The obtained results show that incorporat-

ing the IED probabilities into the algorithm can

ameliorate the performance of an IED detection

model. Here, we used concurrent scalp-EEG and

iEEG recordings. The major advantage of our work
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in using this dataset is to detect the scalp-visible

and scalp-invisible IEDs over the scalp. In a subject-

dependent classification approach, it may not be very

useful to record scalp-EEG and iEEG simultane-

ously and detect IEDs using scalp-EEG; whereas, in

a subject-independent classification approach, it has

a high impact on the diagnosis of epilepsy. That is,

a subject-independent classifier can be trained using

concurrent scalp and intracranial recordings of sev-

eral subjects (the use of iEEG for scoring IEDs –

including the scalp-visible and scalp-invisible IEDs

– and the use of scalp-EEG for training the clas-

sifier). Afterward, using the trained classifier, the

scalp-visible and scalp-invisible IEDs of any new sub-

ject can be detected using only scalp-EEG record-

ings.

However, the performances of our algorithms

are not very good in subject-independent classifica-

tion approach owing to different IED source loca-

tions in different subjects. As part of our future study

we intend to employ a source localization algorithm

and group the subjects according to their IED lo-

cations before applying a subject-independent-based

approach. In addition, the use of a classification

method has not been the main agenda in this work.

In our future works, we may deploy more power-

ful classification algorithms such as neural dynamic

classification algorithm,44 dynamic ensemble learn-

ing algorithm,45 and finite element machine classi-

fier,46 instead of SVM or DLDA, to boost the model

performance.

Acknowledgment

We would like to thank Dr. David Mart́ın-Lopez for

his contribution to IED scoring.

Bibliography

1. U. R. Acharya, S. V. Sree, G. Swapna, R. J. Martis
and J. S. Suri, Automated EEG analysis of epilepsy:
a review, Knowledge-Based Systems 45 (2013) 147–
165.

2. S. Sanei, Adaptive Processing of Brain Signals (John
Wiley & Sons, 2013).

3. J. J. Halford, Computerized epileptiform transient
detection in the scalp electroencephalogram: Ob-
stacles to progress and the example of computer-
ized ECG interpretation, Clinical Neurophysiology
120(11) (2009) 1909–1915.

4. S. Kovac, V. N. Vakharia, C. Scott and B. Diehl, In-
vasive epilepsy surgery evaluation, Seizure 44 (2017)
125–136.

5. D. Nayak, A. Valentin, G. Alarcon, J. J. G. Seoane,
F. Brunnhuber, J. Juler, C. E. Polkey and C. D.
Binnie, Characteristics of scalp electrical fields as-
sociated with deep medial temporal epileptiform
discharges, Clinical Neurophysiology 115(6) (2004)
1423–1435.

6. M. Yamazaki, D. M. Tucker, A. Fujimoto, T. Yama-
zoe, T. Okanishi, T. Yokota, H. Enoki and T. Ya-
mamoto, Comparison of dense array EEG with si-
multaneous intracranial EEG for interictal spike de-
tection and localization, Epilepsy Research 98(2-3)
(2012) 166–173.

7. G. Alarcon, C. Guy, C. Binnie, S. Walker, R. Elwes
and C. Polkey, Intracerebral propagation of interictal
activity in partial epilepsy: implications for source
localisation., Journal of Neurology, Neurosurgery &
Psychiatry 57(4) (1994) 435–449.

8. A. Ray, J. X. Tao, S. M. Hawes-Ebersole and J. S.
Ebersole, Localizing value of scalp EEG spikes: a
simultaneous scalp and intracranial study, Clinical
Neurophysiology 118(1) (2007) 69–79.
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