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ABSTRACT An earthquake is a tremor felt on the surface of the earth created by the movement of the major
pieces of its outer shell. Till now, many attempts have been made to forecast earthquakes, which saw some
success, but these attempted models are specific to a region. In this paper, an earthquake occurrence and
location prediction model is proposed. After reviewing the literature, long short-term memory (LSTM) is
found to be a good option for building the model because of its memory-keeping ability. Using the Keras
tuner, the best model was selected from candidate models, which are composed of combinations of various
LSTM architectures and dense layers. This selected model used seismic indicators from the earthquake
catalog of Bangladesh as features to predict earthquakes of the following month. Attention mechanism
was added to the LSTM architecture to improve the model’s earthquake occurrence prediction accuracy,
which was 74.67%. Additionally, a regression model was built using LSTM and dense layers to predict the
earthquake epicenter as a distance from a predefined location, which provided a root mean square error

of 1.25.

INDEX TERMS Attention, earthquake, LSTM, location, occurrence.

I. INTRODUCTION
Earthquake is a natural catastrophe, which is occurred due
to the impingement of tectonic plates. This leads to the
release of a great amount of the earth’s internal energy. These
earthquake events normally occur in places, which are on the
geographical fault lines and a great number of rocks move
against each other [1]. Liquid magma is stored in the core
of the earth and it leads to a very high temperature resulting
in massive energy. These energies require to be released and
fault lines help them escape the core of the earth, which
causes a great tremor. This vibration is recognized as an
earthquake event.

Earthquakes cause great damage to infrastructures, life
and may even lead to another natural catastrophe called
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a tsunami. Around 750,000 people have lost their lives and
another 125 million people were greatly affected due to
earthquake events that occurred between the years 1998 and
2017. Bangladesh is a small South Asian country (latitude:
20.35° N to 26.75° N, longitude: 88.03° E to 92.75° E)
having Himalayas and Bay of Bengal on two sides of the
country. The earthquakes near Bangladesh are considered in
this paper as a case study. The country is situated near the
boundary of 3 tectonic plates (Indian, Burmese, and Eurasian)
and contains a total of 5 fault lines. This is an active seismic
region and ranked 5t for the risk of damage [2] because
of its dense population. An earthquake having 7.5 magni-
tude on the Richter scale may cause the death of around
88,000 people [3]. It may even cause damage to 72,000 build-
ings and a loss of 1,075 million dollars in Dhaka, the capital
city of the country. An accurate earthquake magnitude and
location prediction system can surely abate these losses.
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Artificial intelligence (AI), machine learning (ML) and
deep learning (DL)-based methods are getting popular
in future predictions. An ensemble method was adopted
by Zhu et al [4] in wind speed prediction problem.
Mahmud et al. [5] used random forest and LSTM to fore-
cast arrivals of tourists. Peng et al. [6] reviewed the appli-
cation of DL in biological data mining. Li and Wu [7]
predicted market style using clustering approach. Customer
churn was predicted by Wang ef al. [8] using an ensemble
approach. For anomaly detection purposes, Al and DL-based
methods show promising results. Anomalies in daily living
were detected [9], [10] using a novel ensemble approach
by Yahaya et al. [11]. Fabietti et al. [12] adopted neural
network in order to detect artifacts in local field poten-
tials. Ali et al. [13] reviewed the application of CNN in
brain region segmentation. Nahian et al. [14] used LSTM
in order to detect fall events and also showed a relation
between emotion and falls. A data fusion approach was
proposed by Nahiduzzaman et al. [15] to detect fall events.
A simple ML-based fall detection approach was proposed
by Nabhian et al. [16], which used cross-disciplinary features.
For disease detection and prediction, DL methods are gain-
ing popularity. Noor et al. [17] reviewed the application of
DL in detecting neurodegenerative disease. DL. methods to
detect neurological disorder was reviewed by Noor ez al. [18].
Miah et al. [19] compared the performances of ML tech-
niques to identify dementia. Additionally, AI and ML have
been widely applied to diverse fields for their predictive
abilities, which include: biological data mining [20], cyber
security [21], earthquake prediction [22], financial predic-
tion [23], text analytics [24], [25] and urban planning [26].
This also includes methods to support COVID-19 [27]
through analyzing lung images acquired by means of com-
puted tomography [28], chest x-ray [29], safeguarding work-
ers in workplaces [30], identifying symptoms using fuzzy
systems [31], and supporting hospitals using robots [32].

Neural network has widely been used in earthquake
prediction. Mignan and Broccardo [33] reviewed the
efficacy of neural network in earthquake prediction.
Zhang and Wang [34] optimized ANN by embedding genetic
algorithm to predict earthquakes. Lin et al. [35] proposed
an earthquake magnitude prediction model, which used
backpropagation neural network (BPNN). Niksarlioglu and
Kulahci [36] showed relations between earthquake and
environmental parameters and also proposed an earthquake
prediction model using ANN. Particle swarm optimiza-
tion (PSO)-BPNN was implemented in earthquake appli-
cations by Li and Liu [37]. Berhich er al. [38] adopted
an LSTM technique to predict earthquakes. Eight seismic
indicators were introduced for earthquake prediction by
Panakkat and Adeli [39] in 2007. Most of the existing
research works are based on these eight seismic indica-
tors [22]. They also showed a performance comparison
between radial basis function neural network (RBFNN),
BPNN and recurrent neural network (RNN), where RNN
showed the best detection probability [40]. Chen et al. [41]
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adopted a memorized knowledge approach for image caption-
ing using RNN. Amar et al. [42]in 2014 proposed a 3-layered
RBFNN and BPNN to predict earthquakes. In case of large
earthquake events, RBFNN provided better performance than
BPNN. Celik et al. [43] in 2016 used ML classifiers to
predict the magnitude of earthquake in Turkey region. They
used several parameters of the dataset including the partial
correlation and auto correlation of delay and proposed using
decision tree (DT), liner regression (LR), rap tree, and multi-
layer perceptron (MLP) for prediction purposes.

LSTM [44] was used in earthquake prediction of China
region by Wang et al. [45] in 2016. They used dropout layer
to reduce overfitting. Softmax function was used for the
activation of neurons and RMSprop optimizer was included
in the proposed architecture. Cai et al. [46] used RNN
with LSTM cells to detect anomaly in the precursory data.
Das et al. [47] used historical data of earthquake damages
with Naive Bayes classifier and LSTM. Kail et al. [48] pro-
posed a combination of LSTM and convolutional neural net-
work (CNN) for earthquake prediction. The LSTM cells were
modified using CNN. Bhandarkar et al. [49] in 2018 showed
a comparison of 2 hidden layered LSTM architecture and
2 hidden layered feed forward neural network (FFNN) in
earthquake prediction [50]. The proposed LSTM architecture
provided better performance than the FFNN model. Rafiei
and Adeli [51] in 2017 proposed a 5 layered neural dynamic
classification (NDC) network and neural dynamic optimiza-
tion to predict earthquake magnitude and location using
8 seismic indicators. The NDC algorithm uses similar layer
architecture as the adaptive neuro fuzzy inference system
(ANFIS). A PSO technique was adopted by Zhang et al. [52]
in 2014 for earthquake prediction. They used 14 anomalies
and reduced dimensional impact through data normalization.
The proposed model provided better accuracy and stability
than clustering methods.

Narayanakumar and Raja [53] in 2016 suggested using
Levenberg Marquardt (LM) neural network and 8 seismic
indicators to predict earthquake in Himalayan region. They
proposed a 1-hidden layered neural network with purelin and
sigmoid activation function. Transfer learning was proposed
by Maya and Yu [54] in 2019 to improve the learning pro-
cess during earthquake prediction. They improved the per-
formance of MLP using a combination of MLP and support
vector machine (SVM). They also utilized transfer learning to
improve the learning capability of MLP. Asim et al. [55] pre-
dicted magnitude of Chile, South California, and Hindukush
area using a combination of neural network and support vec-
tor regression (SVR), where they used 60 features. They used
the maximum relevance and minimum redundancy (mRMR)
technique to reduce features and provided input to SVR.
The output of the regressor was used as the input of an LM
neural network model, which utilized PSO for weight opti-
mization. For making earthquake predictions in short finite
times, Hidden Markov model-based decision systems can be
used. Ren et al. [56] proposed ANFIS for finite-time asyn-
chronous control problem investigation. He also investigated
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the stabilization and boundedness problem of the Markovian
neural network [57]. For the short-term prediction of time-
series, DL and ML are commonly used. Huang and Kuo [58]
used deep CNN for forecasting photovoltaic power, where a
short-term prediction was considered. He also [59] proposed
to use a combination of Variational Mode Decomposition,
CNN, and Gated Recurrent Unit (GRU) algorithms for the
prediction of the price of electricity. For the forecasting of
COVID-19 cases, a combination of CNN and GRU was used
by him. [60]. Shen er al. [61] proposed to use CNN and
compared it with GRU-based models for the forecasting of
electricity loads.

Since earthquakes show hidden repetitive behavior,
a model, which can realize long-term dependencies can
be helpful in revealing patterns. LSTM models have some
capabilities, but they fail for long sequences. Attention mech-
anism can help to overcome these limitations. Ye et al. [62]
used Attention Generative Adversarial Network for object
transfiguration. Li et al. [63] proposed an attention-based
approach to achieve improvement in user attribute classi-
fication. In this work, an attention-based LSTM approach
for predicting earthquake occurrences was introduced.
An LSTM-based location prediction model is also proposed.
A large number of inter-disciplinary time-series features for
the above-mentioned research problem were explored here.
The main contributions of this paper are as follows:

« Establishing an effective attention-LSTM-based archi-
tecture for earthquake occurrence and location predic-
tion prior to each month. To the best of the author’s
knowledge, attention was never been used for earth-
quake prediction studies. Exploring this area, good per-
formance was achieved in this study.

o Explored G-R seismic indicators as well as more than
7,700 inter-disciplinary time-series features for finding
the best feature set. The knowledge of the best feature
set can help to eliminate the exploration of the under-
performing feature set for future researches.

o Compared the proposed research work with recent earth-
quake prediction studies. The comparison with different
studies provided an indication of the superiority of the
proposed model.

« Combined the earthquake occurrence prediction model
with the epicenter location prediction model to provide
an overall prediction of future earthquakes.

In the next section, the attention mechanism will be
described. Methodology will be discussed in section III and
section IV will contain the result analysis. The concluding
remarks will be presented in section V.

Il. ATTENTION MECHANISM

The concept of attention was introduced by
Bahdanau er al. [64] in 2015 for machine translation. Though
this concept was primarily built for natural language pro-
cessing problems, it can be used for other ML fields as
well [14]. While dealing with a long sequence of inputs,
the performance of LSTM models deteriorates along with
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FIGURE 1. The architecture of attention mechanism. There are two parts
in attention architecture, which are the encoder part and the decoder
part. The blocks of encoder parts are represented by red, and the decoder
blocks are represented by cyan. The encoder RNN takes input from the
previous encoder hidden states, where the decoder RNN takes input from
the decoder input, and the previous decoder hidden states. The decoder
input uses the output of the previous context vector and the overall
output. The context vector uses encoder hidden states for generating the
context for overall output.

the increasing sequence length as giving focus to the whole
sequence is difficult. With LSTM, giving focus to a specific
portion is also not possible. Attention can help in achieving
these goals. If X1, X5, ...., X7 are considered as the input
sequence and y; as an output sequence at time i, then the
conditional probability of an output event can be calculated
as Eq. (1).

PQily1, ..., yi-1) = g0i-1, i, ¢i) (D

Here, s; is the hidden state, which can be calculated
using Eq. (2).

si = f(8i=1,Yi-1, i) 2

Here, ¢; is the context vector that determines how much
attention is given to each portion of the sequence to calculate
the output. It depends on the annotations (h1, ha, ... .A1y),
where h; have information about the whole sequence with
emphasis on some part surrounding i’ position. ¢; can be
calculated using Eq. (3).

T
ci =Y ajh; 3)
j=1

Here, o is the weights that is multiplied with each portion
of the sequence, which is calculated using softmax operation.
This is mathematically represented as Eq. (4).

_ exp(ejj)

=5
Zkgl exp(ei)
Here, ¢;; is the alignment of the model, which depends on

si—1, and hj. It is calculated using an FFNN, which trains

automatically while the whole model trains. With these oper-
ations, each output is calculated with the weighted sum of the

“

o ij
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FIGURE 2. The overall methodology of the paper is depicted in the figure. In the data processing portion, the collected data from the USGS and
Bangladesh Meteorology Department was cleaned from which the seismic indicators were calculated. HCTSA library was used for calculating the
multi-domain features from where the feature selection algorithms were used to select the best features. Different prediction models were
created with the combination of LSTM and dense layers for the prediction of occurrence and location of an earthquake. Introduction of attention
mechanism improved the performance of the occurrence prediction model. Finally, the models were tested and compared based on their

performance.

input sequence, where the weights are elements of the context
vector. Fig. 1 depicts the overall attention mechanism.

ill. METHODOLOGY

For this study, data was collected from two sources and
preprocessed duly. Then 8 seismic indicators were calculated
from the dataset. The proposed attention-based LSTM model
was used to predict the occurrence of the earthquake. The
analysis pipeline is shown in Fig. 2 and the detailed method-
ology is discussed below.

A. DATASET COLLECTION

As a case study, earthquakes around Bangladesh were con-
sidered. Earthquake catalog from Bangladesh meteorological
department of the year 1950 to 2019 was collected along
with earthquake catalog from the United States geological
survey (USGS) of the same time duration [65]. There are six
features in the meteorological department dataset, which are-
date, time, longitude, latitude, magnitude, and depth. In the
USGS dataset, there are seventeen more attributes like-type of
the disaster, update date, earthquake id, depth error, and so on.
Only the magnitude type feature was used from that dataset.
Other features were dropped. For finding the magnitude of
an earthquake, different scales are used. Therefore, the mag-
nitude type parameter was used to convert the dataset into
a particular scale. The Richter scale was used as the default
magnitude scale. The data of 18.11° N to 27.11° N latitude
and 87.19° E to 95.36° E longitude was collected. This covers
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the area around Bangladesh. From here 1,764 records of
earthquakes were found. These records were used to calculate
the features for prediction.

B. DATASET PREPROCESSING

Preprocessing of data is a very important step for achieving
good prediction. For finding out any inconsistency in the
earthquake catalog, the data of the meteorological depart-
ment and USGS was cross-checked. The missing values were
removed and all the magnitudes were converted to the Richter
scale. The date, time, longitude, latitude, magnitude, mag-
nitude type, and depth parameter were kept for feature cal-
culation. The foreshocks and the aftershocks were removed
from the dataset and 8 features were calculated based on the
mainshocks, which are called the seismic indicators.

C. SEISMIC FEATURE CALCULATION

Here, features specific to the earthquake researches were
calculated. Adeli and Panakkat [39] used 8 seismicity indi-
cators, which are b-value (b), mean square deviation (MSD),
magnitude deficit (MD), elapsed days (ED), mean magnitude
(MM), rate of the square root of energy released (RSRER),
mean time between characteristic events (MTBCE), and coef-
ficient of variation from mean time (CVFMT) for earthquake
prediction, which were later adopted by many researchers.
We, therefore, calculated these features for this research as
well. The 8 seismicity indicators were calculated on monthly
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FIGURE 3. The proposed earthquake occurrence prediction model. It is a combination of LSTM layer, bi-directional layers, attention layer, and dense

layers.

basis considering the previous 50 events in the calculation.
The 8 seismicity indicators are discussed as follows:

1) ELAPSED DAYS (ED)

This represents the time passed over the last n number of
earthquake events when the magnitude was greater than a
specific value. It is represented by the following equation.

ED=1t,—1 (5)

Here, the time of occurrence of the n”* value is represented
as t,, and 1*" value is represented as #1. In this case, the value
of n was selected as 50. When the ED is small, it means that
there was more earthquake leading to that month.

2) MEAN MAGNITUDE (MM)
Mean magnitude is the mean of the n events in Richter scale.
This can be formulated as the following equation.

> M;

n

MM =

(6

Here, M; is the magnitude of each event.

3) RATE OF SQUARE ROOT OF SEISMIC ENERGY (RSRER)
Energy (E) of an earthquake can be calculated with the
following formula corresponding to the Richter scale mag-
nitude, where M is the magnitude of the earthquake.

E = 10018+15M) 0 %

RSRER can be calculated as the following equation.

S E?
ED

RSRER =

®)

4) B-VALUE (b)

This is the slope of log of the frequency of earthquake
with respect to magnitude curve. From the Gutenberg-Richter
(G-R) inverse power law,

log;gN =a—bM C))

Here, a, b are constants, and N is the number of events
with magnitude greater or equal to M. The value of a can be
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calculated as the following equation.
= ZlogloNi + le

n

(10)

Here, M; is the i magnitude and N; is the number of events
with magnitude M; or greater. b-value can be calculated as the
following equation.

b (l’lZM, loglONi) — ZM,‘ ZloglONi)
(M) —nY M)

5) MEAN SQUARE DEVIATION (MSD)

This is the sum of the mean square deviation from the G-R
line. The higher value of this parameter represents inconsis-
tency from the G-R inverse power law. This can be calculated
as the following equation.

> (logyo Ni — (a — bM;)?
(n—1)

6) MAGNITUDE DEFICIT (MD)

This is the residual of the maximum magnitude observed in n
events and the largest magnitude based on G-R law. This can
be represented as the following equation.

(In

MSD = (12)

(13)

MD = Myuaximum observed — Mmaximum expected

Mnaximum expecred €an be calculated as the following
equation.

M yaximum expected = a/b (14)
7) MEAN TIME BETWEEN CHARACTERISTIC

EVENTS (MTBCE)

From the elastic rebound hypothesis [66], earthquakes with
high magnitude repeats after some time. This phenomenon is
calculated using this feature. The earthquakes between mag-
nitude 7 and 7.5 are selected as characteristic earthquakes.
The value of MTBCE can be calculated as the following
equation.

Z (t i characteristics)

MTBCE = (15)

Ncharacteristics
Here, t; characteristics 1S the time between two characteristic
events, and ncparacteristics 1S the number of events.
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8) COEFFICIENT OF VARIATION FROM MEAN TIME (CVFMT)
This value represents the closeness of the characteristic dis-
tribution and the magnitude distribution. It can be mathemat-
ically represented as the following equation.

standard deviation of the observed times
CVFMT= (16)
MTBCE

For this research, 495 time-series sequences were calcu-
lated, which were split into 70% (345) and 30% (150) ratios
for the training and testing set. The testing portion of the
data was kept aside and was not revealed to the training
process. Further, 7,700 multi-domain features were calcu-
lated using highly comparative time series analysis (HCTSA)
library, using a sequence of 50 earthquake magnitude as a
time-series [67].

D. SYSTEM CONFIGURATION

The Kaggle kernel was used as a platform to run the codes
for the experiments in this study. It provides 4 CPU cores,
16 Gigabytes of RAM, and NVIDIA Tesla P100 GPU. The
earthquake occurrence prediction model and the location pre-
diction model were implemented in python language. The
Keras, tuner, Scikit-learn, NumPy, pandas, statsmodels, and
BorutaPy libraries were used for the model building, feature
calculation, and model comparisons.

E. EARTHQUAKE OCCURRENCE PREDICTION MODEL

Fig. 3 shows the proposed earthquake occurrence prediction
model architecture. In search of the final model, initially,
the aim was to find the best combinations of LSTM and dense
layers for the earthquake occurrence prediction model. For
achieving this goal, the Keras tuner library was used. This
library helps to find the best models with different combina-
tions. For tuning, the objective was to maximize the validation
accuracy. For each of the variations, 10 trials were used to
get a stable result. Each model was trained for 1000 epochs
and the best model was adopted for the earthquake magnitude
prediction model.

After this tuning process, the best model was found to
have 200 neurons for the initial LSTM layer, 2 bi-directional
LSTM layers with 100 and 50 neurons respectively, a flatten
layer, a dense layer with 25 neurons, two dense layers with
12 neurons each, and finally a dense layer with 2 neurons,
which works as the output layer. All the layers were trainable
and the tanh activation function was used by all the layers
except the final layer. Since it is a deep model, overfitting
can be an issue. Therefore, L1 and L2 regularization was
used for all the LSTM and bi-directional layers. This model is
used as a base model for the earthquake occurrence prediction
process. The calculated feature set was used to train the model
for 10,000 epochs and tested it with the testing set. The
learning rate was set to 0.01.

LSTM was developed to eliminate gradient vanishing and
gradient exploding problems so that it could be applied across
different domains and considered in situations, where the
distance between the present and previous knowledge is high.
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Three gates make up LSTM cells-an input gate, a forget gate,
and an output gate, along with cell state. The input gate
determines the necessary information needed to be inserted,
and the output gate chooses the subsequent hidden state infor-
mation, while forget gate erases the unrelated information.
In this work, the previously mentioned 8 seismic features was
considered as current input to the LSTM. Thus, the input can
be defined as,

b — value'
MSD
MD
ED
MM
RSRER
MTBCE
| CVFMT |

7

Xy =

At first, current inputs were passed through the forget gate
along with the previous hidden state information, 4;_1. Then
the outcome of the forget gate became

Ji = oWp x [hi—1, x:] + by) (18)

where, Wy represents the forget gate weights and by repre-
sents the bias of the forget gate. The input gate determines,
which information needs to be updated in the cell state, where
the cell state is the memory of the LSTM cell. Sigmoid
function and tanh function are used to process the current
input and hidden state information and decide modification
of the cell state. The output of the sigmoid and tanh function
can be obtained as follows-
The output of the sigmoid function,

ir = o (Wi x [hi—1, x:] + b;) (19)

The output of the tanh function,

Cr = tanh(We x [h—1, %] + bc) (20)

Here, W; and W are the weights of the input gate and cell
state, and b; and bc are the biases of the input gate and the
cell state, respectively.

A point-wise multiplication is performed to multiply the
output from the forget gate and added it with the output from
the input gate in order to update the cell’s state. If previous
state information is C;_; and the current state information is
C;, then,

Ci=fixCr_1+i xC (21)

The output gate determines the next hidden state informa-
tion according to the following equations:

or = 0(Wo X [he—1, x¢] + bo) (22)

h[ = 0¢ X tanh(Cl) (23)

Here, o, is the sigmoid output, 4, is the output, W, is the

weights, and b, is the bias of the output gate. The output A,

was then fed into the attention layer for further processing.
The choice of attention mechanism for this work was the
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The attention mechanism is not used for this model.

Luong attention or the multiplicative attention. This mecha-
nism was chosen because it runs faster than additive attention.
The attention layer was put before the flatten layer and the
attention width was set to 20 previous inputs. L1 and L2 reg-
ularization was used for this layer as well. After training
this model for 10,000 epochs, a significant improvement was
observed in the performance of the model.

Next, the model was compared with the recent earthquake
prediction researches. This model showed impressive results
against these models. For investigating the impact of the
multi-domain time-series features, 7,700 features were cal-
culated, which were normalized so that the proposed model
can perform better and have better convergence. Then, dif-
ferent feature selection algorithms were used such as mutual
information [68], ANOVA F-test [69], and Boruta [70]. Here,
20 best features were selected using mutual information and
ANOVA F-test feature selection. Only 2 features were found
as important in Boruta feature selection as this algorithm
selects only the relevant features. A list of selected features by
mutual information, Boruta, and F-test is provided in Table 1.
Then the proposed attention-LSTM architecture was used
for earthquake occurrence prediction using these selected
features.

F. EARTHQUAKE LOCATION PREDICTION MODEL
For the prediction of location, a different model was used,
which is shown in Fig. 4. The exact longitude and latitude of
the earthquake epicenter are not predicted, but the distance
from Dhaka city to the origin of the epicenter is predicted.
Since the impact of an earthquake does not limit to a small
place, rather it expands to a large area, therefore, this pre-
diction is enough to find the affected area. Using Campbell’s
equation [71], the distance between two points on the earth
can be calculated. This can be mathematically calculated
using Eq. (24).
D =689722-T (24)
Here, T’ = [cos™H{(sin a)(sin b) + (cos a)(cos b)(cos P)}]
with a and b are the latitude of the first and second point,
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respectively, and P is the longitude difference between the
two concerned points. With this formula, the distance is
calculated in miles which are then converted to kilometers.
For Dhaka city, the longitude is 23.81° N and the longitude is
90.4125° E. From this point, all the distances are calculated.

For the location prediction model, the best model with
Keras tuner had an LSTM layer with 200 neurons, two
bi-directional LSTM layers with 100 and 50 neurons, a flat-
ten layer, and two dense layers with 25 and 12 neurons.
Since it was a regression model, the output layer was a
dense layer with only 1 neuron and no activation function.
The optimization criteria for the tuner was the minimization
of validation loss. All the layers, except the output layer,
had a tanh activation function. This model was trained for
10,000 epochs as well. Then the mean squared error (MSE)
and RMSE was calculated to evaluate the performance of this
model.

IV. RESULT ANALYSIS

A. RESULTS OF EARTHQUAKE OCCURRENCE PREDICTION
At first, the performance of the LSTM model was evaluated.
After training the model for 10,000 epochs, it was tested for
unseen data. Fig. 5 shows the confusion matrix and ROC
curve of the LSTM model.

The learning rate was set to 0.01 after trying a wide number
of learning rates. Since there are no rules for setting a perfect
learning rate, exploring different learning rates is a good
option to find the best one. Table 2 provides an overview of
the change in accuracy as learning rate changes. Learning rate
0.01 provided the best result, where learning rate 0.001 and
0.1 gave the worst accuracy. A learning rate of 0.03 provided
an accuracy of 0.6934, which was the closest to the achieved
accuracy by a learning rate of 0.01 in all the trials. However,
the model was trained for 10,000 epochs in all the cases.

In the confusion matrix of Fig. 5 (a), the occurrence of an
earthquake is represented as 1 and non-occurrence as 0. From
the confusion matrix, the LSTM model can give 106 predic-
tions correctly of the 150 events. There were 33 cases, where
the model predicted events like earthquakes, but no earth-
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TABLE 1. The selected features by the feature selection algorithms from the 7,700 features.

Mutual Information Boruta

F-test

MF_armax_3_1_05_1_MA_1 (mfam)

FC_LocalSimple_lfit3_meanerr

propUnique (pru)

(flsim)
CO_CompareMinAMI_std1_2_80_max PP_Compare_spline24_kscn_relent AC_nl_1234567 (acn)
(ccmas) (peskr)
Median RM_ami_1 (rma)

WL _coeffs_db3_2_wb75m (wcdw)

CO_HistogramAMI_std1_5bin_ami3

(cohs)
MF_CompareTestSets_y_ar_best_uniform_25 SY_SlidingWindow_sampen_ent5_2
_01_1_acls_median (mcts) (sysw)

MF_StateSpace_n4sid_2_05_1_propbth
(mssnp)

ApEnl_01 (ape)

NL_crptool_fnn_10_2_mi_firstunder05 (ncfmf)

CO_AddNoise_ac_std1_10_linfit_mse

(canas)

PP_Compare_poly2_gaussl_kd_resAC1 (pcpg) SY_LocalDistributions_4_par_meandiv
(syld)

SP_Summaries_fft_numPromPeaks_2 (ssfnpp) SY_LocalDistributions_4_par_stddiv
(sldps)

CO_StickAngles_y_q10_n (csayq) SY_LocalDistributions_4_each_meandiv
(sldeme)

NW_VisibilityGraph_horiz_mink (nvghm) SY_LocalDistributions_4_each_mindiv
(sldemi)

PP_Compare_rav2_swss5_2 (pcrs) SY_LocalDistributions_4_each_stddiv
(sldesd)

SB_MotifThree_quantile_ccc (smtqc)

PH_Walker_prop_09_sw_distdiff (pwpsd)

IN_AutoMutuallnfoStats_diff _20_gaussian
_pmodeperiodmax (iamsd)

FC_LocalSimple_lfit3_meanerr (flsim)

DN_RemovePoints_absclose_01_remove_ac2rat
(drpara)

FC_LocalSimple_Ifittau_meanerr (flslam)

CO_Embed2_Basic_tau_parabdown05_1
(cebtp)

SB_MotifThree_quantile_bcac (smtgb)

SP_Summaries_pgram_hamm_fpolysat_r2
(ssph)

PP_Compare_polyl_kscn_relent (pcpkl)

AC_nl_24 (acnl)

PP_Compare_poly2_kscn_relent (pcpk2)

FC_LocalSimple_meantau_meanabserr (flmm)

PP_Compare_sin2_kscn_relent (pcsikr)

MF_StateSpace_n4sid_2_05_1_ftbth (mssns)

PP_Compare_spline24_kscn_relent (pcskr)

TABLE 2. Change in accuracy depending on the choice of learning rate.

Learning Rate  Achieved Accuracy

0.001 0.6434
0.01 0.7467
0.03 0.6934
0.05 0.6667

0.1 0.6467

quakes were observed. Of the tested samples 11 earthquakes
were not predicted by the model. The ROC curve in Fig. 5 (b)
shows that the model can classify both the earthquake and
non-earthquake events though the percentage is not really
high. The area under the ROC curve is 0.66, which indicates
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TABLE 3. Performance of LSTM model.

Metrics LSTM
TN 26
FP 33
FN 11
TP 80
Sn 0.8791
Sp 0.4407
Py 0.7027
P 0.7080
AUC 0.6599

that this model on average performs correctly for 66% of the
cases. Table 3 shows the detailed results for this model.

The sensitivity (Sy,), specificity (S,), positive predictive
value (P1), and negative predictive value (Pp) were calculated
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FIGURE 5. (a) Confusion matrix of the LSTM model. It correctly classified 80 out of 91 earthquake occurrences. It provided 33 false alarms in
earthquake occurrence prediction. (b) ROC curve of the proposed model. It provided an AUC of 0.660.
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FIGURE 6. Impact of attention mechanism in the case of training time
after adding with LSTM. Attention-LSTM required only 2.64s more time to
train than LSTM after 100 epochs which is very low compared to the
improvement of accuracy.

as well. The S,, of this model is 0.8791, which is high. This
indicates that the model works very well for positive samples.
On the other hand, the S, is 0.4407, which is very low indicat-
ing the false alarms. If the S, of the model can be improved,
a more suitable model can be obtained. The accuracy,
Py, and Py are around 70% mark. But since the false-negative
predictions are high, the area under the curve (AUC) param-
eter is low for this model.

For time-series data, instead of focusing on the last event,
the focus should be on the previous sequences as well.
This can be successfully achieved by the use of an atten-
tion mechanism, which creates a feature vector for each
output. With this mechanism, the proposed model’s perfor-
mance can be significantly improved, which is evident in the
performed experiments. The attention mechanism required
22.368 seconds, whereas the LSTM needed 19.728 seconds
to train for 100 epochs. Therefore, the overall training time for
the attention-based model was only 2 minutes and 24 seconds
greater than the LSTM model, which did not have an atten-
tion mechanism. This should not be a major concern in the
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TABLE 4. Performance of attention-based LSTM model.

Metrics  Attention-based LSTM
TN 33
FP 26
FN 12
TP 79
Sh 0.8681
Sp 0.5593
Py 0.7333
P 0.7524
AUC 0.7137

case of earthquake detection as the prediction is made for
the following month. Fig. 6 illustrates the comparison of
the required training time of the proposed attention-LSTM
model and an LSTM model without the attention mechanism.
The confusion matrix and the ROC curve of this model
have been illustrated in Fig. 7. The attention-based model
can rightly predict 112 samples out of the 150 samples.
This model’s false positive predictions have been reduced to
26 than the LSTM model (33). The false-negative prediction
has increased a bit. The ROC curve is better for this model,
which results in a better AUC score. For this model, AUC is
0.714, which is much better than the previous model.

Table 4 shows the detailed result for this model. Here,
the specificity of the model is higher than the LSTM model.
This means that this model will show a fewer amount of
false alarms than the LSTM model. The P; and Py value
for this model has increased. The accuracy for this model is
74.667%. Therefore, it can be said that this model is much
better performing than the previous model.

Next, the multi-domain features were used to train the
proposed attention-based architecture to justify the use of
seismic indicators as a feature for this region. The mutual
information algorithm selected the top 20 features from the
pool of 7,700 features. Then these features were used to train
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FIGURE 7. (a) Confusion matrix of the proposed attention-based model. It correctly classified 79 out of 91 earthquake events where it
provided 26 false alarms in earthquake occurrence prediction. (b) ROC curve of the proposed model. It provided an AUC of 0.714.
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FIGURE 8. (a) Confusion matrix of Narayanakumar’'s LM model. It correctly classified 54 out of 91 earthquake events.
(b) Confusion matrix of an LSTM model by Bhandarkar et al. It has better sensitivity but false alarm is too high.

(c) Confusion matrix of the proposed architecture by Aslam et al. It predicted 133 out of 150 events as eartquake which
contains a large number of false alarms. (d) Confusion matrix by the proposed model of Wang et al. It correctly

classified 57 out of 91 earthquake events.

and test using the proposed attention-LSTM architecture. The
accuracy of this model is 0.7067, but the problem with this
model is its biasness towards earthquake events. This model
predicted 148 out of 150 samples as an earthquake. This
means that in most cases, this model just produces a positive
prediction.
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Boruta feature selection technique selects the highly
related as well as loosely related features. Among the
7,700 features, a good number of features were expected to
be selected. However, only 2 features were selected by this
algorithm. Using these features, the proposed architecture
was trained and tested. This pipeline achieved 72% accuracy,
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TABLE 5. Performance of the proposed attention-LSTM model and
feature reduction techniques in earthquake occurrence prediction that
used interdisciplinary time-series features.

Metrics Mut. Info-Attn  Boruta- Attn  F-test-Attn
TN 2 10 8
FP 44 36 38
FN 0 6 6
TP 104 98 98
Sn 1 0.9423 0.9423
Sp 0.0434 0.2174 0.1739
Py 1 0.625 0.5714
P 0.7027 0.7313 0.7205
AUC 0.5217 0.5798 0.5581

where sensitivity and specificity were 0.9427 and 0.2173,
respectively. So, this pipeline predicted almost every event
as an earthquake but with high false alarms.

With F-test, the top 20 features were selected, with
whom the proposed attention-based model was trained. This
model achieved an accuracy of 70.67%. The sensitivity of
the model was 0.9423, which is very high and means that
the model performed very well for positive samples. On the
other hand, the specificity of this model was 0.1739. It is very
low and indicates lots of false alarms. The negative predictive
value is 0.5714, which also indicates that the model performs
poorly for non-earthquake events. Table 5 shows the detailed
results of the three feature selection technique-based models.

Several recent earthquake prediction models were
tested and compared with the proposed model using the
data of the study area. The proposed LM model by
Narayanakumar ef al. had only three layers. The hidden
layer had 12 neurons, which used tanh (tan sigmoid) as an
activation function. The confusion matrix for this model is
presented in Fig. 8 (a). From the confusion matrix, the model
can successfully predict 92 out of 150 samples, leading to an
accuracy of 61.87%. This model predicted 37 samples as non-
earthquake, though they were earthquake events. This means
that this model shows biasness towards negative samples.

Wang et al. 0525

Aslam et al. 05323

P 05189
Bhandarkar et al. 0.5133
0.5867
0.616
06133
0.7283
ATTENTION (Proposed) 0.7137
0.7467
0 0.1 0.2 0.3 04 05 0.6 0.7 0.8

= Average mUAR m Accuracy

FIGURE 9. Performance comparison of the proposed model with models
proposed by Wang et al.,, Aslam et al., Bhandarkar et al., and
Narayanakumar et al.The proposed architecture achieved better
performance in terms of accuracy and UAR than all the above mentioned
models in earthquake occurrence prediction.
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Bhandarkar et al. [49] proposed an architecture with two
LSTM layers having 40 neurons each and tanh activation
function. A dropout was also used between these layers, Ada-
grad optimizer with an initial learning rate of 7 was adopted
in this model. After training it for 10,000 epochs with the
data of the study area in consideration, this model achieved
58.67% accuracy, which is much lower than the proposed
architecture. This model also provided a large number of
false alarms. Fig. 8 (b) illustrates the confusion matrix of the
proposed model by Bhandarkar et al.

Aslam et al. [72] proposed an ANN-based architec-
ture, which consists of two fully connected layers having
50 neurons and sigmoid activation function. The model was
trained using an RMSprop optimizer. This model achieved
61.34% accuracy. But it almost predicted all the samples as
earthquake events. Fig. 8 (c) provides the confusion matrix of
this model. Wang et al. [45] proposed an architecture with one
LSTM layer and two dense layers with 256 and 64 neurons
in each. The model was trained with the same configuration
of the proposed model. It provided an accuracy of 54.67%,
which is lower than the proposed architecture. Fig. 8 (d) pro-
vides the confusion matrix of this model.

Fig. 9 shows a comparison of the proposed model with the
existing models. The proposed outperformed all the models
in the case of accuracy, UAR, and the average of S,, S,
Py, and P; in earthquake prediction of the selected region.
The second-best model in terms of these criteria was the
LM-based model by Narayanakumar et al.

In terms of accuracy, the proposed model is 13.34% bet-
ter than the LM model. The model proposed by Aslam et
al. also achieved same accuracy as the model proposed by
Narayanakumar et al. While on UAR, the proposed model
is nearly 10% better. This is a very significant performance
difference. The average of S, S), Py, and P; is 0.616 for
the LM model, which is 11.23% less than the proposed one.
Therefore, this can be said that the attention-based LSTM
model is much better performing than their model.

Fig. 10 shows the comparison of the proposed seismic
indicators-based attention model with multi-domain feature-
based models and the initial LSTM model in terms of accu-
racy, UAR, and the average of S, Sp, Po, and Py, where
the proposed model performed best. In terms of accuracy,
the attention model with Boruta feature selection achieved
72% accuracy. The proposed model obtained an accuracy
of 74.67%, which is 2.67% better than the closest performing
model. The UAR is an average of S, and S,. For the proposed
model, UAR is 0.7137, which is 5.38% better than the LSTM
without attention. The mutual information-based model has
an average performance of 0.6865, which is 4.18% lower than
the proposed model.

The performance of ML classifiers were also evaluated for
earthquake prediction in the Bangladesh region. In Fig. 11,
the proposed model was compared with ML-based earth-
quake prediction models. It is observed that among the ML
algorithms, the proposed model stands out as well. Of the
ML algorithms, the RF algorithm shows the best performance
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FIGURE 10. Comparison of the proposed earthquake prediction model with the LSTM model and the
multi-domain feature models. The proposed model with 8 seismic indicators achieved better accuracy,
sensitivity, and specificity than other architectures in earthquake occurrence prediction.
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FIGURE 11. Comparison of the proposed models with the ML-based
models. RF classifier achieved the best performance among the ML

classifiers but could not perform better than the proposed model in
earthquake occurrence prediction.

but falls way behind the proposed model in terms of all the
metrics. The LR classifier performs the worst for earthquake
occurrence prediction. The accuracy of the proposed model is
14% better than the second-best model, while the UAR of the
proposed model is 10.14% better. The average is also 11.39%
better. This means that the proposed model outperforms the
ML classifiers.

From the comparison with the different feature selection
techniques, it can be concluded that the selected feature set
in the proposed model is the best performing set. Now from
the comparison with the ML-classifiers and the recently pro-
posed earthquake models, it is evident that for this region,
the attention-based LSTM model is the best performing
classifier.

B. RESULTS OF EARTHQUAKE LOCATION PREDICTION

The earthquake location prediction process is a distance pre-
diction from the center of Dhaka city for this paper. The longi-
tude and latitude of the highest earthquake of a month are used
to calculate the distance. Usually, the impact of an earthquake
is similar for several hundred kilometers. Since Dhaka is the
capital of Bangladesh and most of the important infrastruc-
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tures are situated in this city, the distance calculation from this
city seemed realistic. MSE and RMSE were used for calcu-
lating the performance of this model. The location prediction
model is not attention-based as it does not improve the per-
formance of the LSTM architecture. Therefore, the attention
layer was dropped as it adds complexity to the model. The
regression model was trained for 10,000 epochs and tested
with a separate 150 samples. Fig. 12 shows the predicted
and the actual locations of the earthquakes. Here, it is seen
that the actual location is represented using a blue line and
the predicted location is predicted using an orange line. It is
evident that when the samples are near Dhaka city, the model
can predict them well as they match the expected line. But
when the distance is very far from the center of the city,
the model seems to produce fewer convincing results. For this
model, the MSE is 1.5579 and RMSE is 1.24818. The values
of these parameters are convincing for earthquake location
prediction.

output
o

L

—— expected
—— prediction

0 20 40 60 80 100 120 140

FIGURE 12. Analysis of location prediction result. The predicted location
is almost in line with the expected location. However, the proposed
architecture failed to predict the location of a seismic event in the case of

outliers.

Here, in the green box, the expected and the predicted
distance are almost the same. Therefore, it can be said that in
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these positions, the distance prediction is perfect. However,
in the red boxed areas, peaks can be seen in the distances.
These peaks are rare events and very difficult to predict.
These peaks are usually considered outliers in the model.
But the proposed model can predict some of the peaks.
Another significance of this phenomenon is that when the
distance is very far away from the center, the model cannot
perform well. But the earthquakes which are far from the city
are not very important as the earthquake energy declines with
distance. Therefore, the proposed model can be used for the
location prediction purpose as well.

V. CONCLUSION

The earth is blessed with lots of gifts, which makes life possi-
ble to exist. However, natural calamities tear apart the human
civilization in a glimpse of an eye. Lots of empires have
vanished in destructive natural events. Earthquake is such an
event, which can not only demolish infrastructures but also be
the cause of millions of deaths. The study area of this paper
has faced major earthquakes in the past and has a great chance
of witnessing a major one in the near future. The problem
with an earthquake is that these events do not show any
signs before the occurrence. Precursors are not determined
by earthquake researchers. Therefore, a prediction process for
earthquakes has become a need of great interest.

Here, historical data of earthquakes in Bangladesh was
collected, which can be represented as time-series. Review-
ing researches for time-series analysis, it was found that
among the existing algorithms, LSTM is a great tool for
this purpose. But it faces difficulties in working with long
sequences. Therefore, the attention mechanism was appended
with the LSTM model that provided the best-found result
(74.67% accuracy) in occurrence prediction using 8 seismic
indicators. Several ML algorithms were tested in this regard.
The proposed model provided significantly better perfor-
mance than these architectures.

The inter-disciplinary features were explored for improve-
ment from the seismic indicator’s feature set, but no promis-
ing improvements were found. The earthquake location was
also being predicted with a very good RMSE (1.5579) using
LSTM and dense layers. The goal of this research was to build
a complete earthquake prediction system and find the best
possible set of features for this purpose. The proposed mod-
els showed good results for the study region, but improve-
ment in accuracy can make the model more suitable. This
model predicts the earthquake of the following month, but
the exact time of occurrence is not provided. In the future,
through adopting these improvements, earthquake prediction
researches can be accelerated.

APPENDIX

Here, the prediction of the earthquake events are presented
by the proposed model from the year 2015 to February 2019.
The date, place, and magnitude along with the prediction are
added. Table 6 shows the predictions.
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TABLE 6. Performance of the proposed model in the case of latest
earthquake events occurred in the study region.

Date Place M P A C
24/1/2015  99km SE of Phek, India 4.7 1 1 1
12/2/2015  45km SE of Churachandpur, India 4.8 1 1 1
17/3/2015  72km ESE of Wangjing, India 43 1 0 0
27/4/2015 13km ESE of Ilam, Nepal 5.1 1 1 1
25/5/2015  46km SSE of Saiha, India 4.5 1 0 0
28/6/2015 19km N of Basugaon, India 5.1 1 1 1

4/712015 128km SE of Phek, India 44 1 0 0
12/8/2015  80km E of Yairipok, India 4.5 0 0 1
17/9/2015  61km E of Yairipok, India 4.7 1 1 1
22/9/2015 75km S of Mawlaik, Burma 4.7 1 1 1

29/10/2015 11km W of Hailakandi, India 4.8 1 1 1

25/11/2015  30km SE of Tezpur, India 4.7 1 1 1

23/12/2015  36km NE of Hojai, India 43 1 0 0

3/1/2016 ~ 30km W of Imphal, India 6.7 1 1 1
16/2/2016  31km W of Silapathar, India 4.7 1 1 1

7/3/2016 24km ENE of Chauk, Burma 4.6 1 0 0
13/4/2016 75km SE of Mawlaik, Burma 6.9 1 1 1
12/5/2016  40km SE of Kakching, India 4.8 0 1 0
27/6/2016  24km NE of Raojan, Bangladesh 4.7 1 1 1
27/7/12016 58km WNW of Pakokku, Burma 4.9 1 1 1
24/8/2016 26km W of Chauk, Burma 6.8 1 1 1
17/9/2016 14km SSW of Kakching, India 43 0 0 1

26/10/2016  83km SSE of Mawlaik, Burma 4.9 0 1 0

15/11/2016  24km S of Karimganj, India 4.6 0 0 1
8/12/2016 51km ESE of Mawlaik, Burma 4.6 0 0 1

3/1/2017 20km ENE of Ambasa, India 5.7 1 1 1
24/2/2017 37km SSW of Churachandpur, India 5 1 1 1
4/3/2017  55km SSE of Phek, India 5.1 0 1 0
18/4/2017  4km NW of Chhatak, Bangladesh 4.5 0 0 1
6/5/2017 54km NW of Mawlaik, Burma 4.3 0 0 1
9/6/2017  74km SE of Phek, India 4.6 0 0 1
18/6/2017  4km W of Thoubal, India 4.6 0 0 1
20/6/2017  65km S of Mawlaik, Burma 4.6 0 0 1
2/7/2017  72km ESE of Yairipok, India 4.9 1 1 1
2/8/2017  4km WSW of Churachandpur, India 5.1 1 1 1
15/9/2017 35km W of Prome, Burma 4.8 1 1 1
2/10/2017  59km WNW of Pakokku, Burma 4.6 1 0 0
8/11/2017  28km N of Agartala, India 4.9 0 1 0
28/12/2017  75km W of Monywa, Burma 5 1 1 1
7/1/2018  85km E of Yairipok, India 5.6 1 1 1
14/2/2018 11km SE of Prome, Burma 4.7 1 1 1
15/3/2018 14km NW of Churachandpur, India 4.5 1 0 0
24/4/2018  77km SSE of Mawlaik, Burma 5.1 1 1 1
11/6/2018 18km NE of Raha, India 4.9 1 1 1
13/7/2018 43km WNW of Prome, Burma 4.7 1 1 1
16/8/2018 52km NE of Mawlaik, Burma 49 1 1 1
12/9/2018 6km NE of Sapatgram, India 53 1 1 1

10/11/2018  48km SW of Churachandpur, India 52 1 1 1

27/12/2018 31km SSE of Mawlaik, Burma 5 1 1 1
27/1/2019  28km ENE of Yairipok, India 4.7 1 1 1
17/2/2019 14km WSW of Saiha, India 4.8 1 1 1

Legend— M: Magnitude, P: Predicted, A: Actual, C: Correct.

The tremors with magnitude 4.7 or greater were consid-
ered as earthquakes. There are 51 events between 2015 and
February 2019, where 40 out of the 51 events were predicted
correctly by the proposed model. That means that the model
is more than 78% accurate in this time span. The place of the
epicenter of the earthquakes are also presented in the table.
This table suggests that the proposed earthquake prediction
model can be used for the coming earthquakes.
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