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Abstract: This review describes the subjective experience of visual aura in migraine, outlines1

theoretical models of this phenomenon, and explores how these may be linked to neurochemical,2

electrophysiological and psychophysical differences in sensory processing that have been reported in3

migraine with aura. Reaction-diffusion models have been used to model the hallucinations thought4

to arise from cortical spreading depolarisation and depression in migraine aura. One aim of this5

review is to make the underlying principles of these models accessible to a general readership.6

Cortical spreading depolarisation and depression in these models depends on the balance of the7

diffusion rate between excitation and inhibition, and the occurrence of a large spike in activity to8

initiate spontaneous pattern formation. We review experimental evidence, including recordings9

of brain activity made during the aura and attack phase, self-reported triggers of migraine, and10

psychophysical studies of visual processing in migraine with aura, and how these might relate to11

mechanisms of excitability that make some people susceptible to aura. Increased cortical excitability,12

increased neural noise, and fluctuations in oscillatory activity across the migraine cycle are all13

factors likely to contribute to the occurrence of migraine aura. There remain many outstanding14

questions relating to the current limitations of both models and experimental evidence. Nevertheless,15

reaction-diffusion models, by providing an integrative theoretical framework, support the generation16

of testable experimental hypotheses to guide future research.17
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1. Introduction19

Migraine is a debilitating disorder yet there is little cross-discipline consensus as to its cause.20

Migraine is heterogeneous, consisting of several subtypes, the most common of which is migraine21

without aura (MO). However, of interest in the current review are those reporting migraine with aura22

(MA). These individuals fulfil the International Headache Society diagnostic criteria for migraine, but23

additionally experience hallucinations around the time of the onset of the headache. The majority24

of those with MA do not experience the hallucinations on every attack - 79% of those with MA also25

experience attacks without aura [1]. Migraine aura is thought to be linked to a spreading wave of26

hyper-excitation (spreading depolarisation) across the brain’s surface followed by a period of reduced27

blood-flow (hypoperfusion) and suppressed neural activity (spreading depression) [2]. It is important28

to note that the wave of increased activity corresponds to the spreading depolarisation, while the29

suppressed neural activity corresponds to the spreading depression. Interestingly, the phenomenology30
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of cortical spreading depolarisation and cortical spreading depression provides an insight into the31

probable mechanisms underlying migraine aura.32

This review sets out to match models of migraine aura and the empirical evidence. However,33

linking the theoretical models of cortical spreading depolarisation and subsequent depression34

to experimental evidence in humans is challenging. Firstly, it is difficult to obtain direct35

electrophysiological recordings in humans during an attack due to their fleeting, unpredictable nature.36

Secondly, in order to model activity directly in humans, extremely invasive procedures would be37

required in order to capture the activity at the level of cortical columns and ion channels required by38

the model parameters.It is however possible to extrapolate from animal models to humans, although39

there are some important limitations that need to be born in mind. For example, along with the40

differences between human and animal brains, electrophysiological recordings in humans are on a41

much less fine scale than those obtained from animals. Furthermore, while fMRI techniques record42

BOLD response, that are indicative of, but not a direct measure of electrical activity in the cortex, it43

may be possible to relate these to the scale of electrophysiological recordings in humans. Finally, the44

evidence and knowledge about migraine triggers and behavioural performance may provide some45

insight into the level of excitation and inhibition in the brain. Although this may be on a different46

level of abstraction to the level of neurotransmitters, this could still be related to the parameters of47

model that seek to provide an understanding of migraine aura. While it is currently not possible to48

draw definitive conclusions, by combining the weight of evidence for what is known about migraine49

aura phenomenology, triggers and electrophysiological evidence, in this review we seek to draw links50

between theoretical models of migraine aura and the precise physiological mechanisms to which these51

models correspond. Effective theoretical models could be used to help combine diverse experimental52

findings from reported phenomenology, electrophysiology, and behavioural performance, and thus53

better understand migraine aura. However, the multi-disciplinary nature of the study of migraine54

means that many models are not accessible to those working in particular domains. The advantage of55

using these particular models is the flexibility to include abstract elements that mirror the attributes of56

physical features. These layers of abstraction can, for example be on the level of neurotransmitters or57

on the level of oscillatory activity related to measured EEG activity. This means that the right level of58

abstraction can lead to testable hypotheses to better demonstrate the mechanisms in migraine aura.59

The aims of this review are to (i) provide an accessible introduction to these models and60

demonstrate how they can test hypotheses related to migraine (ii) to connect how the experimental61

evidence may support them in the case of migraine and (iii) to highlight the benefits of using these62

flexible models to obtain insights into the mechanisms of migraine and migraine-aura.63

1.1. Phenomenology of hallucinations and visual aura64

A hallucination is said to occur when an observer perceives a sensory event in the absence of an65

external stimulus [3]. Migraine aura is a hallucinatory experience that can occur in any modality. At66

least 57% of people with migraine aura are thought to experience this visually, [4], and this may be as67

much as 98% [5].68

Migraine aura consists of hallucinatory experiences that tend to appear shortly before the onset of69

the headache itself, the aura symptoms preceding headache onset on average by around 10 minutes70

[1] (see Figure 1). The duration of the migraine aura is variable, lasting between 5 minutes and 171

hour typically [6], the average duration being around half an hour [1]. However, there is also the72

phenomenon of prolonged migraine aura, which can last over one hour to several days [7]. Hemiplegic73

migraine aura, which involves weakness of the body, tends to last for longer than one hour [6]. There74

have been several studies documenting the quality of migraine aura hallucinations, although it must75

be noted that these vary considerably between individuals [8]. Aura hallucinations are sometimes76

unilateral, sometimes bilateral; sometimes on the same side as the headache, and sometimes not [8].77

The most common symptoms of visual migraine aura are the positive symptoms of flashes of light,78

“foggy” vision, zig-zag lines, flickering lights, and the negative symptom of a scotoma, a temporary79
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Figure 1. Time course of the stages of migraine

blindness in an area of the visual field) [9]. One of the most typical hallucinations is the “teichopsia”, or80

“fortification spectrum” which is best described as a “zig-zag” pattern [10]. Illustrations of fortification81

spectra have been documented by a range of authors e.g. [11–13] and they are an important tool in82

discriminating migraine from other disorders. Finally, while there are also more complex hallucinations83

such as the perception of people and objects, these tend to be idiosyncratic and less common than84

zig-zags patterns, lines, flashing lights and scintillating scotoma [8,9], and are not considered in the85

current review.86

The individual elements of hallucinations can help discriminate migraine aura from other87

disorders, such as the typically reported coloured discs in occipital epilepsy [14,15] or the shorter88

duration of hallucinations in visual epilepsy that occur without precipitating triggers [16]. Isolated89

attributes of the hallucination alone are not however a reliable means for an accurate differentiation90

between migraine and other disorders, which requires that the entire set of hallucinations and the91

duration of their effects are taken into account [17], alongside the other defining characteristics of92

migraine.93

The phenomenological qualities of visual hallucinations have been used to generate theoretical94

models of the mechanisms of, for example, occipital epilepsy [14,15], Basilar Artery Migraine95

(BAM) aura [18], drug-induced hallucinations [19] and hypnagogic hallucinations [20,21]. Thus,96

understanding how the specific qualities of the migraine aura correlate with physiological measures in97

the brain may give insights into the reasons why these symptoms occur, and thus provide insights into98

regarding the nature of migraine itself.99

The aura can start in either central or peripheral vision [8,22]. One case study reported on an100

individual [23] who had recorded their migraine aura for many years. This revealed that their aura101

predominantly started in the central visual field, but on occasion started in the periphery. Whilst the102

aura was on one side, it could start in either hemifield. Migraine aura is restricted to one or the other103

visual hemifield in many people, although it can also be bilateral [8]. fMRI evidence has shown that104

migraine aura stops at certain boundaries, corresponding to the sulci [24,25].105

1.2. Cortical spreading depression as the proposed physiological correlate of aura106

Cortical spreading depolarisation and subsequent depression is proposed to be the neurobiological107

mechanism responsible for migraine aura. Cortical spreading depolarisation is characterised by a108

massive self-propagating wave of neural activity, informally called a “brain tsunami” [26], which109

is followed by a period of suppression of both spontaneous and evoked activity (depression) which110

propagates over the cortex. The initial wave of depolarisation can be many times the amplitude of111

normal spontaneous activity (shown in Figure 2a) and travels slowly at a rate of 2-5mm per minute for112

15 seconds or longer [27]. After this initial wave, there is a sustained hyperpolarisation of neurons, and113

a reversal of the membrane polarity [28], which inhibits the generation of synaptic potentials. During114

this period of silence (suppressed spontaneous activity and reduced excitability), the cortical spreading115



Version May 24, 2021 submitted to Vision 4 of 38

depression propagates with the depolarisation wave. Recovery can take 5-10 minutes for spontaneous116

activity to begin to reemerge [29], but up to an hour [22] to return to normal levels. In contrast, evoked117

activity (e.g. as a response from a stimulus) takes longer, around 15 to 30 minutes, to recover [30,31].118

The spatial and temporal features of the migraine aura have been shown to closely resemble119

those of cortical spreading depression [13,29]. The positive and negative hallucinations experienced in120

migraine aura are thought to be the result of cortical spreading depolarisation and depression [32],121

respectively. Specifically, the zig-zag patterns are thought to be due to the travelling wavefront of122

excitatory depolarisation , while the scotoma are thought to be the result of the subsequent depression123

of activity [32,33].124

One of the earliest discoveries of cortical spreading depression was by Leao [30], who identified a125

reduction of the spontaneous activity after applying electrical stimulation to the rabbit, pigeon and126

cat cortices [30,34]. However, obtaining electrophysiological recordings for spreading depression in127

humans requires subdural electrodes which are usually only used after a traumatic brain injury (e.g.128

[35]. Owing to the difficulties and expense in obtaining human data, direct evidence of spreading129

depression has not yet been demonstrated during a migraine aura [28,36]. To date non-invasive scalp130

based EEG recordings have not captured evidence of spreading depolarisation [34,37], as the spatial131

resolution of EEG is not sensitive enough to detect the phenomenon. Evidence of spreading depression132

from animal studies has been used to model migraine aura in humans, allowing for closer examination133

of the mechanisms of altered cortical and subcortical excitation and inhibition [38]. The most common134

elementary hallucinations of migraine aura have been a starting point for mathematical modelling.135

Figure 2. To visualise the electrical activity found in cortical spreading depression we present an
excerpt from Dreier et al. [27](Figure 3: reproduced under the terms of a Creative Commons Attribution
Non-Commercial License) of an intracranial recording of spreading depolarisation and spreading
depression that was recorded in a terminal patient prior to a stroke. (a) DC/AC activity showing the
characteristically large depolarisation spreading across a period of an hour (b) AC activity illustrating
the depression of spontaneous activity caused by the large depolarisation.

2. Models of Cortical Spreading Depression136

There have been several attempts to model cortical spreading depolarisation and the137

accompanying hallucinations in general terms (not necessarily specifically for migraine), for a review138

see Billock and Tsou [39]. It is important to note that many authors use the term "spreading depression"139

and "spreading depolarisation" interchangeably (e.g. [40]), as one is considered to follow the other [41].140

In animal models reporting recording of the spreading depression, the authors acknowledge that the141

silent period follows a wavefront of strong activity [42]. Some authors explicitly acknowledge that142
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Figure 3. Cortical spreading depolarisation and depression in migraine. Spreading depression and the
migraine scotoma start simultaneously with the onset of the negative potential shift of the deplorisation
(brain tsunami).

the zig-zag patterns and other hallucinations are likely to be the result of the depolarisation wave,143

whereas if models are aiming to show the spread of the scotoma then this is likely to be depression that144

is of interest [33]. These dynamic models of neural networks are based on reaction-diffusion equations145

such as the Wilson-Conwan equation [43,44]. These models capture many of the important properties146

of the migraine aura. Firstly, they model both the positive phenomena, such as they appearance of147

zig-zag patterns, and the negative phenomenon of the scotoma, as waves of excitation and suppression148

respectively. Secondly, they model the propagation of these waves across the visual field. Finally, they149

are also able to account for the fine-scale spatial structure of the zig-zag patterns. In this section, we150

outline reaction-diffusion models in general terms, and how these have been used as models of cortical151

dynamics of the visual brain. We then review their role in explaining the hallucinatory experience of152

migraine aura, and the factors that make networks of neurons more susceptible to hallucination in153

migraine with aura.154

2.1. Reaction-diffusion models155

Introduced by Turing [45], reaction-diffusion models take a theoretical approach to explaining156

behaviour and pattern formation [46] in biological, geological and ecological phenomena.157

For example, one of the more straightforward models, the Gray-Scott equation [47], has been158

used to model pattern formation. This example includes two antagonist reagents, A and B, in a159

predator-prey-like relationship, modelled by a pair of linked differential equations. Here, two units of160

B could for example convert one unit of A into another unit B (the "reaction"), to model B consuming161

A. When the levels of A drop, through consumption, then so will the levels of B.162

In addition to this reaction component of the model, both reagents A and B spread out from areas163

of high to low concentration ("diffusion"). Importantly, these diffusion processes occur at their own164

independent diffusion gradients, determined by a 2-dimensional Laplacian function. This function165

represents the spatial spread of the reagents A and B, from areas of high to low concentration. Examples166
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Figure 4. (a) The initial conditions of the activator component of the feed/kill rate model. Most of
the area is zero, and there is a central peak seeded at 1, assumed to be due to random fluctuation.
(b) The end point of the feed/kill rate model (5000 simulated seconds, with 4 iterations per second).
The diffusion rate of the inhibitor (1) is double that of the activator (0.5). (c) The end point of the
feed/kill rate model (5000 simulated seconds, with 4 iterations per second), when the diffusion rate of
the inhibitor (1) is equal that of the activator (1).

Figure 5. (a) Laplacian function for the initial condition of the activator, showing the direction and rate
of the diffusion gradients. (b) Laplacian function for the activator at the end time point, showing the
direction and rate of the diffusion gradients.

of the Laplacian can be seen in Figure 5. An implementation of this kind of reaction-diffusion model167

can be found at: [48]. Critically for the presence of self-emerging patterns, the diffusion rate of the168

inhibitor (A in this case) needs to be sufficiently large compared to the activator (B in this case). If this169

condition is met, patterns can be formed (Figure 4(b)). By contrast, the output of the model with equal170

diffusion rates of the activator and the inhibitor can be seen in Figure 4(c). In this model, there is no171

periodic pattern formation. The initial conditions of the activator can be seen in Figure 4(a).172

Reaction-diffusion models include additional parameters, dependent on the specific model. In the173

Grey-Scott model there are additional parameters for a "feed rate" for the introduction of the inhibitor174

A into the system, and a "kill rate" for the disappearance of the activator B out of the system. In175

the simpler versions of reaction-diffusion equations, these are constants. However, in more complex176

reaction-diffusion equations these may be non-linear functions with multiple components. This tends177

to be the case in the reaction-diffusion systems representing brain activity, which have been used178

to model migraine aura. An excellent explanation is given in the work of Kondo and Miura [46],179

summarised here to illustrate how patterns can form and propagate through a network of this type.180

The activator increases the levels of both the activator as well as the inhibitor in the short-range, while181

the inhibitor reduces the level of the activator in the long-range (see Figure 6). Again it is important182

that the diffusion rate of the inhibitor B is sufficiently large in comparison to A in order for patterns to183

occur. An implementation of a model of this type, based on work by Gierer and Meinhardt [49], can be184

seen in Figure 7. In a particular area of the network, there is a random fluctuation resulting in slightly185

raised levels of the activator A (Figure 7(a)), which creates a feedback loop further increasing the levels186
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Figure 6. Figure on Activator (E) and Inhibitor (I) reagent levels. The activator E can increase levels of
both itself and the inhibitor I, over the short range. The inhibitor reduces the levels of the activator
over the long range.

of the activation in the area. The levels of the activator thus overshoot the original values. The levels187

of the inhibitor increase in response to this activation, Figure 7(b), and reduce elsewhere through a188

process of diffusion and decay over time. The shape of the peak of inhibition is slightly lower at the189

edges, and the levels of the activator are reduce more in the centre compared to the edges of the area,190

resulting in the shape with a dip in the centre compared to the surround Figure 7(c). The activator191

enhances its own levels again, as these are higher in the edges this leads to a more pronounced dip in192

the centre Figure 7(d). The levels of the inhibitor are also enhanced in the edges compared to the centre.193

As the levels of the activator are higher in the centre compared to the surround, this shape is replicated194

by the inhibitor, Figure 7(e), creating two peaks in both reagents with a dip in the centre. This relative195

release from inhibition in the centre compared to the surround allows the activator to increase again in196

the central region, and thus the cycle begins again and periodic patterns begin to form Figure 7(f). The197

spatial constraints (Laplacian) and the diffusion rates are key to the pattern formation. If the diffusion198

gradients are equal, then the patterns will not occur. Additionally, the model depends on an initial199

random fluctuation to begin the self-emerging pattern formation.200

2.2. Reaction-diffusion models and the brain201

In the case of the models relevant to the processes of the brain in migraine aura, the activator202

and the inhibitor represent the levels of excitation and inhibition at specific locations in a network of203

neurons, and the diffusion rates determine the overall speed of propagation of the travelling wave204

throughout this network. While these models can be defined on a relatively abstract level, their205

components have been linked directly to populations of neurons and their interactions. For example,206

Zhaoping and Li [50] has used a reaction-diffusion based model, called the V1 saliency hypothesis,207

to replicate human performance on visual search reaction times and performance on figure/ground208

segregation tasks. The V1 saliency hypothesis is based on a leaky integrate-and-fire model, a relatively209

common model of neuronal spiking. Zhaoping and Li [50] explicitly defines the units as coupled210

excitatory pyramidal cells and inhibitory interneurons, and discusses the importance of ensuring that211

self-organising patterns of spontaneous activity, giving rise to hallucinatory perceptual experiences,212

do not occur.213

One of the earliest models of the occurrence of hallucinations [21] used a pair of differential214

equations to represent excitation and inhibition, as a function of location in the cortex. Excitatory215

model units increase activity for both local excitatory and inhibitory units, and inhibitory units can216

reduce the activity of local excitatory and inhibitory units. The influence of each unit on the local217

activity is represented by a Gaussian weight to represent spatial interactions between cells [21]. The218

patterns emerge due to the organisation of the network of excitatory and inhibitory units. Tass219
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Figure 7. The reaction-diffusion model output for the initial conditions and the first few arbitrary
simulated time stages. In this model, the diffusion rate of the inhibitor is twice that of the activator.
a: shows the initial conditions of the system, the inhibitor is set to 1. The activator is initiated to zero,
seeded with an area ("spike") of activity due to random fluctuation. In this spike, the activator is set to
1. b: The activator spike has enhanced the inhibitor in that area, and so the inhibitor levels increase to
greater than 1 (overshoot) in the region of the activator spike. The inhibitor in other areas has reduced,
due to the decay rate. The inhibitor increase is slightly wider than the activator due to the different
diffusion rates. c: The effects of inhibition can be seen, as the level of the activator reduces. b: Inhibitor
levels have fallen as there is less of the activator. The activator enhances both itself and the inhibitor,
and so at a certain point the levels of activator are low enough that the levels of inhibitor also drop.
As the inhibitor has a faster diffusion rate than the activator, this means that the drop is faster for the
inhibitor. As the inhibitor has reduced, the activator levels begin to rise again in response to the reduced
inhibitor levels - note the edges of the peak, where the reduction in inhibitor is more pronounced and
so the increase in activator is beginning to take shape. E: the activator levels have risen in response
to the reduced inhibitor levels, and this is more pronounced at the edges. Inhibitor levels start to rise
again in response. F: levels of inhibitor rise again, completing the cycle, this time spatially extended
from the original spike location. This continues to create a periodic pattern, under the right conditions.
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[51]expanded the model to include a control parameter to allow for state switching, for example, to go220

from below hallucination threshold to hallucinating.221

These models are based on the physiology of the cortex, and the rate of spread of the hallucinations222

[39], but they are a general model of hallucinations, not specific to the typical hallucinations of migraine.223

The earliest models of spreading depolarisation in migraine aura actually modelled the extracellular224

K+ levels (see [40] for a review), which might be considered to be related to cortical excitability. A later225

model by Reggia and Montgomery [52] included an inhibitor term, and this was able to capture the226

zig-zag pattern at the spreading depolarisation wavefront.227

Later work by Dahlem et al., Dahlem and Chronicle [53,54] was aimed at modelling the228

hallucinations specific to migraine. This model was initially based on the assumption that the cortex229

is "weakly" excitable, meaning that the excitability levels must be within a certain range relative to230

threshold to trigger the attack, not much higher (otherwise there will be constant attacks) or much231

lower, (in which case attacks will never trigger) [55]. This susceptibility term is represented in the232

non-linear function specifying the reaction rate of the inhibitor, defined in [41].233

The models aim to replicate the mechanisms of the hallucinations, and they have captured some234

aspects that relate to the perceptual experience. The models incorporate threshold excitability levels to235

capture the switching of state of behaviour (bifurcation) from not having an attack to triggering the236

attack, as in the work introduced by [51]. General models of hallucinations have been able to recreate237

reported patterns, including spirals and concentric circles [21]. Tass [51] later developed a version238

able to capture dynamic hallucinations as well (e.g. "blinking rolls") [51]. Terms are also included239

to represent the propagation boundary conditions, to capture the behaviour of the travelling wave240

of excitation itself, whether this collapses in on itself or continues through the cortex. In the case241

of migraine, Dahlem and Hadjikhani [41] successfully replicated the scotoma, and the speed of its242

propagation over the cortex matched the hallucination expansion.243

The activity modelled by reaction-diffusion models depends on the excitatory and inhibitory244

connections between nodes in the network, which depend on their spatial relationship. Since early245

visual areas in the cortex are retinotopically mapped, there is a strong connection between the relative246

spatial positions of neurons, and the locations in the visual fields that they represent. There will247

thus be a similar correspondence between the spatial properties of the reaction-diffusion models,248

defined by the physical locations of units relative to one another, and spatial position in the image. It249

is this correspondence that allows the models to capture the spatio-temporal properties of the aura250

experience.251

Excitatory and inhibitory connections between units in models of the visual cortex also depend252

on features beyond the simple location of receptive fields, however. For example, connections that253

depend on both the location and orientation of features are central to association field models of254

contour integration [56], and models of visual saliency [50]. This encoding of orientation as well as255

position is built into the fine-structure of the mapping of properties across the visual cortex, in which256

clusters of cells encoding similar orientations (orientation columns) form a characteristic ’pinwheel’257

pattern of variation in preferred orientation [57]. This regular organisation of the primary visual258

cortex for both position and orientation has been used to provide an explanation of the zig-zag259

appearance of the aura created by the propagation of the wave of depolarisation Dahlem and Chronicle260

[54]. This model includes a parameter called the “pinwheel spacing term” to quantify the spacing261

between orientation columns. By including this fine-scale architecture of the primary visual cortex,262

and taken into account the orientation tuning of neurons, this model provides a more detailed account263

of the quality of aura. This is important as it provides a link between the migraine experience, the264

known dependence of excitatory and inhibitory connections on both location and orientation, and the265

biological implementation of these functional connections in their spatial mapping in the visual cortex.266

This model was able to recreate the zig-zag patterns of the fortification spectra at the leading edge267

of the scotoma, which is a hallucination specific to migraine. They were also able to recreate the reports268

that migraine aura tends not to engulf the entire cortex, but extends as far as the periphery and then269
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disappears [41]. This is because of the folding of the gyri in the brain. When the brain is convex, the270

travelling wave will accelerate. When the structure is concave, the travelling wave will decelerate. By271

considering the folded structure of the human brain, rather than thinking of the space as homogenous272

or flat, this aspect can be captured effectively.273

While it may seem unintuitive to link abstract levels and the units of excitatory and inhibitory274

connections, these models were designed to capture pattern formation in various natural forms. Their275

strength lies in their ability to abstract the essential components of the network dynamics without276

needing to know the exact underlying mechanisms [46].277

2.3. What do models account for278

Reaction-diffusion based models used to model visual hallucinations are different from simple279

feedforward convolution-type models of visual processing (e.g. [58,59]), as they do not all rely on an280

explicit image-forming stimulus input in the same way. Rather, they self-generate patterns of activity281

that correspond to visual hallucinations. The patterns emerge from the initial conditions and the282

properties of the network parameters, importantly the ratio of diffusion rates between the activator283

and the inhibitor. This makes them useful in understanding the hallucinations of migraine aura, as in284

many cases there is no apparent reliable external trigger, but the aura is elicited when certain internal285

thresholds are reached.286

The spatial mapping of the models is able to create a travelling wavefront that matches the287

speed of the progression of hallucinations across the visual field [53]. More recent models [41]288

have included complex susceptibility terms to recreate both the trigger threshold for the spreading289

depolarisation and subsequent depression, but also the reason for the hallucination stopping in the290

periphery. Some models explicitly define lateral interactions (coupling) between units [60], whereas291

others use Laplacian functions to model these spatial aspects [61]. The Laplacian has been suggested292

to relate to the connectivity of the brain, which has been able to predict the spatial patterns and the293

natural frequencies of the oscillatory behaviour [61]. This is a relatively computationally efficient way294

of being able to model the connectivity for large areas of the brain. Connectivity is something that can295

be estimated from electrophysiological recordings, which will be discussed later in the review Section 3.296

Reaction-diffusion models have been applied to migraine aura and visual processing more297

generally in various ways. Some models do include a specific input stimulus, which can recreate298

the oscillatory response and resulting pattern formation from repetitive inputs [60], which may be299

helpful in relating to neural oscillations measured at the scalp. This will be discussed in more detail300

in Section 5. It is also possible to relate the behaviour of certain reaction-diffusion models to human301

performance on a visual task [62]. Orientation discrimination performance has been modelled using302

integrate-and-fire models [63]. Integrate-and-fire models can be considered a simplification of the303

Hodgkin-Huxley model, which is a model based on a set of reaction-diffusion equations. Seriès et al.304

[63] explicitly defined coupling between units, and defined the spatial distribution using a wavelet305

function. Orientation tuning sharpening was effectively recreated by this model. The relationship of306

models to behavioural performance will be discussed in more detail Section 6.307

There are multiple different models of migraine aura, as well as reaction-diffusion models for308

modelling visual task performance. The difference between those modelling aura and those modelling309

performance tends to be the input. The former aim to recreate the self-emergent patterns arising from310

the network properties themselves, the latter focus on accounting for the response of a complex system311

to a particular stimulus. In order to initiate the self-emerging properties, stochastic (noisy) processes312

are needed to "seed" the initial reaction. This need not be an external signal, there is the potential for313

this to be internal to the system. With so many models and variants, it is important to focus on the314

most relevant ones. Dahlem and Hadjikhani’s [33] work on recreating the fortification patterns specific315

to migraine is an important step here. This group has successfully developed models recreating many316

of the aspects of migraine aura, by including appropriate parameters. The next issue is what the317
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parameters represent in terms of biological systems in the brain itself. Several suggestions have been318

made, and this will be covered in the next section.319

3. Linking models to physiological differences in migraine320

The models use terms defining excitation and inhibition, but in order to transition from the321

abstract model these terms must have some physiological basis. Mechanical and electrical stimulation322

of the cortex can induce spreading depression in animal models, as can chemical methods such as323

introducing KCl and GABA [2], suggesting that the answer may be a complex interplay of several324

factors.325

3.1. Ion transfer326

One suggestion is that these terms relate to the transfer of ions across the cell membrane. For327

example, the models of Dahlem et al., [53,54] suggest that their excitation term could represent the328

level of extracellular potassium ions (K+). Changes in the levels of extracellular K+ (both increase329

and decrease) have been shown to increase the chances of spreading depression in the chicken retina330

[64]. Sleep deprivation, a commonly reported migraine trigger (e.g. [65]), increases the extracellular331

K+ levels in animal models, and also lowers the spreading depression threshold [66]. Additionally,332

changing from stationary to locomotion increases K+ levels [67], and physical activity can aggravate333

migraine [68].334

Increased spike activity increases extracellular K+ [69]. Smith et al. [2] suggested the rapid increase335

in K+ following intense neural firing results in the propagation of spreading depression, and that this336

might be controlled by NDMA [2]. Astrocytes seem to be key in protecting against the onset of the337

travelling wave [2,31], and these cells have an important role in K+ homeostasis [70]. Astrocyte density338

is lower in the visual areas of the brain, which might explain why spreading depression is relatively339

easy to trigger here [31]. However, K+ is not released before the onset of depolarisation of the cells,340

and glutamate release follows the K+ release, suggesting that these changes may be secondary to the341

onset of the attack [71].342

K+ increase is only one aspect of the complex ion changes in spreading depolarisation and343

depression. As well as the increase in K+, the levels of Cl-, Ca2+ and Na+ all decrease [72]. However,344

the K+ is of particular interest as this seems to be the key ion involved in CSD development - when345

the K+ threshold is reaches, this initiates the CSD. Additionally, this can be prevented if the glial cells346

(which control K+ levels) are able to act [72].347

A study involving introducing a pathological mutation (knock-in) into mice resulted in increased348

susceptibility to CSD, and this mutation specifically affected the Ca2+ channels [73]. As the Ca2+349

channels have a role in controlling neurotransmitter release, particularly glutamate [74], this may be350

the mechanism of the CSD. Additionally, these channels also have an indirect role in the release of the351

neurotransmitter GABA [75].352

Estimating the involvement of specific ions is difficult as the change in concentration in other ions353

cannot be easily controlled in investigations of the spreading depression. For example, animal models354

show changes in Cl- concentration (an increase after an initial decrease) after repetitive stimulation355

in cat sensorimotor cortex [76]. It has been suggested that the ion transfer of the different ions are356

dependent on each other, for example as K+ leaves the cells, Na+ ions exchange places, although the357

exchange with Na+ is not 1:1 [77].Additionally, there is the issue of electrodiffusion [40]. As the ions are358

electrically charged, this will counteract any diffusion gradient unless the other (negatively) charged359

ions also move. Taken together, this makes it very difficult to isolate the ion of interest experimentally,360

and so although the most likely candidate seems to be K+, this is far from conclusive.361

3.2. GABA362

Neurotransmitters such as gamma-aminobutyric acid (GABA) could also be involved in the level363

of inhibition. Dahlem and Chronicle [54] suggest that GABA might be deficient in the cortex of those364
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with migraine, and that extracellular K+ is the triggering factor for the attack itself. Increasing the level365

of GABA results in increased extracellular K+ [78]. However, a review of epilepsy suggests that GABA366

seems to affect Cl-, rather than extracellular K+ [79].367

Using the GABA antagonist Metrazol, which disturbs the action of GABA, to activate the cortex368

in conjunction with 8-10Hz photic stimulation resulted in spreading depression [80]. Those with MA369

taking a GABA agonist (sodium valporate) showed normalised performance on a psychophysical task370

(metacontrast masking) compared to those not taking this medication [81]. Sodium valporate also371

normalises transcranial magnetic stimulation (TMS) phosphene excitability [82]. Importantly, there are372

links between behavioural performance and GABA levels - in healthy participants, increased GABA373

levels relate to increased orientation discrimination specificity [83]. A more detailed discussion of374

behavioural tasks thought to rely on GABA concentration in those with migraine specifically will be375

discussed in Section 6 below. Spreading depolarisation can be aborted in human cortex (in vitro) with376

the introduction of GABA [84].377

In humans, some authors report that GABA concentration does not differ between migraine and378

control groups, or between those with MA and MO [85,86]. However, others have shown lower levels379

of GABA, specifically in those with MA compared to controls [87]. It must be noted that these studies380

tend to have a relatively limited sample size due to the expensive methodology. Additionally, other381

authors reported increased GABA was related to increased pain and severity [88], which does not382

support the idea that a lack of GABA is the problem in those with migraine. GABA agonists have383

shown some benefit in migraine e.g. [89], for a review see [90]. However, according to a Cochrane384

Review, gabapentin, which increases GABA levels in the brain [91], does not help much for migraine385

prophylaxis [92].386

3.3. Glutamate387

Glutamate is another neurotransmitter related to migraine pathophysiology. Interictal glutamate388

levels in occipital cortex have been shown to be higher in a mixed group of migraine with and without389

aura compared to controls [93]. Many studies estimate levels of combined glutamate and glutamine390

(Glx), and this combined measure is also higher in migraine compared to controls [94]. Interical MA391

showed higher levels of glutamate compared to controls, but glutamate levels did not correlate with392

VEP responses [95]. Findings on this are mixed, as other authors have shown no overall differences in393

glutamate levels, but a relationship between BOLD activity in response to chequerboard stimulation in394

those with MA [87]. It could be the case that specifically MA, and specifically in the occipital areas,395

there are differences. Studies of this kind tend to have relatively small sample sizes due to their396

expensive nature and so this decreases the reliability of statistical findings. A recent study showed that397

glutamate and GABA levels can correspond to occipital activation, but this depends on the current398

state - GABA correlated with brain activity under dark conditions, whereas glutamate levels correlated399

with the brain’s responses to chequerboard stimulation [83]. This study could help understand the400

mixed findings in previous research into glutamate and GABA in migraine - findings are likely to401

depend on the state of the visual brain at the time, whether processing information or resting. Many402

studies into the role of glutamate actually estimate the Glx combined measure. Glx contains both403

glutamate and glutamine. Glutamine is the precursor to both glutamate and GABA [96], and so results404

must be interpreted with caution, as it is possible that there is a simultaneous increase in GABA levels405

due to the glutamine.406

3.4. Electrical stimulation407

Direct electrical stimulation of the cortex has been shown to elicit spreading depression in animal408

models [30]. Intercranial strip recordings of migraine aura over the frontal areas have shown evidence409

of spreading depression, including a sharp increase in activity, followed by a "DC shift". The DC410

shift indicates a reduction in activity compared to spontaneous levels of activity before the aura event411

[71]. A less invasive method of stimulating the cortex in human observers is to use transcranial412
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direct current stimulation (tDCS), transcranial alternating current stimulation (tACS), or transcranial413

magnetic stimulation (TMS). Electrical stimulation (tACS) of the cortex can elicit phosphenes[97], but414

these do not tend to resemble the fortification spectra commonly reported in migraine [39].415

3.5. Links between models and biology416

Linking the model parameters to biological systems in the brain is not a straightforward417

process. There are several suggestions for what the parameters in the models might represent,418

outlined schematically in Figure 8. At this stage, it seems that there is no agreed answer, due to419

the complexity of both the models and the neural system, the expense of experimentally estimating420

levels of neurotransmitters, and most importantly the substantial variation between individuals with421

migraine. In order to gain some insights, large-scale longitudinal studies may be needed. Whilst these422

may pose logistical and expense issues for methods such as spectroscopy, there may be behavioural423

possibilities to investigate these differences. For example, Smith et al. [98] showed (indirectly) that it424

may be possible to increase levels of GABA through diet, demonstrating an effect on EEG responses425

over several sessions, and an appropriate washout period. Using spectroscopy might be the gold426

standard for measuring neurotransmitter levels, but the cost of longitudinal studies of larger groups427

(to allow for individual variation) may make this prohibitively expensive. However, it may be possible428

to supplement these studies using behavioural techniques such as Smith et al. [98]. Additionally, the429

triggers of migraine could also give some insights into the system before the onset of the migraine430

attack.431

4. Linking models to known migraine triggers432

The factors that can precipitate a migraine attack may be particularly useful for understanding433

the onset of the attack and the migraine aura. A survey of 181 individuals with migraine reported that434

common triggers are stress, light, emotions, sleep disturbances or alcohol useage [65]. A systematic435

review of migraine triggers, based on self-report in most studies, found the most commonly reported436

triggers to be stress (58% migraineurs), auditory stimuli (56%), fatigue (43%) fasting (44%), hormonal437

factors (females only, 44%), sleep disturbances (43%), changes in weather (39%), visual (38%) and438

olfactory (38%) factors and alcohol (27%) [99]. Stress was also the most commonly reported trigger in439

several other studies [100–103].440

4.1. Food based triggers441

Food is also commonly reported as a trigger for migraine, for example, red wine has been442

listed as a migraine trigger [103]. Red wine has anti-seizure effects by inhibiting firing rate through443

closing Na+ channels and opening Ca2+ channels [104], which would be thought to protect against444

spreading depolarisation and depression. However, given the complex interplay between ions and445

neurotransmitters, this may be an oversimplification of a complex system. Chocolate has also been446

reported as a trigger [103], by around 19% of participants [105], however, studies trying to elicit447

migraine attacks using chocolate have failed [106]. Moreover, serotonin and magnesium are relatively448

high in chocolate, and these are thought to prevent migraine attacks [106]. Chocolate affects brain449

oscillations, increasing alpha and beta, and decreasing theta and delta activity [107]. Garlic oil has450

been shown to reduce the amplitude of KCl triggered spreading depression in rats, and this is possibly451

due to an effect on astrocytes [108].452

There have been questions about the reliability of self-reported triggers - only a few people (3/27)453

could precipitate a migraine attack from their self-reported triggers [109]. It may be the case that454

reported triggers are not causal, merely correlated with the migraine attack. Theoretically, it may be455

more useful to look at triggers that can induce migraine more reliably, however, there are obvious456

difficulties with this approach. Visual triggers have however been successfully demonstrated to be457

capable of inducing migraine [110].458
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Figure 8. A schematic diagram of the main model stages and the possible parameters that have been
associated with spreading depression. The initial conditions (prior to the initiating event) represent the
susceptibility of the cortex to spreading depolarisation and subsequent depression. This could be due
to neurotransmitters such as GABA, glutamate, and K+ ion levels. The next stage is the precipitating
event, represented in the model by random fluctuation in activity. It is possible that random fluctuation
is more likely in those with migraine due to increased internal noise in the brain. The next stage of the
model is the self-enhancement of the activator. One of the key points for pattern formation is the ratio
of diffusion rates for the activator and the inhibitor, which feasibly relate to the coupling strength or
connectivity within the brain.
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4.2. Sensory triggers459

Sensory triggers may be more specific to migraine compared to other headache disorders. Stress460

and lack of sleep were triggers common to both migraine and tension-type headache, whereas sensory461

factors such as weather, smell, smoke and light differentiated between migraine and tension-type462

headache [102]. Similarly, both control and migraine groups commonly reported stress and tiredness463

as headache triggers, however 45% of those with migraine, and only 6% of controls, reported visual464

triggers [103]. Visual stimuli included flickering lights, striped patterns, and also computer screen465

use, reading, bright colours and optic flow stimuli. Interestingly, light was reported as a trigger in a466

relatively high percentage of the younger individuals with migraine (10-19 years) [111].467

Flicker has been shown to elicit headache in both migraine and control groups, although those468

with migraine reported experiencing more severe symptoms. This study used 5Hz stimulation for 5,469

10, 15, 25 and 35 minutes, with 15 and 25 minutes of stimulation leading to the most intense headaches.470

As the longest period of stimulation did not lead to the most intense headaches, the author suggests471

this may indicate habituation to the stimuli [112].472

4.3. Modelling triggers473

Migraine triggers vary widely, seem to be idiosyncratic and are unreliable, making it difficult to474

link triggers to models directly. However, there are some more common triggers, such as stress and475

sleep deprivation, which may give insights into the state of the brain, e.g. in terms of K+ levels. It476

seems that in general sensory stimulation is more specific to those with migraine compared to other477

types of headache, although this is not a rule. Repetitive light stimulation has been shown to have478

an effect on glutamine levels in those with migraine - baseline levels were elevated in those with479

migraine compared to controls and reduced with repetitive photic stimulation in those with migraine480

only [95]. Lowered glutamine levels might be expected to decrease excitability, as they are the precursor481

to glutamate, and so this seems counter-intuitive that there would be a reduction in excitability to482

precipitate an attack. However, as previously mentioned, glutamine can also be the precursor for483

GABA [96], and so the effects of photic stimulation may not only affect excitation, but also inhibition484

levels.485

In addition to changes in neurotransmitter levels, oscillatory neural responses are affected by486

repetitive visual stimulation [113]. This can be a link to both the models, which have been used to487

represent oscillatory brain activity, and to brain activity during migraine aura. Due to the spontaneous488

and fleeting nature of the attack, recordings during the aura phase are relatively rare, however, some489

have been achieved and the evidence will be discussed in the next section.490

5. Linking models to neural activity during aura (and headache)491

In order to link theoretical models to migraine in human observers, it would be useful to use492

recordings of brain activity, such as electroencephalolgy (EEG) and fMRI. There are reports of EEG493

differences in migraine between attacks (interictally), although this is not sufficient for use as a494

diagnostic tool [14]. Abnormal interictal EEG is more likely in those with aura compared to those495

without, and the most common abnormalities were slow waves and spike activity [114]. A review496

of the interictal literature in EEG in migraine reported that the most commonly reported findings497

include increased slow wave, theta, and delta power, although the literature is rather mixed [115].498

Some authors found reduced alpha frequency between migraine and control participants [116,117].499

Differences in alpha power have been reported to be related to migraine history (those with the longest500

history of migraine, approximately 5 years in a paediatric sample) [118], and also to fluctuate with501

proximity to the attack [119]. There have in addition been reports of asymmetry of alpha power502

between the hemispheres [120] [121]. There are also reports of interictal increases in power in beta503

band (12-20Hz) oscillations [117]. Interictal EEG shows increased theta band power compared to504

controls in a group including both MA and MO participants [122].505
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Repeated testing at several points during the migraine cycle has been conducted using506

electrophysiological methods also. Sand et al. [123]reported increased P1N2 amplitude before attack in507

a mixed migraine group, and Sand et al. [124] reported increased N1P1 and P1N2 responses specifically508

in those with migraine aura, which increased before the attack compared to interictally. Shibata509

et al. [125] reported increased N1P1 amplitude in MA shortly after the attack. Studies investigating510

habituation of VEP responses found reduced habituation in migraine interictally, but this seems to511

normalise by increasing to more control-like levels immediately before the attack [126,127]. Evidence512

has shown that a measure called the "Brain Engagement Index" correlates with the proximity to513

the migraine attack, peaking before the attack (preictal stage) and reducing afterwards. The Brain514

Engagement Index was identified as the frequency of occurrence of an individual-specific template515

of ERP activity in the delta band (1-4Hz) [128]. This is important as delta band suppression is the516

EEG correlate of depolarisations measured using intercranial recordings in those with traumatic brain517

injury [35].518

In order to understand the aura itself, and to link to models of spreading depolarisation and519

depression, recordings are needed during the attack phase (ictal recordings). There are difficulties in520

recording brain activity during migraine attacks, due to their unpredictable, and short-lived nature.521

However, some recordings have been made, generally either recording those with very frequent or522

chronic attacks, or by inducing an attack.523

5.1. Slow waves524

One of the earliest studies into EEG in those with migraine studied 51 participants in varying525

phases of the attack - interictal (between attacks) in some, but also some recordings were made during526

the aura phase. One such study recorded from individuals with basilar-type migraine (BAM), a527

less common variant of migraine with aura [129]. BAM originates in the brainstem of both occipital528

lobes, and is commonly accompanied with vertigo and lack of co-ordination [130]. 30 of the 51 were529

shown to have "abnormal EEG", although the record lacks details on the abnormalities. Slow wave530

(5-8Hz) abnormalities were reported, and these were exaggerated during the aura in some individuals.531

However, in other individuals there were normal resting states and no change in EEG activity reported532

during the migraine attack phases. Activity seems to be lowered during the main headache stage [129].533

Other researchers have also reported pronounced slow wave activity during an attack in the534

posterior areas of the brain in those with BAM [131], specifically in the theta band [132]. Soriani535

et al. [133] reported "diffuse and continuous" reduced alpha, but increased beta band activity, as well536

as posterior slow waves. After the onset of the headache, there has been increased activity in the537

delta/theta bands in children with migraine, and no abnormalities were found interictally [134]. Other538

researchers have reported the band to be lower still, diffuse slow activity in the delta-subdelta range539

(0.5-2Hz) in children 4 hours after the onset of the attack [135]. All of the participants had normal or540

improved EEG 4 days after the attack, again suggesting the EEG normalises interictally. In the case of541

one paediatric participant who experienced migraine aura without headache, EEG recording made the542

day after the attack showed there to be left occipital slow waves. Additionally, magnetic resonance543

(MR) perfusion showed hyperperfusion (increased blood flow) over parietal-occipital areas. These544

changes returned to normal 3 days after the attack [136].545

Hyperventilation has been used to elicit migraine attacks, and has resulted in changes to theta546

and delta band activity; specifically, the delta band changes were bisynchronous slow waves (2-3Hz)547

recorded over frontal electrodes [137]. The authors did not include details of the photic stimulation548

used and so it is unclear why this would not have affected the EEG recording [137]. A PET scan of a549

spontaneous migraine aura showed there to be spreading hypoperfusion (reduction in blood flow)550

with time [138]. Migraine aura has also been induced by injection of Xenon (Xe) in the carotid artery.551

This was successful in 9 out of 13 participants in a study by Lauritzen et al. [139]. Low blood flow552

was demonstrated on the same side as the injection, starting in posterior areas and spreading through553

the cortex. However, this low blood flow did not cross the sulcus [139], an attribute of migraine aura554
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that has been modelled successfully as being due to the gyrification of the cortex [64]. Participants555

who experienced an attack after the Xe injection showed hypoperfusion in posterior areas of the brain,556

including the occipital, posterior parietal, and posterior temporal areas. Interestingly, rCBF remained557

unchanged in those who did not experience an attack after the injection [140]. Hypoxia has been used558

to trigger migraine attacks [141], and hypoxia results in K+ and is related to the spreading depression559

in animal models [142]. This indirectly links excitability, spreading depolarisation and depression, as560

well as electrophysiological activity.561

Lee et al. [143] reported several EEG recordings in a case study of hemiplegic migraine (which562

included confusion and motor aphasia). Hyperventilation and photic stimulation did not affect EEG563

in this patient, unusual EEG activity "diffuse slowing" was seen after sleep deprivation. During the564

recording of sleep activity, POST (positive occipital sharp transients) were seen. A large review of EEG565

studies reporting POSTs found these to be more common in younger individuals, and more likely to566

be accompanied by EEG abnormalities (including slowing and epileptiform activity), compared to567

controls [144]. Future work investigating POSTs and activity after sleep deprivation may be particularly568

useful in understanding migraine, however, there are too few controlled sleep trials involving those569

with migraine to form any conclusions on this at present.570

Other authors have reported changes to electrophysiological activity during recordings of571

visually-induced migraine aura. Bowyer et al. [110] recorded MEG during the migraine aura either572

from spontaneous (4 individuals) or induced (8 individuals) attacks. The attack was induced using573

black and white chequers reversing at 8Hz. Those with spontaneous aura showed activation in the574

right occipital-temporal/parietal region. Those with induced aura showed activation in the primary575

visual cortex, left occipital and right temporal areas. Direct current (DC) shifts were taken as a measure576

of activation, and DC shifts were only seen in those with migraine, not in the control group. DC shifts577

are an overall increase in the amplitude of the measured response, and can be indicative of 0.1 to578

0.2Hz slow potentials [145]. These DC shifts were suggested to be indicative of extracellular potassium579

accumulation and the accompanying spreading depolarisation and subsequent depression [110]. In580

the cat, negative DC shift is related to membrane depolarisation, which is linked to pyramidal cell581

activity [146]. This is important as pyramidal cells have been suggested to be a possible biological582

implementation of the excitatory component of reaction-diffusion models e.g. [50].583

5.2. Beta band oscillations584

Kanai et al. [97] showed that electrical brain stimulation in the beta range (14-22Hz) makes it easier585

to elicit flickering phosphenes. How readily phosphenes are elicited is generally considered a measure586

of cortical excitability [147,148]. During the interictal period, after 30 seconds photic stimulation at587

frequencies of 2, 4, and 6Hz, the beta band amplitude (recorded over temporal areas from channels588

T3-T5) of those with migraine was found to be increased compared to controls, whereas in those589

with epilepsy the alpha band amplitude increased with flash stimulation. Unlike epilepsy, those with590

migraine showed no differences in the power spectral density (PSD) in the absence of flash stimulation591

[149], showing that the visual stimulation is needed to see differences in migraine.592

5.3. Alpha band oscillations593

There are reports of reduced alpha activity (7-13Hz) contralateral to the aura [150]. Hall et al. [151]594

reported an MEG recording during the spontaneous aura phase of one individual. This recording595

showed alpha band desynchronisation (a reduction in alpha power) in extrastriate and temporal596

areas during the time when the observer reported seeing scintillations, and lasting approximately 5597

minutes. Afterwards, the MEG showed gamma band desynchronisation, for the next 16 minutes, over598

the inferior temporal lobe. Investigating the EEG at different stages of the migraine attack, Seri et al.599

[152] reported decreased occipital alpha power during an attack in childhood migraine, which was600

contralateral to the aura hemifield. This was followed by an increase in delta power over bifrontal601

areas, which spread to the posterior-temporal and occipital areas during the headache. Finally, EEG602
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was normal when recorded interictally. The decrease in alpha contralateral to the hemifield may simply603

be the reduction in alpha that is seen when an observer views a stimulus - reductions in alpha power604

have been reported in the case of hallucinations (for a review, see [153]). The normal EEG recorded605

interictally is typical, and a reason why there is no EEG biomarker for migraine. The increase in delta606

power seems to be a common theme in EEG recorded during the headache phase of the migraine607

attack, and this may have significance - in individuals with traumatic brain injury, there has been608

shown to be an EEG correlate, in the delta band, of intercranially measured spreading depolarisation609

[35].610

5.4. Linking electrophysiology to reaction-diffusion models - oscillations611

It may be possible to link oscillatory activity recorded at the scalp to models of migraine aura,612

in particular for the alpha band. Whilst this was considered the idling rhythm of the brain for a long613

time, it is now thought that these oscillations have an important role in the inhibition of incoming614

responses [154]. An individual’s alpha band oscillations are thought to act as a "window of excitability"615

[155]. An incoming signal that coincides with the trough of the alpha oscillation is more likely to be616

perceived compared to one that coincides with the peak [156]. Alpha band oscillations are thought to617

be generated in the LGN, with the activity of bursting neurons being synchronised at gap junctions.618

This results in "relay-mode" spiking - one group of neurons spiking at the peak of the oscillation, and619

the other group at the trough of the oscillation [157]. Finally, the interneurons provide a cyclic form620

of suppression to result in alpha band oscillations, which are transmitted through thalamo-cortical621

neurons into the later visual areas. It is thought that the interneurons and GABA in particular have a622

relationship with alpha band oscillations, as a recent study showed a positive relationship between623

alpha band peak frequency and GABA levels [158].624

When flicker is synchronised to an individual’s alpha band oscillations, EEG research has shown625

that patterns of activity consistent with travelling waves take 2-5s to emerge, compared to 10-15s for626

trials that are not synchronised to the alpha band oscillations [159]. These travelling waves translate627

into visual hallucinations such as circles, spirals and grid patterns [159]. There are several reports628

of visual illusions being elicited by flicker [160]. Illusions are elicited at frequencies specific to the629

individual, as well as the harmonics of the critical frequency [161]. These hallucinations are also able630

to be elicited with eyes closed [162], although the strength of the visual stimulus will of course be631

greatly reduced by the eyelids. It is thought that because the alpha band oscillations are greater with632

eyes closed, the alpha band may be associated with the hallucinations. However, the flicker rate of the633

shimmering fortification spectra has been estimated to be around 18Hz [163], which is the range of634

beta band oscillations.635

In order to measure the effects of light stimulation without a specific pattern "Ganzfeld" flicker636

has been used. This essentially incorporates special "glasses" to obscure the visual scene whilst still637

allowing light through, similar to putting half a table-tennis ball over each eye. Ganzfeld flicker638

stimulation in non-clinical populations results in radial and spiral hallucinations at lower (5Hz) and639

higher (17Hz peak) frequencies respectively [164]. When images of these hallucinations were shown640

to observers, EEG amplitude increased at 4-6Hz for the radial and 11-21Hz for the spiral patterns,641

linking the hallucination and the frequency of stimulation [164]. Hallucinations induced by flicker in642

non-clinical populations peaks at 11Hz, and this has been directly modelled using a reaction-diffusion643

based system of inhibitory and excitatory cell banks (based on the work of [60], which were then644

passed through a banks of Gabor filters (an energy model) to detect motion [165]. These models645

shows the relationship between the stimulation frequency and the resulting hallucination. In the stable646

resting state, in the absence of stimulation, the model displays oscillations at around 13Hz [60]. This647

is determined by the set of parameters chosen, including the spatial spread (diffusion term) of the648

inhibitor being greater than the activator. Importantly, in this model there are also time constants for649

the inhibitor and the activator, which determine the period of the whole system’s oscillations. In this650

case, the time constant for the inhibitor is twice [60], or three times [164] that of the activator. Lower651



Version May 24, 2021 submitted to Vision 19 of 38

frequency stimulation (around 10Hz) results in hexagonal patterns of cortical activation, which would652

correspond to chequered hallucinations. Higher frequency stimulation (around 15-20Hz) would result653

in stripes of cortical activation, which would result in hallucinations such as radial patterns and spirals654

[60]. These studies include how it is possible to model the hallucinations as a result of the systems655

ongoing oscillations in combination with a repetitive input.656

Repetitive visual stimulation, or photic driving, has been of interest in EEG migraine research657

for a long time, most commonly as an attempt to provide a diagnostic tool that does not rely on658

self-report. A review of the literature in the 1990s showed the analysis of photic driving responses659

is not sensitive or specific enough to be used as a diagnostic tool in migraine, however, there was660

evidence of abnormalities in the photic driving responses in those with migraine above 16Hz [166].661

Importantly, the authors noted that at the time this had not been linked to the migraine aura, and more662

recent work has suggested there is no link to migraine aura [167]. A more recent study showed that663

compared to control groups, both MA and MO showed increased photic driving response for a 2cpd664

pattern flickered at 10Hz, with MA showing a higher response compared to MO [168]. A 2cpd stimulus665

flickering at 7.5Hz elicited a greater response in MA compared to MO [169]. Curiously, those with MA666

showed a weaker response to photic stimulation compared to MO for frequencies of 5, 8, 15, and 20Hz667

[170]. The lack of conclusive findings make it difficult to draw firm conclusions about the role of photic668

driving. It is important to note that repetitive visual stimulation can entrain neural responses [171], or669

at least, evoke repetitive responses (steady-state visual evoked potentials) [172], and the amplitude of670

these may depend on the frequency of the ongoing oscillations. Future work should first measure the671

ongoing oscillations as this is likely to impact the amplitude of the response to repetitive visual stimuli.672

However, the question of how exactly photic stimulation relates to susceptibility to migraine aura is673

still an open one. Repetitive stimulation can excite the cortex, and entrain oscillations, and so these674

might be good candidates for possible mechanisms.675

5.5. Linking electrophysiology to models - connectivity676

It is especially important to consider the ongoing oscillations as these relate to functional677

connectivity of the brain. It must be noted that recordings of brain activity (whether using EEG678

or fMRI) are not generally on the same scale as the models - models work on the level of cells,679

or groups of cells, for example, [50,63] whereas EEG recordings do not have the spatial resolution680

for this. However recent work has shown that by using networks of reaction-diffusion equations681

the synchronisation properties of epileptic seizures could be modelled [173]. The synchronisation682

properties were dependent on global aspects of the network, including the strength of the connectivity683

between regions. This is important as there is already work available on the effective connectivity in684

the migraine brain, estimated using EEG after photic stimulation.685

Estimates of functional connectivity after photic stimulation can discriminate MA and MO. After686

flash stimulation of 9-27Hz, the amplitude of the response was higher in MA and MO compared to687

controls over the occipital and parietal channels [174]. Additionally, functional connectivity (Granger688

causality) in the beta band differentiated between MA, MO and controls [174]. Granger causality is689

estimated by taking the autoregression of a time series (x) to predict future activity from past activity.690

This is compared to the autocorrelation from a second time series (y). The error in the prediction691

from the two time series together is compared to the error in the prediction for the time series x alone.692

Effective connectivity (based on Granger causality) was higher in MA compared to MO in alpha693

and beta bands after 5 and 10Hz photic stimulation using 0.5 and 2cpd patterns [175]. Specifically,694

activity was spread over a larger extent over fronto-central and occipital regions in MA [175], and695

information is estimated to be flowing posterior to anterior [176]. Granger causality increased with696

laser stimulation (to cause pain) in those with migraine [177], and Granger causality was increased in697

migraine in specific areas associated with pain processing [178]. Overall, there is evidence to suggest698

that information is spreading more readily in migraine from posterior to anterior regions, specifically699

in alpha and beta bands. This has implications for the models, those areas with increased responses700
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to visual and painful stimuli are propagating information to other regions, resulting in increased701

responses. It may be possible for models to capture this aspect of rate of information propagation702

interictally in the migraine brain, which may relate to susceptibility to travelling waves, and the703

susceptibility of the cortex to precipitating factors.704

In summary, the migraine aura seems to be characterised by oscillatory differences including705

pronounced slow wave activity, reduced alpha power, and increased beta power. Factors thought to706

elicit the migraine attack including hyperventilation, sleep deprivation and photic stimulation have707

been related to oscillatory differences in EEG. In studies with multiple recordings it appears to be the708

case that activity normalises after the attack, suggesting that these complex changes are indeed linked709

to the attack itself. Importantly, recent research has shown fluctuations of oscillatory brain activity710

(in delta and beta bands) in proximity to migraine attack [179], linking these oscillations to the attack711

itself more convincingly. Reaction-diffusion models can be used to model the oscillatory behaviour of712

the system, and in particular, recent work has included a Laplacian function as a diffusion parameter713

to represent the functional connectivity of the network [61]. Functional connectivity can be estimated714

from EEG and fMRI recordings, and so this will help to link the theoretical models and the oscillatory715

behaviour shown experimentally.716

6. Linking models to psychophysical evidence and signal detection models717

Behavioural methods can also be used to give indirect estimates of the state of the brain and718

possible susceptibility to aura. Migraine has been identified as primarily a disorder of sensory719

processing [28]. As such, some reliable differences in visual perception have been demonstrated720

in migraine, particularly migraine with aura [180]. These differences show that there are some721

fundamental differences in the operation of visual processing mechanisms in migraine with aura [180–722

183], which may be linked to the susceptibility to cortical spreading depression and the hallucinatory723

experience of visual aura.724

Basic visual functions have been demonstrated to correlate with GABA levels, for example725

increased contrast sensitivity with higher GABA levels [184]. Contrast sensitivity is a measure of726

the overall sensitivity of the visual system to detect visual targets, and is generally found to be727

lower interictally in migraine, despite the hyperexcitability associated with the condition. There is728

some evidence that sensitivity is at typical or enhanced levels for small, centrally presented stimuli729

[182,185–187] when presented without a noise mask, and the overall reduced sensitivity may be linked730

to patchy impairments of sensitivity across the visual field [188].731

Orientation discrimination performance has also been shown to relate to GABA levels [189],732

measured using magnetic resonance spectroscopy, as well as gamma band oscillations [190].733

Orientation discrimination has been shown to be poorer in migraine compared to controls [191,192].734

The findings are mixed however, as other research has shown no impairment in orientation735

discrimination [193], although these authors did show some tentative evidence that the number736

of migraine aura experienced by participants may relate to orientation discrimination impairments.737

The relationship between psychophysical tasks and neurotransmitters is not straightforward.738

For example, surround suppression of motion and binocular rivalry have been shown to relate to739

GABA levels measured using magnetic resonance spectroscopy [194]. However, contrast surround740

suppression of a moving stimulus is increased in migraine [195]. Yazdani et al. [196] assessed two forms741

of surround suppression, one motion-related, one contrast-related, and found no correlation. This742

shows that the two types of surround suppression must have independent mechanisms, and so only743

one, or neither of them, relate to GABA levels. It is possible that only the motion-based surround744

suppression reflects levels of GABA. A recent study showed no difference between those with migraine745

and controls in terms of GABA levels, and no difference in terms of performance on binocular rivalry746

performance [94]. There was also no relationship between either combined glutamate and glutamine,747

or GABA levels, and binocular rivalry performance [94].748
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Glutamate concentration levels can affect visual task performance. Those with higher levels of749

Glx show lower motion perception thresholds (more sensitive to motion stimuli) as well as greater750

fMRI responses [197]. This is again at odds with the migraine literature - those with migraine are751

thought to have higher levels of glutamate [93], however, a robust behavioural finding is poorer motion752

perception performance (see [180] for a review). The type of illusory motion perception after viewing753

a moving stimulus depends on the duration of the priming stimulus as well as individual differences,754

it could be in either the same direction (assimilation) or the opposite direction (contrast). Using MR to755

estimate glutamate and GABA levels, the switch between motion assimilation and motion contrast756

was found to depend on glutamate concentration in the dorsolateral prefrontal cortex. There was no757

relationship between type of motion perceived and glutamate or GABA levels in either V1 or area758

MT [198]. This suggests glutamate is not involved in the perception of motion per se, but instead the759

switching of the percept in the higher order areas.760

Linking the behavioural data to specific neurotransmitters directly is difficult due to the761

complexity of the system. However, the behavioural data has been interpreted on a more abstract level762

using signal detection models. For example, some of the most reliable differences in sensory processing763

in migraine with aura have been found in visual masking. Studies of global motion and form, in which764

observers detect a global pattern, distributed across many stimulus elements, in the presence of noise,765

has generally been found to be poorer in migraine [182,183,199]. Tibber et al. [200] showed that poorer766

performance in a mixed migraine group points to a deficit in the ability to detect a target signal while767

excluding a distracting mask, rather than a more general impairment in the encoding of visual stimuli.768

These results have been interpreted using signal detection models of visual processing, which specify769

the gain control on the strength of the initial encoding of visual stimuli, and the presence of noise770

[182,183,200]. This noise may be additive (independent of the magnitude of the stimulus response)771

or multiplicative (increasing with the size of the response to the signal). O’Hare and Hibbard [180]772

concluded that the best account of the hyperexcitation found in migraine, and the psychophysical773

differences summarised above, is one in which there is an increase in background noise, combined with774

an increased gain on visual encoding. Both of these characteristics will predispose reaction-diffusion775

models to the types of hallucinations found in migraine aura, by increasing the likelihood of a short776

burst of hyper-excitation that would then trigger the larger wave of depolarisation, and are consistent777

with the physiological differences that are associated with cortical spreading depression.778

6.1. Differences in performance over the migraine cycle779

In order to understand migraine aura, it is important to expand knowledge into how performance780

changes over the course of the migraine cycle. Studies have shown correlations with visual performance781

and self-reported time since the last attack e.g. [201].782

Studies investigating just a few time points have also shown differences. Visual field deficits in783

those with migraine compared to control groups, although quite consistent across time, exhibit some784

local deficits that may be more pronounced one day after attack [202,203]. When there was a longer (on785

average) delay after the attack itself no differences in visual field measures were found, although there786

were differences in electrophysiology rather than psychophysical measures- specifically, steady-state787

visual evoked responses were higher post-attack compared to interictally [204].788

Behavioural studies involving multiple testing sessions have also been conducted. McKendrick789

et al. [205] showed that ictal centre-surround suppression (thought to be indicative of cortical inhibition)790

is stronger in migraine compared to control groups, but this decreases in the days surrounding the791

attack. Cycle effects have been reported using after-images - after-images are shorter in those with792

migraine compared to controls, but the duration increases through the migraine cycle, peaking on the793

day of the headache itself [206]. Subjective unpleasantness ratings for visual and odour stimuli were794

greater in the headache days compared to interictally, and this was related to increased connectivity in795

the hypothalamus and brainstem [207].796
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The gold standard for measuring cycle effects is repeat testing throughout several migraine cycles,797

which involves an intensive testing schedule for a long period of time. Shepherd [208] showed interictal798

global motion performance was poorer in migraine compared to control groups, and that performance799

improved in the 2 days before and the 2 days after the attack itself. There were no differences in800

orientation discrimination between groups, and no reliable cycle effects in orientation discrimination801

performance.802

Neither signal detection models, nor reaction-diffusion models, currently consider the differences803

in the migraine cycle. This is an important step for future research, in order to understand the disorder804

more fully, and be able to devise therapy.805

6.2. Linking back to the models806

In order to make links between models of migraine aura and psychophysical behaviour and807

signal detection models, it might seem sensible to start with the parameters that make the network808

susceptible to spreading depolarisation and subsequent depression. There are several parameters809

that affect the susceptibility of reaction-diffusion models to travelling waves. One of the main ones is810

the relative diffusion rates for the activator and the inhibitor. In some of the more complex models,811

there are non-linear equations for the reaction component, which can also effect the susceptibility812

to travelling waves e.g. [41]. Given the number of possible neurochemical mechanisms that could813

possibly be represented by the different parameters, identifying the correct ones in those with migraine814

is not trivial. This might be leaving the reader wondering if there is any point to all these models at all.815

The issue here may be the level of abstraction: instead of thinking at the level of neurotransmitters, it816

may be more worthwhile to look at the level of measurable behaviour to link this to the models. There817

are possibilities for doing this in terms of EEG estimates of functional connectivity for example. This818

has been started in recent work in epilepsy, and may be a fruitful area when considering migraine819

[149].820

It may also be possible to link the models of aura to visual performance from these individuals,821

throughout the migraine cycle if possible. For example, signal detection theory has been used to822

account for behavioural data with some success in migraine e.g. [182,183]. It has been suggested in823

the case of those with migraine aura, that there will be a particular susceptibility to external stimuli824

due to increased internal noise levels, thought to be due to increased spontaneous neural firing rates825

[180]. One outstanding question in migraine aura is what initiates the migraine aura in the first place.826

One possibility is input to the system, in the form of triggers, however, triggers are idiosyncratic and827

have been demonstrated to be unreliable [109]. In the original reaction-diffusion model, the initiation828

of the pattern formation was due to spontaneous fluctuations of activity [46]. This could provide829

an important bridge between reaction-diffusion systems modelling aura and signal detection theory830

modelling behaviour - both would predict increased levels of spontaneous firing, which would make831

the initiation of an attack (all other things being equal) more likely.832

In order to link models to perceptual performance, it is important to understand which elements833

of the models relate to perception. It has been suggested that the output of the pyramidal cells relates834

to our perceptual experience [50]. The idea of where perception happens is beyond the scope of this835

review, but it is important to note, the model outputs generally plotted are the excitatory system at836

that particular time point (e.g. [54]), which could be the output of (groups of) pyramidal cells. Neural837

oscillations, specifically alpha band oscillations, have been directly linked to perceptual performance.838

For example, observers are more likely to detect a stimulus if its arrival coincides with the trough839

of the alpha band oscillation (low alpha power), however the arrival of the incoming stimulus has840

the effect of increasing phase locking (synchronisation) of the alpha band oscillations and therefore841

increasing the resulting ERP component [209–211]. Those with migraine aura also show an increase842

in ERP response amplitude to incoming stimuli compared to controls [125,212,213], which would be843

consistent with this idea, however they show increased lower alpha band (8-10Hz) power in the resting844

state compared to controls [214]. These recordings were all taken interictally, and so given that the845
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alpha band reduces during the attack [151,152], it is essential to look at cycle effects in the EEG before846

drawing firm conclusions.847

This is a relatively unexplored area but it might help to use these models of the migraine aura848

in combination with experimental results on EEG behaviour during an attack and behavioural849

performance during the migraine cycle to help understand how attacks are initiated, which may850

help with preventing them.851

7. Discussion and Unresolved Questions852

This review outlines reaction-diffusion models of the classic features of migraine aura, the zig-zag853

fortifications and the scotoma. These reaction-diffusion models of inhibitory and excitatory interactions854

between networks of neurons are flexible abstractions that help understand the dynamics of the855

cortical spreading depolarisation and depression, respectively. Factors predisposing models to cortical856

spreading depolarisation and depression are (1) the balance between strength and spatial range of857

excitatory and inhibitory interactions and (2) the likelihood of occurrence of spontaneous hyperactivity858

which could trigger wave of depolarisation. Direct links to electrophysiology are difficult due to the859

lack of experimental data during the attack, however, neural oscillations may be a fruitful area of860

investigation as these relate to functional connectivity of the network, and the excitability of the brain,861

which may relate to the terms of the models. Additionally, neural oscillations have been shown to862

fluctuate over the migraine cycle, linking them to the disorder. Recent advances in wearable technology863

may open possibilities for investigating oscillatory behaviour and functional connectivity estimates864

throughout the migraine cycle, which would be able to directly link to the models. For example,865

wearable technology has been used to estimate electrophysiological activity at different stages of the866

migraine cycle [179,215].867

Psychophysical methods can also be used to determine the relevant parameters for the models,868

as these provide indirect estimates of cortical excitability. For example, signal detection models869

accounting for perceptual performance predict increased noise and gain in the migraine brain. These870

may relate to reaction-diffusion model parameters, e.g. internal noise levels may relate to the initial871

random fluctuation in activity that initiates the travelling waves in the models. Importantly, perceptual872

performance varies over the migraine cycle, which would be expected if the underlying processes873

relate to the disorder itself.874

7.1. Arguments against cortical spreading depression as the mechanism for migraine875

Importantly, there are several arguments against describing migraine aura through cortical876

spreading depression and models thereof (see [216] and [217] for detailed discussion). Firstly, cortical877

spreading depression has been robustly recorded for patients who have experienced a stroke or head878

trauma [35,218] where it is possible to obtain continuous electrocortical recording via cortical electrodes879

or subcortical electrocorticograms. In contrast, to date there is no electrophysiological evidence of880

spreading depression during a human migraine attack.881

There are also questions about how cortical spreading depression accounts for more complex aura882

and hallucinations. For example bilateral visual aura, which are experienced across both hemispheres883

are not explained by cortical spreading depression, since propagation requires contiguous grey matter884

and does not cross the corpus callosum [217]. Since spreading depression only propagates in the885

hemisphere of origin it is also argued [216] to insufficiently account for the bilateral pain experienced886

by 40% of people with migraine.887

Thus, it is important to note that the models are an oversimplification of the diversity of migraine888

aura, and at present the models focus on the typical, simple geometric hallucinations. There are889

more complex hallucinations such as hallucinations of people and objects e.g. [9]. which tend to be890

idiosyncratic and less common than the typical zigzag lines, flashing lights and scintillating scotoma891

[8,9]. These more advanced illusions are not included in the current models and complex patterns892
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may be a result of a secondary involvement of higher visual areas of the brain, such as those areas893

specialised for face and object recognition.894

Migraine is a multi faceted disorder and there is also variation in an individual’s attacks. The895

models present a simplification of one possible set of events, and do not take this variability into896

account. Models currently limit themselves on the propagation of the travelling wave, rather than897

inferences about the possible hallucinations if it were to spread to higher order visual areas. However,898

recent work by Kroos et al. [219] has generated individual-specific reaction-diffusion models using the899

individual’s MRI data. This model successfully recreates the diffusion of water as an approximation900

of electrical conductivity, and importantly, the shape of the individual’s cortex is incorporated in901

modelling the spreading depression for that individual. This is important as it is the first step to902

modelling the individual-specific variation in aura.903

7.2. Can we infer clues to aura susceptibility from the models?904

One outstanding question is whether there are behavioural and electrophysiological clues to905

aura susceptibility, and this might be able to be predicted from the models. For example, alpha906

band oscillations relate to the inhibition of responses, which may facilitate the spread of the migraine907

aura. Increased internal noise may also relate to the susceptibility to migraine aura, and this could908

be measured using behavioural techniques. Predictions about internal noise levels could be made909

based on varying model parameters, generating clear, testable hypotheses. Given the difficulty of910

direct physiological measures during the migraine aura, it may be possible to use psychophysical911

measures with well-established hypotheses, to provide a better route to understanding altered sensory912

processing.913

7.3. How the models account for pain914

Another unresolved element is the link to the headache and pain of migraine. It is common to915

experience migraine headache without aura, and it is also possible to experience aura without pain.916

Some approaches consider migraine without aura as intermediate, between attacks with aura and917

no attack. The reaction-diffusion models are limited to the aura, and do not explicitly account for918

pain. However, Kroos et al. [220] recently applied a reaction-diffusion equation to model spreading919

depression for five single case studies of patients with migraine. Simulated spreading depression was920

personalised for each patient matching their symptoms during a migraine attack to the wavefront921

propagation, based on acquired MRI data. In the simulation the spreading depression reached922

the primary and secondary somatosensory cortex, specifically the topographical area related to the923

trigeminal nerve, and pain processing prefrontal areas. The authors suggest that the propagation of924

extracellular K+ may elicit the headache by activating afferent pain receptors [220]. This is important925

as the spreading depression is linked to the activation of the trigeminal neurons that are involved in926

mediating lateralised head pain [217]. Future work to link the spreading depression and the head pain927

could use reaction-diffusion models as a basis.928

7.4. Long term effects and stroke risk929

There is also the possibility of long-term effects of migraine. It has been suggested that repeated930

migraine attacks increase the likelihood of subsequent migraine attacks (for a review, see [221]).931

Frequency of attacks can increase in some individuals, eventually even progressing to chronic migraine,932

and this may be due to sensitisation of the system from repeated spreading depolarisation and933

depression mechanism [222]. Although migraine is thought to be benign [223] and the attacks fully934

reversible [224], there is some evidence of possible long-term damage from regular attacks [2,225–227].935

There is also an increased risk of stroke in those with migraine aura [228]. Stroke is also thought to be936

a disorder as a result of spreading depolarisation [218,229], and so this is an important avenue to be937

explored in terms of models of spreading depolarisation and depression.938
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7.5. Age and sex differences939

The majority of the literature in this review is focused on adults with migraine aura, and therefore940

the conclusions must be restricted to this population. However, it is important to consider those with941

paediatric migraine as well. The prevalence of paediatric migraine overall is around 8%, and around942

half continue to experience migraine into adulthood [230]. However, the prevalence of paediatric943

migraine aura is much lower, estimated to be around 1.6% [231]. The clinical characteristics are similar944

to those of adults, with the majority experiencing visual aura, and this is stable across the age bands945

investigated (under 6, 7-10, 11-14, and over 15 years) [232].946

There are also sex differences in migraine, migraine being more prevalent in females than males,947

and this interacts with age. Across the age range 3 to 85+ years, migraine prevalence is estimated to be948

17% in females compared to 8% in males, with the ratio females to males being the greatest between949

the ages of 20-40 [233]. However, under the age of 10, female and male prevalence was found to be950

similar [233]. Research has shown the median age of onset is estimated to be mid-twenties for both951

men and women, suggesting that puberty is not a factor in determining migraine [234].952

Hormonal changes have been thought to be the case of the increased prevalence in migraine953

in females compared to males. However, there are differences between migraine with and without954

aura - attacks without aura are more likely with the withdrawal of oestrogen, whereas migraine955

with aura attacks are more likely when there are high levels of oestrogen, for example pregnancy956

[235]. Diary studies have shown that migraine occurs around the onset of menstruation in those with957

migraine without aura, but not migraine with aura [236], and higher peaks in oestrogen levels across958

the menstrual cycle have been found in migrane with aura [235]. Additionally, systematic reviews of959

the literature have found that migraine without aura seems to be more affected by the transition of960

menopause compared to migraine with aura, which seems to be more stable [237,238]. Research has961

shown that migraine aura is not related to the menopause [239].962

The current models do not consider any age-related or sex-related differences at present, but this963

could potentially be incorporated in future. For example, it has been proposed that visual arousal964

might be increased around the peak in oestrogen levels prior to ovulation [240]. The higher peaks965

in oestrogen level in migraine with aura might thus be associated with increased excitability in the966

visual cortex. While some studies have suggested an increase in visual sensitivity around ovulation967

[241–247], others have shown no effects on contrast sensitivity [248]. It would however be informative968

to study this directly in cases of migraine with aura.969

Interestingly, it has been shown that spreading depolarisation cannot be elicited using K+ in the970

neonatal rat before the age of 12 days [249]. Understanding the factors that protect the juvenile brain971

from spreading depolarisation is of interest for the progression of migraine, and worth exploring in972

future modelling work.973

8. Conclusion974

This review has outlined reaction-diffusion models for a general readership, with the aim975

of improving accessibility to the diverse disciplines involved in understanding migraine. Direct976

experimental literature supporting these models is sparse, since measurements during the attack977

are logistically difficult. Ideally, intercranial recordings during the aura under different conditions978

would provide measures of the cortical dynamics of cortical spreading depolarisation and depression,979

however such measures are not possible. In order to treat migraine, we need to know the mechanisms980

of the aura and, perhaps more importantly, the factors determining susceptibility to attacks. This is981

where reaction-diffusion models could be useful to bridge the gap between proposed mechanisms and982

testable hypotheses, since they are able to illuminate the “black box” of what is happening during the983

aura itself, and develop hypotheses that can be tested using electrophysiological and psychophysical984

techniques. It would be especially useful to track the changes in model parameters and compare to985

experimental data across the migraine cycle. With longitudinal behavioural evidence becoming easier986
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to obtain through advances in wearable technology, the theoretical predictions of these models will be987

testable in the near future.988
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Abbreviations992

The following abbreviations are used in this manuscript:993

994

AC Alternating current
BAM Basilar-type-migraine
DC Direct current
GABA Gamma-aminobutyric acid
Glx Combined glutamate and glutamine complex
K+ Potassium ion
MA Migraine-with-aura
MEG Magnetoencephalogram
MO Migraine-without-aura
MR Magnetic resonance
MT Middle-temporal
NDMA Nitrosodimethylamine
PSD Power spectral density
rCBF Cerebral blood flow
tACS transcranial alternating current stimulation
tDCS transcranial direct current stimulation
TMS transcranial magnetic stimulation
Xe xenon
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