A Computer Vision Approach to Classification of Birds in Flight from Video Sequences
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Abstract

Bird populations are an important bio-indicator; so collecting reliable data is useful for ecologists helping conserve and manage fragile ecosystems. However, existing manual monitoring methods are labour-intensive, time-consuming, and error-prone. The aim of our work is to develop a reliable system, capable of automatically classifying individual bird species in flight from videos. This is challenging, but appropriate for use in the field, since there is often a requirement to identify in flight, rather than when stationary. We present our work in progress, which uses combined appearance and motion features to classify and present experimental results across seven species using Normal Bayes classifier with majority voting and achieving a classification rate of 86%.

1 Introduction

Bird species are an important bio-indicator of habitat quality, productivity, and stability [20]. They can be monitored to determine factors causing population fluctuation and to help conserve and manage threatened and endangered species. Collecting bird population data is useful to scientist in determining whether to build offshore wind turbines [13] and ecologist; for managing farmland use and studying migration behaviour[13, 20].

The distance sampling point count method [8] is widely used to examine avian species abundance in different habitats but this requires trained personnel to be deployed in sometimes quite inaccessible or hostile locations. The objective of our work is to develop robust and reliable methods of collecting such data automatically, using computer-vision techniques. Previous studies have used highly detailed individual images for classification of bird species (eg [4, 5, 18, 26, 30]) but these are less useful in the field. The work we report
2 Existing Work

Until recently, most automated classification of bird species used bioacoustics [8, 14, 17, 22, 25], by making use of audio recordings of distinctive birds’ vocals. However, bird species classification based on bioacoustics is very challenging due to background noise, fine-grain nature of birds songs and sparsity of some birds’ vocals [14].

Some recent studies have looked at computer vision and image-based techniques for classifying birds species [18, 27, 28]. Welinder et al. [28] provided high detailed individual image-based data set and classified birds using size and colour histogram. This data set was later enhanced by Wah et al. [27] and was used to classify species using scale-invariant feature transform (SIFT) and colour features. Even though their methods worked well for small number of species, classification rate deteriorated with an increase in the number of species.

Welinder et al. [28] and Wah et al. [27] had provided data set and preliminary work for fine grain categorisation explored further in [4, 5, 26, 30]. Berg and Belhumeur [4] learned a set of highly discriminative features by generating key points, whiles Zhang et al. [30] learned pose features by using deformable part. Other works that used part-based models to classify fine grained species include the work by Wah et al. [26], Deng et al. [10] and Yao et al. [29]. Most recently, Berg et al. [5] classified various US bird species using a set of one-vs-most SVMs, which boosted the results of their classification as opposed to the work by Berg et al. [4] which used one-vs-one SVM. These works are implicitly part-based methods and require the ground truth locations of each part, which are less appropriate for flying birds as their parts may be obscured from view.

Classifying bird species in flight from video has not been well researched and this is the first work to use both appearance and motion features to classify bird in flight from video. Hitherto, most researches use appearance features on high detailed images for classification or superficially explored wing beat frequencies and flight trajectories patterns of bird and bat species (but not for classification). Duberstein et al. [12] explored wing beat frequencies of
bird and bats species but not for classification. Atanbori et al. [2] also presented preliminary work on classification of the flight trajectories of bats by analysing their wing-beat frequencies. Motion-based classification has been used more widely for the identification of people, fishes, and vehicles as in Beyan et al. [8], Beyan et al. [9], Anjum and Cavallaro [1] and Li et al. [10].

The premise of our work is that the classification of birds in-flight may achieve an overall more robust performance when a combination of motion and appearance features are used. Hitherto, no existing work has thus by far attempted to encompass both of these in a robust or analytical way.

3 Method

3.1 Overview of Processing Method

We extracted birds’ silhouettes (Figure 1) using the background Gaussian mixture model proposed by Zivkovic and Heijden [2] and obtained contours using contour algorithm proposed by Suzuki et al. [24]. We fitted an oriented bounding boxes on the silhouettes and extracted the height, width and hypotenuse, centroid and contour points.

We also extracted appearance features (colour moments, shape moments, grayscale histogram, Gabor filter and log-polar features) and motion features (wing beat frequencies, curvature scale space (CSS) and centroid distance). We concatenated these to form feature vectors by computing statistical features including mean, standard deviation, skewness, kurtosis, energy, entropy, maximum, minimum, local maxima, local minima and number of zero crossings as described below.

3.2 Appearance Features

To classify bird species, colour, shape and texture are important features. We represented colour features by colour moments and colour log-polar; shape features by shape moments; and texture features by Gabor filters and grayscale histogram.

Histogram features have been used to describe colour images by extracting the histogram from various colour channels [21]. We extracted the first-order histogram probability which represents 35 hue, 37 saturation and 37 value features to represent colour moments.

Image moments can be used to describe the shape of an image contours [21]. To represent shape information, we extracted 17 features presenting seven Hu moments and ten spatial (raw) moments.

For texture features, we converted the segmented image into a grayscale image and used it to form a histogram with 256 bins and computed eight statistical features similar to Spampinato et al. [23]. We also computed 20 statistical features from Gabor filter (see eqn. 1) for four orientations and one scale (Figure 2 (A) shows a samples at $\theta = 0$).

$$g (x, y; \theta, \lambda, \psi, \gamma, \sigma) = \exp \left( -\frac{x'^2 + y'^2}{2\sigma^2} \right) \exp \left( i \left( 2\pi \frac{x'}{\lambda} + \psi \right) \right)$$  \hspace{1cm} (1)

where:

- $x' = x \cos \theta + y \sin \theta$
- $y' = -x \sin \theta + y \cos \theta$ and $\theta, \lambda, \psi, \gamma$ and $\sigma$ are orientation, wavelength, phase, aspect ration and standard deviation respectively.
To eliminate the effects of rotation and scale in the input image, we converted it into a log-polar image using eqn. 2, as proposed in Pun and Lee [19]. We extracted five statistical features for each image channel (hue, saturation and value) to represent log-polar feature (Figure 2 (C) shows a sample saturation log polar).

\[
dst(\theta, \rho) \leftarrow src(x, y) \text{ for } \begin{cases} 
\rho = \log \sqrt{x^2 + y^2} \\
\theta = \arctan \left( \frac{x}{y} \right) \text{ if } x > 0
\end{cases}
\]  

(2)

where: \( src(x, y) \) is source image with cartesian coordinate \((x, y)\) and \( dst(\theta, \rho) \) is the log-polar image with co-ordinates \((\theta, \rho)\).

### 3.3 Motion Features

For any bird species \( i \), which is tracked through \( n \) frames, our trajectory model is defined as the centroid of the fitted bounded box, given by the eqn. 3. Where \( T \) represents the trajectory and \( x \) and \( y \) are the centroid coordinates.

\[
T_i = \{(x_1, y_1), (x_2, y_2), ..., (x_n, y_n)\}
\]  

(3)

The periodic motion features associated with wing beats vary among species [15] and provide useful discriminating features for classification. We used the approach proposed by Atanbori et al. [2], by fitting a bounding box to the silhouette of a tracked bird and extracted the bounding box’s height, width and diagonal as three different 1-dimensional (1D) time signal. We then computed nine statistical features from the Fast Fourier Transform (excluding the DC component) of these 1D time signal.

The centroid distance function (CDF) is an invariant representation of the shape of an object [3, 7]. We computed CDF features by first finding the centroid of our trajectory model in eqn. 3 and then computing distances of each trajectory point from this centroid (see eqn. 4). Ten statistical features were then exacted from the normalised CDF to represent CDF features.

\[
CDF_i = \sqrt{(x_i - x_c)^2 + (y_i - y_c)^2} \text{ for } i = 0, 1, ... N - 1
\]  

(4)

where: \( N \) is the total number of trajectory points.

\[
x_c = \frac{1}{N} \sum_{j=0}^{N-1} x_j \text{ and } y_c = \frac{1}{N} \sum_{j=0}^{N-1} y_j
\]

Curvature scale space (CSS) is rotation and translation invariant and useful in distinguishing trajectories by their concave and convex shapes [7]. CSS is computed by applying a Gaussian smoothing kernel iteratively with different standard deviations. This process stops when there are no zero crossings and the trajectory is a convex curve. The curvature at every point on the trajectory is calculated using the eqn. 5. (see Beyan and Fisher [7] ). We then computed 22 statistical features to represent CSS features (Fugure 2 (B) shows a sample CSS image).

\[
K_i = \frac{x_i y''_i - y_i x''_i}{(x_i^2 + y_i^2)^{\frac{3}{2}}}
\]  

(5)

where \( x'_i, x''_i, y'_i \) and \( y''_i \) are first and second derivatives of \( x_i \) and \( y_i \) respectively.
3.4 Sequence Processing

To classify video sequences of an individual bird in flight, we first extracted appearance features for each frame of the video sequence and motion features for each of our trajectory model (see section 3.3 eqn. 3). We concatenated the bird’s appearance and motion features, which was used to classify birds into one of the seven species (classes) using Bayes normal classifier. We then applied majority voting to the results of frames in the video sequence to determine which class a video belongs to (see eqn. 6). Where $d_{i,j}$ is the decision of the classifier at frame $i$ for class $j$ (which is 1 if class $j$ is voted and 0 otherwise) and $\hat{t}$ is the decision of the classifier for the entire video sequence.

$$\hat{t} = \arg\max_j \sum_{i=1}^{N} d_{i,j} \quad \text{(6)}$$

4 Experiments and Results

4.1 Experiments

The data set used for this work is made up of videos of flying birds from 7 different species recorded using a Casio Exilim ZR100, which was fixed at stationary points and recording at 240 frames per second. The entire data set used for our experiments comprises of 139 individual’s high-speed videos covering all the seven species, each between 400 millisecond and five seconds. For each experiment we applied a five-fold cross-validation scheme and aggregated the results presented in this section.

We performed two experiments to evaluate the effectiveness of our combined appearance and motion features for the classification of video sequences. The first experiment was performed using a combination of features (appearance and motion) with majority voting to determine the class a video sequence belongs to whiles the second used only appearance features with majority voting. We report the results in the next section.
4.2 Results

We present our initial results using confusion matrices of classified individual birds in videos with a combination of appearance and motion features (see table 1) and appearance features (see table 2). We found out that using appearance features alone had a correct classification rate of 83%. However, using both appearance and motion features increased the classification rate to 86%. From table 1, the correct classification rate for Nanday Parakeet and Cockatiels increased, whiles all others were the same. Two of the three Nanday Parakeet videos which were misclassified as Wood Pigeons were correctly classified when appearance and motion features were combined (see table 1). Similarly three of the six misclassified Cockatiels were correctly classified (see table 1), of which two misclassified as Black Birds were correctly classified and one misclassified as Wood Pigeon was also corrected.

<table>
<thead>
<tr>
<th></th>
<th>House Martin</th>
<th>Wood Pigeon</th>
<th>Superb Starling</th>
<th>Nanday Parakeet</th>
<th>Cockatiels</th>
<th>Black Bird</th>
<th>Green Budgie</th>
<th>(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>House Martin</td>
<td>21</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>84</td>
</tr>
<tr>
<td>Wood Pigeon</td>
<td>0</td>
<td>11</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>87</td>
</tr>
<tr>
<td>Superb Starling</td>
<td>1</td>
<td>0</td>
<td>12</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>60</td>
</tr>
<tr>
<td>Nanday Parakeet</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>22</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>96</td>
</tr>
<tr>
<td>Cockatiels</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>17</td>
<td>1</td>
<td>1</td>
<td>85</td>
</tr>
<tr>
<td>Black Bird</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>19</td>
<td>0</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>Green Budgie</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>20</td>
<td>92</td>
</tr>
<tr>
<td>Total (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>86</td>
</tr>
</tbody>
</table>

Table 1: confusion matrix of classification using the combined feature set (motion and appearance). The rows are the ground truth and the columns predictions.

<table>
<thead>
<tr>
<th></th>
<th>House Martin</th>
<th>Wood Pigeon</th>
<th>Superb Starling</th>
<th>Nanday Parakeet</th>
<th>Cockatiels</th>
<th>Black Bird</th>
<th>Green Budgie</th>
<th>(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>House Martin</td>
<td>21</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>84</td>
</tr>
<tr>
<td>Wood Pigeon</td>
<td>0</td>
<td>11</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>87</td>
</tr>
<tr>
<td>Superb Starling</td>
<td>1</td>
<td>0</td>
<td>12</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>60</td>
</tr>
<tr>
<td>Nanday Parakeet</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>88</td>
</tr>
<tr>
<td>Cockatiels</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>14</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>70</td>
</tr>
<tr>
<td>Black Bird</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>19</td>
<td>0</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>Green Budgie</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>20</td>
<td>92</td>
</tr>
<tr>
<td>Total (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>83</td>
</tr>
</tbody>
</table>

Table 2: confusion matrix of classification using appearance features. The rows are the ground truth and the columns predictions.

Initial results thus shows that combining appearance and motion features improves the classification performance, especially by correcting misclassification in some species. This will be suitable for classifying species with similar colouration and those in video at distance where colour features are more likely to attenuate.
5 Conclusion

The classification of birds in flight from video is particularly challenging for automated species identification and no existing work has yet addressed this problem directly. In this paper we have described our proposed combined appearance and motion features and have presented initial experimental results. We have compared the results from combining appearance and motion features with those just using appearance features. In both cases, we first classify bird species in video frame by frame using a Bayes Normal classifier. We then used majority voting to determine the class a video sequence belongs to based on the results of individual frames.

Initial results show that combining appearance and motion features for classification, out-performs appearance features by 3% using our video data set (which covers 7 species of flying birds). Specifically, the overall correct classification using combination of appearance and motion features was found to be 86% against 83% for appearance features alone. There is evidence that misclassifications in some bird species were improved with the combined features. This demonstrates the potential of combining appearance and motion features for resolving ambiguities among species with similar colouration and for classifying species in video at distance where colour features are more likely to attenuate.

We have presented initial experimental results for our combined appearance and motion features to support ecological studies or migration and other population-level behaviours. Our on-going work seeks to provide extensions to encompass other species and also investigate feature selection and redundancy to provide a more robust automated species classification.
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