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ABSTRACT Research in the recognition of human activities of daily living has significantly improved using
deep learning techniques. Traditional human activity recognition techniques often use handcrafted features
from heuristic processes from single sensing modality. The development of deep learning techniques has
addressed most of these problems by the automatic feature extraction from multimodal sensing devices to
recognise activities accurately. In this paper, we propose a deep learning multi-channel architecture using a
combination of convolutional neural network (CNN) and Bidirectional long short-term memory (BLSTM).
The advantage of this model is that the CNN layers perform direct mapping and abstract representation of
raw sensor inputs for feature extraction at different resolutions. The BLSTM layer takes full advantage of
the forward and backward sequences to improve the extracted features for activity recognition significantly.
We evaluate the proposed model on two publicly available datasets. The experimental results show that
the proposed model performed considerably better than our baseline models and other models using the
same datasets. It also demonstrates the suitability of the proposed model on multimodal sensing devices for
enhanced human activity recognition.

INDEX TERMS Human activity recognition, deep learning, machine learning, wearable sensors, convolu-

tional neural network, long short-term memory.

I. INTRODUCTION

Human activity recognition (HAR) is a process aimed at
recognising what an individual is doing, for example, sleep-
ing, showering, and cooking and the context in which they
occur. Research into HAR has been growing recently due to
the need to provide support to the elderly and cognitively
impaired. These efforts so far have focused on the use of video
[1], wearable sensors and wireless sensor networks [2], [3] to
capture simple human activities.

Sensor-based HAR approaches recognise activities from
sensor signals generated from object use as the result of the
interactions of sensor tagged objects in the home environment
or from sensor signals generated from wearable sensors and
Inertial Measuring Units (IMU) due to body movements.
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Taking these into consideration, Ihianle et al. [4] and
Patterson et al. [5] relied on machine learning techniques to
recognise activities. Irrespective of the sensor modality, these
approaches follow a template of handcrafted features which
makes them time-consuming and almost impossible to scale
up HAR for multiple activity set. These approaches also face
the challenges and the limitations to classify discriminative
features which are associated with multiple and complex
activities due to the variability of body movements which
generally could be easily confused. Deep learning presents
a promising opportunity to address these challenges and
limitations.

Deep learning was applied successfully for image recog-
nition [6], [7], speech recognition [8], [9] and human activ-
ity recognition amongst many [10]. Deep learning performs
feature extraction and activity classification by the use of
non-linear information processing layers. These layers form a
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hierarchical network of dense layers which work in sequence
to extract features and classify activities from raw sensor data
automatically. HAR approaches based on deep learning out-
performed traditional machine learning techniques achieving
high prediction and classification accuracies [10].

Convolutional Neural Networks (CNN) and Long Short-
Term Memory (LSTM) are popular types of deep learning
models applicable to HAR. A typical CNN based approach
uses convolutional operators in a stack of hierarchical layers
for feature extraction. LSTM forms a network of recurrent
layers which can automatically learn input features from
long-term dependencies between time steps of sequence data.
The Bidirectional LSTM (BLSTM) extends LSTM to use
their internal states and take full advantage of their forward
and backward sequences. Given their characteristic abilities,
CNN and BLSTM can be combined to form a feature extrac-
tion model to improve HAR.

This paper proposes a deep learning multi-channel CNN
Bidirectional LSTM (MCBLSTM) architecture for activity
recognition. The multi-channel model comprises of three
channels of CNN and BLSTM layers concatenated within the
model. Each of the channel or head reads the same sensor
data inputs and then processes these for feature extraction.
Features extracted are concatenated and then interpreted by
another fully connected layer for prediction. The main advan-
tage of the proposed model is that the CNN layers can achieve
activity recognition of multiple and complex activities by
the direct mapping and abstract representation of raw sen-
sor inputs for feature extraction at different resolutions of
the channels. It is then supported by the recurrent BLTSM
layer to enhance prediction by fully utilising the forward
and backward sequence operations as an advantage over the
unidirectional LSTM. The motivation for the proposed model
is to improve the performance of existing HAR models and to
scale up feature extraction in the recognition of multiple and
complex activities due to considerable variability in move-
ments.

The WISDM dataset [11], [12] is a unique example of
multiple and complex activities, for example, brushing teeth,
eating chip, eating sandwich amongst a set of 18 activities.
These activities were the result of the large variability in
movements beyond the normal set of activities which primar-
ily are simple exercises. Deep learning models were applied
to this dataset and other similar datasets with multiple activi-
ties by Benavidez and McCreight [13] and Burns and Whyne
[14] achieving good results. However, we believe the results
can be improved using the proposed deep learning approach.

The main contributions of this paper are as summarized
below:

« We propose a new deep learning architecture for mul-
tiple human activity recognition using combined CNN
and recurrent Bidirectional LSTM networks capable of
feature extraction and the utilization of temporal depen-
dencies.

« We demonstrate that the model can be effectively
applied to different sensor modalities to recognise
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multiple human activities irrespective of the variability
of the body movements.

« We evaluate the proposed model using publicly available
datasets and show that it outperforms other deep learning
models based on the published results and our baseline
deep learning models.

Il. RELATED WORK

Human activity recognition is an important area of research in
pervasive computing due to its significance in the provision of
support and assistance to the elderly, disabled and cognitively
impaired. In this section, we review related works in HAR
and introduce the convolutional neural network (CNN) and
Bidirectional LSTM (BLSTM) as baseline models.

Machine learning techniques have been widely applied to
recognise activities from multimodal sensing devices some
of which includes Dynamic Bayes Networks [15], Hidden
Markov Model [5], Naive Bayes [16], Topic model Latent
Dirichlet Allocation [17]. Human activity recognition by
knowledge-driven ontology models follow web ontology lan-
guage for the specification of concepts and their relationships.
It also involves the use of the ontology language to model
activities and the representation of activity concepts to sup-
port activity recognition [18]-[20].

The authors [10], [13], [14] applied Deep learning models
to recognise human activities of daily living. These models
perform feature extractions using non-linear information pro-
cessing layers and has been extensively used in areas includ-
ing image pattern recognition and speech recognition. Deep
learning networks, just like other neural networks work by
imitating the brain neural layers and nodes. These networks
of layers take in data at the input layers, which are processed
and passed onto the next layers for feature extraction and then
classification. The network of layers and their parameters
may differ and determine the extent of feature extraction. For
the work in this paper, we review Convolutional Neural Net-
works, recurrent Long Short term Memory and Bidirectional
Long Short term Memory networks and their applications
specifically to HAR.

A. CONVOLUTIONAL NEURAL NETWORK (CNN)

Deep learning CNN is composed of convolutional layers for
feature extraction from input data. Typically, the network is
comprised of an input layer, hidden layer(s) and an output
layer. The structure of neurons which mimic the human neural
network are three-dimensional to have width, height, and
depths for the inputs and outputs. Depending on the arrange-
ment, the hidden layers could be convolution, pooling and
normalization layers.

The CNN layers perform feature extraction of input data
through a convolutional process using filters (kernels). The
layers read the distinctive values from input data to generate
feature activation maps which highlights relevant features of
the data. The feature activation maps are units with parame-
ters which, when activated result to the convolution of the ker-
nel over the data. For example, if the input layer with feature
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FIGURE 1. An illustration of a one-dimensional convolutional neural
network model with convolutional and pooling layers.

signals X(xi...xs, x¢4+1) is connected to the convolutional
layer with filter (kernel) size K as shown in Figure 1, feature
map extraction using one-dimensional operation is given by
C; in the equations 1 to 4 below.

C1 = kix1 + koxo + k3x3 (D
Cy = k1xp + koxs + k3xy 2)
C, = kixi—1 + koxy + k3x 1 3)

T
C.=o (fo * Wm,) )

=1

where W; ; (X x K) connects the " input signal to the z”
feature signal, o is the activation function, * convolutional
operator. The pooling layer connected to the convolutional
layer, as shown in Figure 1 enhances the extracted feature
signals by reducing its dimension using a pooling function.
Multiple convolutional layers help feature extraction of input
data to greater levels of abstraction.

The dimension of the input data determines the convolu-
tional operator to adopt. 2D convolutional layers are typically
used for the temporal sequence of images as a result of
the three-dimensional data input. The convolutional process
passes a filter (kernel) over the image, continuously inspect-
ing small windows of the image until completely scanned.
Feature map activations in the form of the dot product of the
pixel values in the current filter window with the weights are
defined in the filter. Unlike the 2D CNN, the convolutional
operators in 1D CNN are applicable to extract features from
fixed-length segments of the entire input data. It is well
suited for the recognition of human activities from time-based
sequences of multimodal sensor data and audio signals.

With the ability to overcome the limitations of handcrafted
features and to automatically learn features, CNN has gained
a lot of attention over the years. It has found its application
in areas including image classification and recognition [6],
[7], text analysis and classification [21], natural language
processing [22] and speech recognition [8], [9]. CNN has
been applied to HAR Ignatov [23] and Yang et al. [24].
Ignatov [23] proposed CNN for local feature extraction
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FIGURE 2. An LSTM cell structure showing the Input, Forget and Output
gates.

together with simple statistical features that preserve infor-
mation about the global form of time series on two publicly
available datasets. Although they achieved good results for
walk upstairs, walk downstairs, sit, stand, and laying activity
recognition, the result did not reach 100%. Benavidez and
McCreight [13] also applied CNN to the WISDM dataset with
multiple activities. Their work involved feature extraction for
18 different activities which included hand-oriented and non-
hand-oriented activities from phone and watch sensors. The
authors achieved significant results from a standalone CNN
model. Despite these encouraging results, there is still room
to improve recognition accuracy, especially for multiple and
complex set of activities.

B. LONG SHORT TERM MEMORY (LSTM)

Deep learning LSTM model input features and their temporal
dependencies with memory blocks as unique features for
internal and outer recurrence [25]. Typically, LSTM layers
comprise of memory blocks recurrently connected in a mem-
ory unit or cell. These cells are composed of gates to deter-
mine when to forget previous hidden states of the memory cell
and further update the cells, thereby enabling the network to
utilise temporal information.

An LSTM cell as illustrated in Figure 2 with input feature
X;, takes input data x, at time ¢, so that an input gate i,
controls the flow of the input data to the cell. A forget gate f;
determines when to forget contents of the internal state of the
cell, and the output gate o, to control flow to the output. The
cell function in this regard are as follows:

ir = o (Uix; + Wihi—1 + bi) %)
fi = o (Upxi + Wyhi—y + by) (6)
0y = o (Upx; + Wohy 1 + by) N
& =0 (ngz + Weh, 1 +bg) ()
cr = grir +frci—1 )
hy = ostanh(cy) (10)
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The internal recurrence c; and the current output y; which
is the equal to the current hidden state 4, are both computed
in time ¢ using gate parameters U and W (weight matrices)
and with b (bias vector) learnt in the process.

LSTMs has been applied to video footage by
Zhang et al. [26], speech recognition Soltau er al. [27]
and text analysis Nowak et al. [28]. Benavidez and
McCreight [13] also applied LSTM to HAR achieving some
significantly encouraging results.

C. BIDIRECTIONAL LONG SHORT TERM MEMORY
(BI-LSTM)

Bidirectional LSTM proposed by Schuster and Paliwal [29],
is an extension to the traditional LSTM. The model includes
two parallel LSTM layers to provide a forward and backward
loop, as illustrated in Figure 3. The idea is for the network
to take advantage of past and future information through the
forward and backward sequences to make predictions. In this
case, current information has past information as dependen-
cies and also linked to future information. The forward h
and backward h sequences respectively are represented by
the red and green arrows in Figure 3 and the equations below:

W= g(UWx, W H +b7> (1)
(h_t ==

2 <U<h—x, W+ b<h—> (12)
— <« )

y,:g(Vﬁht+V<h—h;+by (13)

Wollmer et al. [30] applied Bidirectional LSTM network
to predict missing words based on contexts, Graves and
Schmidhuber [31] to perform phoneme classifications and
Graves et al. [32] for speech recognition. Bidirectional LSTM
has also been used in HAR by Murad and Pyun [33] and
Zhao et al. [34]. Given the forward and backward sequence
advantage, Bidirectional LSTM offered better performance
than the traditional LSTM [34].

In addition to the above, research efforts have been made
to use a combination of deep learning models. Amongst
these are combined Long Short-Term Memory (LSTM) RNN
with CNN [35] and the Deep ConvLSTM [10]. Ordéiiez and
Roggen [10] proposed a combination of deep convolutional
and recurrent layers to HAR. Results on publicly available

Qutput Vel
Layer
Bidirectional LST]
Layer T
LSTM }
Input X1
Layer \ ) -------

FIGURE 3. Bidirectional LSTM model showing the input and output layers.
The red arrows represent the backward sequence track and green the
forward sequence track.
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datasets demonstrate the potentials of using convolutional
layers with recurrent networks to learn temporal features of
multimodal sensor signals.

This paper proposes a deep learning multi-channel network
which significantly differs from the series combinations by
Ordéiiez and Roggen [10]. Although Yenter and Verma [36]
and Hyun et al. [37] have both used deep learning multi-
channel topologies, it has not been applied to HAR, especially
with multiple activity set.

Ill. PROPOSED APPROACH

The architecture of the proposed multi-channel deep learning
model combines CNN for feature extraction and Bidirectional
LSTM layers for sequence prediction in three channels which
are then fully connected as shown in Figure 4. Each channel
or head comprises of three stacked Conv1D layers, each of
which followed by a max-pooling layer. The Conv1D layers
with a configuration of 64 filters perform direct mapping and
abstract representation of sensor inputs for feature extrac-
tion. The feature extraction is achieved by the convolution
operators applied to the kernels and then the feature maps
computed as described in subsection II-A above. To allow
for feature extraction at different resolutions, we have used
kernel sizes of 3, 5 and 11 for the ConvlD layers of the
respective channels. Outputs from each of the Conv1D layers
are passed to max-pooling layers, which reduces the sizes
of the learned features by summarising them into distinct
elements without any loss to accuracy. A Bidirectional LSTM
layer with configurations of 128 units and dropout function
of 0.25% further receives the outputs of the ConvlD lay-
ers and max-pooling layers. The benefit of this is that the
Bidirectional LSTM layer is well suited to adapt the internal
state taking full advantage of their forward and backward
sequences [29], [34]. Typically, the inputs of the Bidirectional
LSTM are time sequences and the extracted features from the
convolutional process. The dropout layer serves to minimise
overfitting and improve model accuracy. The outputs from the
three channels are flattened and then concatenated within the
model. It further passes through a fully connected layer, capa-
ble of generating features interpreted into different classes.
The final output of the model is from a dense layer with
soft-max activation function that computes the probability
distribution over the predicted classes of activities.

IV. EXPERIMENTS

We considered two datasets on HAR to evaluate the perfor-
mance of the proposed MCBLSTM model. We also com-
pared the performance of the proposed model with CNN
and Bidirectional LSTM models, which provided baseline
references and with the results reported by other authors on
these datasets.

A. DATASETS

Human activities are a result of the large variability in
movements resulting in activities like walking, jumping
and sometimes complex activities like eating chips and
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FIGURE 4. An overview of the proposed Multichannel Convolutional Bidirectional LSTM (MCBLSTM). As illustrated, there are three stacked
Conv1D layers each followed by a max pooling layer. The CNN and the pooling layers are then followed by a Bidirectional LSTM layer for
each channel head before flattening. The channels are then concatenated and fully connected for activity recognition and predictions.

eating sandwich. The recognition of these complex activities
tends to be very challenging due to the numerous gestures
associated with these activities. They also reflect the human
activities of daily living performed as a result of the diverse
movements and gestures. Therefore, a benchmark dataset for
the recognition of activities should have multiple activities
as a reflection of this reality. Several datasets have been
published for activity recognition which includes WISDM
[11], MHEALTH [38], UCI HAR [39] and OPPORTUNITY
[40]. For this paper, we have chosen the WISDM [11] and
the MHEALTH datasets [38] due to the complexity of the
activities.

1) WISDM DATASET
The WISDM dataset [11], [12] was released late 2019 by
the Fordham University. It was collected using accelerometer
and gyroscope sensors of a smartphone (Galaxy Nexus or
Samsung Galaxy S5) and smartwatch as 51 subjects per-
formed 18 diverse activities of daily living. This dataset is
unique and comprises of complex and multiple activities from
basic ambulation to diverse movements and gestures. The
activities as itemised below are divided into three groups
— Non-Hand-oriented, Hand-oriented (General) and Hand-
oriented (Eating) activities.

Non-hand-oriented activities:

o Walking

« Jogging

o Stairs

o Standing

« Kicking
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Hand-oriented activities (General):

o Dribbling

« Playing catch
o Typing

o Writing

« Clapping

« Brushing teeth
« Folding clothes

Hand-oriented activities (Eating):

« Eating pasta

« Eating soup

« Eating sandwich

« Eating chips

o Drinking

The compressed folder of the WISDM dataset has a hier-
archical file structure of raw and processed sensor data. For
this study, we have used the raw sensor data. The raw sensor
data is a time-series data stored in separate files containing
data from one sensor (accelerometer or gyroscope), for one
device (smartphone or smartwatch) and the subjects. Each of
the subjects, as a result, is associated to four files of tri-axial
sensor data sampled at a rate of 20Hz - Phone accelerome-
ter, Phone gyroscope, Watch accelerometer and Watch gyro-
scope all of which are linked by the timestamp of capture.
As part of the data preprocessing, we merged all Phone
and Watch data so we can identify the sensor combination
which yields the best results, i.e. Phone, Watch and Phone +
Watch. Phone and Watch data each has seven features
(accelerometer: x, y and z, gyroscope: X, y and z and activity
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labels respectively), Phone + Watch has thirteen features
from a combination of Phone and Watch data. Further, we par-
titioned the merged data into 10-seconds with an overlap
of 50% and then randomly split the dataset into training
(70%) and test (30%).

2) MHEALTH DATASET
The MHEALTH dataset [38] is comprised of activities cap-
tured using wearable sensors in an out-of-lab environment

with no constraints. In the study, 10 participants performed
12 activities (See Table 1)

TABLE 1. The activity for the MHEALTH dataset In brackets are the
number of repetitions (Nx) or the duration of the exercises (min).

Activity Keys Activities
L1 Standing still (1 min)
L2 Sitting and relaxing (1 min)
L3 Lying down (1 min)
L4 Walking (1 min)
L5 Climbing stairs (1 min)
L6 Waist bends forward (20x)
L7 Frontal elevation of arms (20x)
L8 Knees bending (crouching) (20x)
L9 Cycling (1 min)
L10 Jogging (1 min)
L11 Running (1 min)
LI12 Jump front and back (20x)

Similar to the WISDM dataset, the MHEALTH dataset
generalizes common activities of daily living, given the diver-
sity of body parts involved in each one (e.g., the frontal
elevation of arms vs. knees bending), the intensity of the
actions (e.g., cycling vs. sitting and relaxing) and their
execution speed or dynamicity (e.g., running vs. standing
still) which makes this dataset very unique. As part of
the process, sensors were attached to the right wrists, left
ankles and chests of the participants. These sensors cap-
tured measurements from body movements, acceleration,
the orientation of the magnetic field and ECG. The sam-
pling rate of the dataset is 50 Hz, which was considered
sufficient for capturing human activity. Similarly, for data
preprocessing, we have merged all the data from each of
the participants and randomly split into training (70%) and
test (30%).

B. BASELINE MODELS

We use two baseline models - CNN and Bidirectional
LSTM models to compare the performance of the proposed
MCBLSTM model. These baseline models are similar to
the layers as described in the section III above. With this,
the baseline CNN model is comprised of three layers of
ConvlD layers of 64 filters, kernel size 5 and each fol-
lowed by max-pooling layers. The Bidirectional LSTM base-
line model is comprised of a single Bi-LSTM layer with
128 units each followed by a dropout layer. The baseline
models receive the same input as the proposed MCBLSTM
model.
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C. PERFORMANCE EVALUATION

We implemented the proposed model in a python 3.7 envi-
ronment. To evaluate the performance of the proposed model,
we used accuracy, F-measure (F1) and Matthew Correlation
Coefficient (MCC). Generally, accuracy is popular and often
used as a measure to evaluate the performance of activity
recognition models. Due to class imbalance which is nor-
mally evident with activity recognition datasets, accuracy
tend not to be an appropriate measure of performance eval-
uation [41], [42]. While accuracy measures the ratio of cor-
rectly recognised activities from the total activities in the
test dataset, the F-measure () is also popular and consid-
ered ideal for performance evaluation measurement. Fp is
calculated using the average weighted recall and precision as
defined by equation 14. In this case, the precision is defined as
%, and recall defined as TP{F—PFN with TP, TP, FP and FN
corresponding to the true positive, true negative, false positive
and false negative respectively. The Matthews Correlation
Coefficient (MCC) defined by equation 15 is considered as
a much more reliable performance evaluation measure over
accuracy, (F1) and even Cohen Kappa especially for imbal-
anced multi-class dataset [43], [44].

2 - (Precision - Recall)

Fy = — (14)
(Precision + Recall)
TP -TN — FP - FN
MCC =
/(TP+FP) - (TP+FN) - (TN +FP) - (TN + FN)
(15)
D. RESULTS

We implemented the proposed MCBLSTM model setting the
CNN filter maps to 64 for each of the layers, CNN kernel
sizes of 3, 5 and 11 for each of the channels and BLSTM
layers to 128 units each followed by dropout set to 0.25.
We also used an Adam optimiser for the model and set the
learning rate to le-3. We conducted a set of experiments for
the different sensor modalities Phone (accelerometer + gyro-
scope), Watch (accelerometer + gyroscope) and Phone +
Watch for the WISDM dataset to determine the combination
of sensor modality with the best result. We also performed
additional experiments on the MHEALTH dataset as part of
the model evaluation. We used 10-fold cross-validation for
the experiments performed on the datasets.

Figures 5 and 6 show the training progress of the model
on the WISDM (Phone + Watch) and MHEALTH datasets,
respectively. As shown, the accuracy and loss were out
of 1.0. We monitored the accuracy and loss trend for up to
100 training epochs. In this process, we noticed the stability
of the model after 15 epochs and no overfitting for both
datasets. The experimental results after 100 epochs for the
WISDM (Phone), WISDM (Watch) and WISDM (Phone +
Watch) are presented in Table 2. We noticed the WISDM
(Phone + Watch) outperformed the WISDM (Phone) and
WISDM (Watch) modalities. The average weighted F
results are 98%, 97% and 99% for WISDM (Phone),
WISDM (Watch) and WISDM (Phone + Watch) respectively
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FIGURE 6. Accuracy and loss trends of proposed model for MHEALTH dataset with Acc as

accuracy and Val as validation.

in percentage. We also noticed slightly lowered performance
for some hand-oriented (Eating) activities for all three results.
From these results, it is evident that the combination of the
sensor modalities as seen with the WISDM (Phone + Watch)
provides rich contextual data for better activity recognition.
The results in Table 3 for the MHEALTH dataset also justifies
the robustness of the proposed approach, with an average
weighted F'| score of 100%.

Furthermore, Figures 7 and 8 show the confusion matrix
for the WISDM (Phone + Watch) and MHEALTH datasets.
The results presented also demonstrate the ability of the
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proposed model to accurately and precisely recognise all the
activities. The WISDM (Phone + Watch) confusion matrix
also reports a slightly lowered result for Soup and Pasta
similar to Table 2. These activities are purely hand-based
requiring same or similar movements which go beyond the
basic ambulation of body parts. The confusion for these
activities can be attributed to the marginal variabilities of
these activities resulting in high false positives. Table 4 shows
the overall results from the cross-validation, especially the
F1 and MCC metrics which underscores the effectiveness of
the proposed model. In general, the results achieved for both
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TABLE 2. Precision, Recall and F; results for WISDM dataset.

Activity N Phone N Watch - Phone + Watch
Precision  Recall F1 Precision  Recall F1 Precision  Recall F1
Walking 1.00 0.99 1.00 0.98 0.98 0.98 1.00 1.00 1.00
Jogging 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Stairs 0.99 0.99 0.99 0.97 0.97 0.97 1.00 0.99 1.00
Sitting 0.97 0.98 0.97 0.96 0.96 0.96 0.99 0.99 0.99
Standing 0.98 0.99 0.99 0.98 0.98 0.98 1.00 1.00 1.00
Typing 0.99 0.96 0.98 0.99 0.99 0.99 0.99 0.99 0.99
Teeth 0.99 0.98 0.99 0.99 1.00 0.99 0.99 0.99 0.99
Soup 0.97 0.94 0.96 0.97 0.94 0.96 0.99 0.99 0.99
Chips 0.95 0.96 0.95 0.91 0.92 0.91 0.98 0.99 0.99
Pasta 0.96 0.98 0.97 0.95 0.96 0.95 0.98 0.99 0.99
Drinking 0.96 0.96 0.96 0.93 0.95 0.94 0.99 0.98 0.99
Sandwich 0.95 0.97 0.96 0.90 0.87 0.88 0.99 0.98 0.99
Kicking 0.98 0.97 0.97 0.97 0.97 0.97 0.99 0.99 0.99
Catch 0.97 0.98 0.98 0.98 0.99 0.98 0.99 0.99 0.99
Dribbling 0.98 0.98 0.98 0.99 0.99 0.99 1.00 0.99 1.00
Writing 0.99 0.97 0.98 0.99 0.99 0.99 1.00 1.00 1.00
Clapping 0.99 0.99 0.99 1.00 1.00 1.00 0.99 0.98 0.99
Folding 0.99 0.98 0.99 0.97 0.99 0.98 0.98 0.99 0.99
Weighted Ave. 0.98 0.98 0.98 0.97 0.97 0.97 0.99 0.99 0.99
TABLE 3. Precision, Recall and F; results for MHEALTH dataset. -10
Walking
Activity Precision  Recall Il jjm
Standing stll 1.00 100 1.00 o
Sitting and relaxing 1.00 1.00 1.00 e [
Lying down 1.00 1.00 1.00 Sianding
Walking 0.99 1.00 1.00 —
Climbing stairs 1.00 1.00 1.00 —
Waist bends forward 1.00 0.99 1.00 o6
Frontal elevation of arms 1.00 0.99 1.00
Knees bending 1.00 1.00 1.00
Cycling 1.00 1.00 1.00
Jogging 1.00 1.00 1.00
Running 0.99 1.00  1.00
Jump front and back 0.99 1.00 0.99 sanduien
Weighted Ave. 1.00 1.00 1.00 ficking
Calch
TABLE 4. Overall results (in percentage) with ACC as accuracy. — .,
Writi
Dataset ACC (%) Fy (%) MCC (%) —
Phone 97.91+£2.007 97.91£2.007 97.85+1.822 '
Watch 96.60£1.473 96.60£1.473 96.57+£1.215 i o
Phone + Watch ~ 99.13 £ 0.455  99.07 £ 0.418  98.91 £ 0.347
MHEALTH 99.73 £ 0.094  99.73+0.094  99.68 + 0.049

TABLE 5. Performance comparisons with accuracy result (in percentage).

Model WISDM

Phone Watch Phone + Watch

CNN [13] 50.0 72.0 -

LSTM [13] 74.0 79.0 -

FCN [14] - - 91.3£0.53

Baseline CNN 88.4+£2.376 86.8+2.265 90.33 £ 2.368
Baseline BLSTM 92.44+1.213 90.94+1.399 94.31 £ 1.236
MCBLSTM (This paper)  97.91+£2.007  96.60+1.473  99.13 4 0.455

datasets are very significant and most importantly justifying
the combination of the sensing devices to achieve better
results.

E. COMPARISONS
We compared the models by ranking the overall accuracy
results as provided in Table 5. The results (in percentage)

VOLUME 8, 2020

Predicted Label

FIGURE 7. Confusion matrix for the WISDM (Phone + Watch) dataset.

show that the proposed MCBLSTM had the highest over-
all accuracy. It performed better than the models by
Benavidez and McCreight [13] and Burns and Whyne [14]
for the WISDM dataset. The MCBLSTM model result
was also better than the CNN and BLSTM baseline mod-
els given their rankings. Further, we compared the base-
line models and the proposed MCBLSTM by carrying out
paired t-tests to check the similarities between the baseline
results and that of the proposed MCBLSTM. The following
t-values and p-values are provided in Table 6 for CNN-
MCBLSTM, BLSTM-MCBLSTM and CNN-BLSTM. The
null hypotheses state that the above paired comparisons sig-
nificantly reject the similarities between the results of the
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FIGURE 8. Confusion matrix for the MHEALTH dataset.

TABLE 6. Paired t-Test results for model performance comparisons.

Test Models t-value p-value
Baseline CNN - MBLSTM 36.4946  7.45290e-90
Baseline BLSTM - MBLSTM  36.5959  4.61942¢-90
Baselines CNN - BLSTM 14.8999  3.60695e-34

TABLE 7. Performance results for different window sizes for the WISDM
dataset.

Size (sec) Accuracy (%)
5 98.6 + 0.682
10 99.1 £ 0.455
15 92.6 £ 0.431
20 82.7 +0.513

compared models. Hence, we can rank the proposed
MCBLSTM model as performing better than the base-
line CNN and BLSTM models. This performance can be
attributed to the fact that the MCBLSTM model takes advan-
tage of the backward and forward sequences for time series
data to outperform the CNN and BLSTM models. We also
noticed that during training, the accuracy trend for both
baseline models remained constant with loss increasing. The
BLSTM layer of the proposed MCBLSTM helped to achieve
a much lower loss sooner and stayed very low in comparison
to the baseline models.

F. PARAMETER SETTING

Deep learning models require parameter tuning to achieve
better results. There are three methods for parameter tuning—
manual based method using the results of validation set and
the experience in the domain, random based method involv-
ing the use of random values and grid search method which
consists of the use of an exhaustive set of values. Whichever
the process, they are all very time-consuming. We adopted a
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FIGURE 9. Box and whisker plots with overall accuracy results for
different filter map selection on the WISDM (Phone + Watch) dataset.

grid and search method for the work in this paper for which
we set the learning rate to be le-3. We did this starting with
a value and then a set of parameter values based on the
validation result sets as a way of determining the optimal
parameter value. As part of this process, we performed some
experiments to determine the optimal filter map setting for
the convolutional layers. Figure 9 shows the accuracy per-
formance out of 1.0 for the MCBLSTM architecture with
different values of filter maps. We also varied the window
segments for the datasets to determine the optimal segment
sizes. Results in Table 7 shows the suitability of 10 seconds
segments for the WISDM dataset. Performance of the model
reduces with increased segment sizes.

V. CONCLUSION

The research into HAR is strategically significance to health-
care monitoring, surveillance and support for the elderly and
cognitively impaired. Deep learning is becoming popular,
and the related work demonstrates its suitability to improve
and scale-up HAR. Deep learning CNN and Bidirectional
LSTM models have been applied to text classification, speech
recognition image classification with good results, but yet to
combined in a multi-channel architecture for human activ-
ity recognition. In this paper, we propose a multi-channel
CNN Bidirectional LSTM (MCBLSTM) based deep learn-
ing model to recognise activities from multimodal sensing
devices. As part of the model, the CNN layers perform direct
mapping and abstract representation of sensor inputs for fea-
ture extraction. Feature extraction is achieved using convolu-
tion operators applied to the kernels and to compute feature
maps. The Bidirectional LSTM layer uses the internal state
taking full advantage of the forward and backward sequence
on the extracted features from the convolutional process.
We evaluated the proposed model, using two publicly avail-
able datasets. The performance of the model was exceptional
as multiple and complex activities from a large variability
of movements, and diversity of body parts were recognised.
Overall results showed excellent F; and MCC performance of
the proposed model on the WISDM and MHEALTH datasets.
We also showed that the model performs better with data from
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a combination of multimodal sensing devices. Furthermore,
we compared the results of the proposed model with our
baseline models — CNN and Bidirectional LSTM and with
results reported by other authors on the datasets. The pro-
posed model offered better results in terms of accuracy and
other performance metrics. Our future work will be to extend
the tuning method used in this work. We hope to explore
and investigate better ways to automatically tune and adjust
parameters rather than relying on the grid search method to
help deep learning methods evolve in the learning process.
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