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Abstract 

Modern and new integrated technologies have changed the traditional systems by using more 

advanced machine learning, artificial intelligence methods, new generation standards, and smart 

and intelligent devices. The new integrated networks like the Internet of Things (IoT) and 5G 

standards offer various benefits and services. However, these networks have suffered from 

multiple object detection, localization, and classification issues. Conventional Neural Networks 

(CNN) and their variants have been adopted for object detection, classification, and localization in 

IoT networks to create autonomous devices to make decisions and perform tasks without human 

intervention and helpful to learn in-depth features. Motivated by these facts, this paper investigates 

existing object detection and recognition techniques by using CNN models used in IoT networks. 

This paper presents a Conventional Neural Networks for 5G-Enabled Internet of Things Network 

(CNN-5GIoT) model for moving and static objects in IoT networks after a detailed comparison. 

The proposed model is evaluated with existing models to check the accuracy of real-time tracking.  

The proposed model is more efficient for real-time object detection and recognition than 

conventional methods. 

Keywords: Neural Network, Deep Learning, Object Detection, Image Processing, Localization, 

Classification, Convolutional Neural Network 

1. Introduction 

In the last few decades, the number of smart devices and objects has been increased rapidly and 

offered cost-effective and intelligent services. Internet of Things (IoT) is one of the emerging 

technology based on new data communication standards like 5G to improve people's daily life and 

services [1].  Most IoT devices have video and image capabilities to obtain information about the 

surrounding environment for other security and monitoring purposes. Understanding collected 

information in the shape of video or images is an essential part and component for object detection 

applications [2-4]. The IoT networks are based on interconnected objects or devices for home 

automation, intelligent transportation systems, the internet of industries, smart grids systems, 

healthcare, and smart education systems. The connected objects are sensor nodes, actuators, 

controllers, and other wireless and wired devices. The devices collect the required information 

with the help of new and advanced Wi-Fi, WIMAX, Bluetooth, and 5G technologies [5]. Object 

detection is a technique in computer technologies based on digital image processing and computer 
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vision. In these techniques, the objects are detected instances of semantic objects in a specific class 

like a chair, table, person, desk, car in digital video, and image data.     

Object detection is categorized into many sub-fields such as pedestrian application, face detection, 

body movement detection, fix and mobile object detection, human behaviour detection, and 

autonomous driving. Mostly, the existing object detection literature has focused on the big object 

covering in images. Small object detection from the images still exists and has unsatisfactory 

results [6, 7]. Learning systems, especially Conventional Neural Networks (CNN), have achieved 

excellent object detection techniques [8]. The object detection modules are divided into three 

major components: region selection, feature extraction, and classification [9]. Deep learning 

models have been adopted to provide an efficient solution by using different algorithms. Deep 

learning is a useful machine learning method based on various layers of features.  

The fundamental objective of these methods is to distinguish subordinate-level categories. 

Informative region selection refers to a complete image with multi-scale slicing to identify the 

distinct objects with different sizes or ratios. This strategy can find all possible positions of objects. 

If an unfixed number of slicing windows is used, then produces redundant windows and leads to 

computational burden [10]. If a fixed slicing window is used, then an unwanted region may be 

produced. In feature extraction, visual features can provide robust and semantic representation that 

is significant for recognising the different objects [11]; however, because of the diversity of 

backgrounds, appearances, and illumination conditions. In order to describe all kinds of objects, a 

manual design feature descriptor does not cover all aspects. In classification, a classifier 

distinguishes between different objects of classes. Representation becomes more revealing, 

semantic, and hierarchical for visual recognition. Inequitable learning of graphical models allows 

for building a high precision part-based model to diversify object classes in images.  

This paper investigates deep learning methods used in IoT in different domains such as automotive 

systems, home automation, and smart safety. After a detailed review, we proposed a Conventional 

Neural Networks for 5G-Enabled Internet of Things Network (CNN-5GIoT) model for object 

recognition and detection. The proposed model is working with 5G and cloud-based services 

where users receive a message on their smart device. The proposed model is evaluated in terms of 

object detection and recognition. The other objectives of this paper are as follows: 

 Discussed deep learning methods for object detection and recognition. 

 Proposed a 5GIoT data communication model for fast and reliable data services to 

support the IoT networks. 

 Suggested edge and cloud-based systems for better services. 

 Proposed CNN based object detection and recognition model for IoT networks 

 

The rest of the paper is organized as follows: Section 2 presents the deep learning usage for object 

detection and recognition in IoT networks. Section 3 presents the existing work related to deep 

learning for object detection in IoT networks. Section 4 presents the proposed CNN-5GIoT model 

for object detection. Section 5 presents the results of the proposed model with state of the art 

models. The paper concludes with the future direction in the last section.     

 

 



2. Deep Learning for Object Detection and Recognition in IoT  

Usually, deep learning models are those neural network models that have deep structures. 

Gradually, deep learning has been gained popularity after the arrival of graphical processing units 

and large-scale data such as Image Net. A deep learning model can learn a high level of 

representation of features to detect pedestrian detection. Switchable layers can quickly learn low-

level and high-level features. Deep learning performance is better than classical machine learning 

in terms of accuracy and performs better when a large amount of data and powerful computing 

resources are available. Deep Learning usually has large layers for processing [12]. Deep learning 

is one of the branches of machine learning based on deep neural networks, whereas CNN is a 

popular neural network architecture. CNN can learn high-level representation extensively. In real-

world scenarios, objects are frequently subject to occlusions and sensor noise. CNN is based on 

different layers and filters; filter size depends upon image and requirement [13, 14]. CNN uses 

hierarchical features that are based on multi-level feature representation. It can learn automatically 

from raw data; one of the advantages of CNN or deep learning is that it extracts feature 

hierarchically.  Mainly CNN has three layers' convolutional layer, the pooling layer, and the fully 

connected layer. In the first two layers, convolutional and pooling layers' have different types of 

activation functions for use. Convolutional layer extract features automatically from images, also 

extract a high level of abstraction. The first level is responsible for low-level features, and the 

second layer pooling layer is responsible for reducing parameters and decreasing computation cost. 

A fully connected layer is responsible for classifying between distinct classes [15]. Figure 1 shows 

the basic CNN architecture and its layers. 

 
 

Figure 1: Convolutional Neural Network Framework 

 

Figure 1 clearly shows that how the data is processed with the CNN framework by using different 

input, convolution, pooling, and classifier methods or layers and generate the high detection output.  

2.1 Object Detection in Automobile Systems, Home Automation, and Smart Safety 

Automation or transportation system is one of the core areas where automobiles need continuous 

improvement for various applications such as traffic management, object recognition, safety, and 

monitoring purposes. Traffic sign recognition is one of the popular areas for regulating traffic [16]. 

There are various areas in the automation field where machine and deep learning methods have 

been adopted for object detection such as traffic sign recognition, vehicle classification, driver 

behaviour recognition, road damage detection, vehicle attribute recognition, and license plate 

detection. The three layers of CNN extracted the image features and classify the image or video 
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data. The repetition of a stack of several convolution layers and pooling layers has been adopted 

for feature extraction. Then, the different feature maps are applied for feature extraction from the 

image. The main objective of pooling is to decrease the parameters and prevent over-fitting. For 

example, in a car's image, any part detects the car features like four tires, four doors, and car shape. 

After this process, the next step is the classification where the flattened vector is used from the 

previous convolution layer [17, 18]. In order to train the CNN model, the feed-forward neural 

networks and backpropagation models have been adopted in each iteration. Different parameters 

are applied in CNN architecture, such as optimization and estimation and hyperparameters, which 

are set manually to help estimate the optimized parameters.         

In face-related applications, especially face recognition, face detection is vital for several 

applications in IoT networks. Also, use in face expression analysis, face synthesis, and face 

recognition. In this task, many pixels are available for processing nearly 300 pts vs. 1000 pts. 

Large faces have different structural settings such as skin colour, eye colour, distribution of 

different face parts. Nevertheless, a large visual difference of faces makes a challenge for diverse 

applications in the perspective of pose variations, illumination adjustments, and occlusions. For 

conventional face detection procedures, many annotations and high computational expenses are 

required to accomplish reasonable results [19]. Deep learning models can learn deep representation 

in images and later classify according to obligation. Face recognition is a broad problem for 

recognizing objects in videos. Steps to recognize objects divide into several parts such as detection, 

alignment, feature extraction, and classifying the object. In this decade, deep learning can detect 

faces more efficiently than humans. 

Pedestrian detection is another area of object detection, such as video surveillance systems and 

robotics. This area has gained popularity due to security and other variabilities. However, with 

many features, this area is suffered from dense occlusion due to obstacles. It is observed that 70% 

of street images' pedestrian data occluded in at least one video frame. The existing solutions have 

addressed the occlusion issue by using a grouping strategy into two types, including distinct 

occlusion underlying variables. The first type is constructing a specific detector and needs prior 

information of occlusion types such as train a series of unfair classifiers for bottom-up and right-

left occlusions. The second type is separated pedestrian into several parts and inferred their 

familiarity with latent variables [20]. Figure 2 shows a few examples of object detection and face 

recognition. 

 



 

Figure 2: Object Detection using Neural Networks 

Table 1 shows the well-known deep learning models for object detection and recognition with 

technical aspects.  

Table 1: Deep Learning Models used for Object Detection 

S# Model Name Category Learning 

Model 

Input Data 

Type 

Features Usage in IoT 

Applications  

1 AE (Auto-

Encoder) 

Generative Unsupervis

ed 

Various Best for dimensional 

reduction works with 

unlabeled data  

Emotion Diagnostic 

and machine faults 

recognition 

2 RBM 

(Restricted 

Boltzmann 

Machine) 

Generative Unsupervis

ed 

Various Best for 

dimensionally 

reduction and 

classification  

Used for indoor 

localization and 

energy consumption 

prediction 

3 DBN (Deep 

Belief 

Network ) 

Generative Unsupervis

ed 

Various Best for hierarchal 

feature discovery  

and applied greedy 

training of the 

network layer 

Used for fault 

detection and security 

threats identification 

4 RNN 

(Recurrent 

Neural 

Networks) 

Discriminati

ve 

Supervised Serial-time 

series 

 

Through internal 

memory processes 

sequence of data  

 

Used for object 

movement patterns 

and behavior 

detection 

5 LSTM (Long 

Short-Term 

Memory) 

Discriminati

ve 

Supervised Serial-time 

series, long 

time-

dependent 

data  

Better performance  

in terms of data of 

long time lag 

Used for people 

movement activities 

and mobility 

prediction 



6 CNN 

(Convolution

al Neural 

Network) 

Discriminati

ve 

Supervised 2D, Image, 

Sound 

Convolution layers 

provide the biggest 

part of computations 

and take fewer 

connections 

compared to DNN 

Used for traffic sign 

detection and plant 

disease detection. 

 

3. Related Work 

In [21], the authors designed a data-driven object detection framework by using deep features and 

hierarchical object appearances. This framework uses a latent topic model algorithm and SVM to 

constitute the hierarchical classification ensemble. The proposed framework is explored as a 

generalized ability of an object in terms of its categorization and localization. The object detector 

is used to evaluate the detection tasks by using datasets based on thousands of images of real-world 

scenes. This framework's main objective is to predict the bounding boxes of objects in images and 

overlap predicted bounding boxes considered a true positive. The proposed framework achieved 

deep features and classifiers assembled for each node.  

 

In [22], the authors presented a performance analysis of deep learning by using a single shot 

detector in IoT networks. This system is designed for home automation services and detected the 

objects based on the Model View Controller (MVC) architecture. This architecture is deployed in 

clouds where the users remotely monitor their homes. For data communication, message queuing 

telemetry transport protocol is used where IoT devices and are connected. The authors also 

proposed a distributed concept for load balancing. Different experiments are conducted to evaluate 

the proposed system performance where some devices are used, such as raspberry pi and camera 

for object detection based on deep learning algorithm and OpenCV library. The light intensity 

level and objects' distance from cameras are the parameters for system evaluation. The experiment 

results indicated that the system delay is very low as compared to the Raspberry Pi. Also, the 

accuracy of the proposed system depends on the object's distance from the camera. However, 

object detection accuracy depends on the object distance from the camera because of the object 

size. 

 

In [23], the authors presented a method based on an unsupervised co-segmentation algorithm for 

image object detection. This method is using CNN to effectively distinguished the background and 

foreground appearance, which is distributed into regions and pixels. The CNN method classified 

the images and achieved semantic segmentation. This model decoded the channel and trained the 

standard to estimate the coding bits and estimated the decoders for accuracy and channel noise 

estimation. The experimental results are indicated that the limited performance of traditional image 

semantic segmentation methods compared to CNN methods. In this proposed method, high 

accuracy is achieved for image recognition and semantic segmentation.  

 

Authors in [24], presented a fusion-based object detection model for object detections. This model 

is using arbitrarily oriented region CNN, and nine types of pansharpening methods are used to fuse 

multi-source images. The authors also used a faster region-based CNN structure for large scale 

satellite images. In order to generate the axially aligned bounding boxes, this framework also 

adopted a region proposal network and extracted the features by using pooling layers with different 

sizes. The selected features are used for classification to adjust the bounding boxes and predicted 



the inclined boxes and the abjectness and non-abjectness score. For detection results, the authors 

used the non-maximum supervision method. The proposed framework has achieved a better 

detection rate with proper validation of its effectiveness and efficiency.  

 

Authors in [25], presented an improved adaptive genetic algorithm by using the CNN method. 

This model is designed for object recognition and moving objects based on acquiring the target 

information in a specific time series. This method also adopted the gradient descent algorithm for 

training and learning and determined the initial threshold and weights to avoid optimal local state. 

CNN's weights and thresholds are optimized by using an adaptive genetic algorithm to overcome 

the slow convergence issues. The experimental results indicated that the proposed model had 

achieved significant performance accuracy and efficiency, especially for object detection 

recognition. A better classification and recognition results are achieved for mobile object 

recognition..    

 

Authors in [26], proposed a 5G intelligent IoT architecture for big data analysis, especially to 

optimize the communication channels. This architecture has adopted data mining, deep learning, 

and reinforcement learning. The proposed architecture is using cellular networks, cloud computing 

to incorporate device-to-device data communication. These networks especially integrated with 

5G have produced a large volume of data where this data processing has been a challenge. In order 

to address this issue, this study uses three building blocks of architecture, including processing, 

object processor, and sensing region. The authors also applied some techniques like data mining 

and deep learning for data optimization. These methods have improved these network 

performances by analyzing the changes and the key evaluation indicators.         

 

In [27], the authors presented the experimental study using the ANN methods to overcome the 

analytic challenge in 5G-based IoT networks. The sensitive data transmission in these networks 

always needs attention, especially data of ultra-reliable low-latency applications. Audio 

steganography is one of the low latency method used in wireless links. This study has used a brute 

force data analysis to check the presence of eventually hidden messages in a file. The experiments 

are based on MP3 files to detect secret data accuracy after determining data integrity and validity. 

This study's main findings are finding the stego-objects in MP3 files by extracting the features like 

the energy of sound, mean, standard deviation, and correlation coefficient.     

                  

Table 1: Comparison of Discussed Studies 

 

S# Proposed Technique  Technologies 

Used 

Finings and 

Achievements 

Limitations 

1 Data-driven object detection 

framework [21] 

SVM, Deep 

learning 

Predict the 

bounding boxes of 

objects 

Unsatisfactory 

prediction 

accuracy  

2 Single-shot detector method 

[22] 

Deep learning, 

Cloud Computing 

Better results in 

terms of delay as 

compared to 

Raspberry Pi 

Depends on the 

object distance 

from the camera 

because of the 

object size 

 



3 Unsupervised co-

segmentation algorithm [23] 

CNN, 

Unsupervised co-

segmentation 

Algorithm 

High accuracy is 

achieved 

Overhead in 

processing 

4 Fusion-based object detection 

model [24] 

CNN, Satellite 

Images.  

Achieved a better 

detection rate 

Limited in scope 

5  Improved adaptive genetic 

algorithm [25] 

CNN, Threshold 

and Weights 

Methods 

Achieved 

significant 

performance in 

terms of accuracy 

and efficiency 

Suffered from 

high mobility 

objects detection 

6 5G I-IoT [26] 5G, Deep 

Learning, Data 

Mining 

Achieved QoS 

parameters   

Other data 

preprocessing 

methods are 

neglected  

7 Evolutionary Detection 

Accuracy of Secret Data 

Method [27] 

5G, VoIP, Audio 

MP3 

Achieved 

accuracy  

Limited scope 

because only 

focused on sound 

data  

 

3.1 Discussion 

 

After a detailed discussion about object recognition and CNN usage for feature extraction and 

provide accuracy and efficiency, it is observed that CCN has better performance features and 

choices. However, the discussed models have some limitations where these methods have ignored 

the image background, definition, and noise factors that have impacts, especially in IoT object 

recognition.  Some of the methods do not consider accuracy and training time constraints and 

because of these not showing progressive results. Object recognition needs more hidden layers 

means more weight and consequently, more iteration. In order to minimize time complexity, 

decomposition of tensor will be needed.  Besides rapid development in this trending field, some 

issues are still left. There are still some problems left, such as detecting small objects from the 

perspective of localization accuracy. Network modification is required to handle problems like 

occlusion. Multitask joint optimization is studied by several researchers. Other than this, many 

subtasks are important for object detection such as multi-object detection, instance segmentation, 

and militia person posture estimation. Scale Adaption is another crucial phase in the object 

detection process because like pedestrian detection objects exist in different scales. To train scale-

invariant harmful sample mining, reverse connection, subcategory all is fruitful. Scale adaptive 

detectors combine knowledge graph, cascade network, and attentional mechanism. 

  

4. Proposed CNN-5GIoT Model 

 

The proposed CNN-5GIoT model consists of three modules including the user and IoT 

applications module, object detection and finding module, and cloud and edge module for data 

processing. These three layers have their responsibilities and systems. Figure 3 shows the three 

layers’ model. 



 

Figure 3: Proposed CNN-5GIoT Three Layers Model 

4.1 5GIoT Services and User Module 

The first module provides all types of applications and services for IoT smart devices. This layer 

also provides all services related to automobile systems, home automation, smart safety, and smart 

home management. Users have smart mobile phones and devices connected with 5G cellular 

services with more enhanced connectivity [28, 29]. The 5G services are flexible and scalable and 

connected with resilient cloud-native core networks with end-to-end support. The 5G provides 

features to support time-sensitive communication with enhanced location services [30]. IoT 

networks are based on three basic components, including hardware components, middleware, and 

presentation services. On the hardware side, smart sensor nodes, smart mobile devices, and 

embedded communication devices are connected to make fast and efficient data communication. 

The middleware and presentation services are based on visualization tools, data storage, and 

analysis handling services. The IEEE 802.11 and 802.15.4 standards and protocols are used in IoT 

networks. The 5G technologies address the most of previous challenges. They offer higher data 

rates, large bandwidth, low end-to-end latency, cost-effective services, affordable computational 

capabilities, and device intelligence services.  

The proposed 5G architecture for IoT provides a wide variety of scalable networks, virtualization 

and network densification, radio access control, resource allocation facilities. The proposed 

architecture uses HetNet, Multiplexing, Massive MIMO, MmWAVE Spectrum, and Multi-RAT 

features. These technologies are providing massive connectivity and high date-rates. MmWAVE 

provides high band frequency by using big chunks of bandwidth. Flexible time-frequency 

multiplexing is another feature of agile 5G networks. The MIMO techniques are also adopted to 

increase high directional mmWAVE communication. The HetNet standard of LTE/LTE Advanced 

5GIoT 
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Cloud and 
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Object 

Detection
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Object Detection, Recognition

(Classification, Scaling, Accuracy, Precision) 

Cloud Computing, Edge Computing Big Data 
Analysis, Expert Systems

(Data Analysis, Storing, Service Management)

Smart IoT Applications

(Sensing, Monitoring, Discovering and Integration)



(LTE-A) technology provides spectral efficiency by reusing the spectrum tightly with low uplink 

and down-link power transmission. HetNet also provides inter-cell interference coordination and 

able to handle massive traffic and large node density [31]. Figure 4 shows the proposed 5G-IoT 

network architecture. The proposed architecture detail technical specifications are presented in 

Table 2 with a description. 

          

 

Figure 4: Proposed 5G-IoT Network Architecture  

Table 2: Technical Specifications and Description of Proposed Architecture 

S# Technical Specifications Description 

1 mmWAVE This offers a vast spectrum in-network by suing directional 

interface for spatial capabilities 

2 Congestion Avoidance This feature is useful to reduce congestion by using 

advanced methods 

3 Energy Management C-RAN offers energy management capabilities  

4 Time-Frequency  New formats provide time-frequency packaging 

5 Synchronism This feature offers synchronism and nonorthogonality 

6 OFDM Offers potential alternatives to OFDM  

7 MAC Functionalities New and advanced MAC functionalities in 5G networks 

8 Multiplexing Provide multiplexing for variable delay spreads. 

9 Low Latency Fulfill the low latency requirements 

Automobile Systems

Home Automation Smart Safety

Drones

Multiplexing
FBMC
SDMA
UFMC
GFDM

MmWAVE Spectrum
Beachfront Spectrum

Large Bandwidth
Huge Chunks

Massive MIMO
HetNets
Picocell

Femtocel

Multi-RAT
High Frequency Beams

5G-IoT Networks

5G Services



10 Multi-tenancy Offers multi-tenancy methods 

11 Information-Centric Provides information-centric framework 

12 Connectivity Unlicensed types of Wi-Fi and D2D communication 

 

We analyze the proposed 5GIoT model to check its performance during data communication in 

the IoT network. We check the scalability we consider that Tm is the minimum throughput of every 

device and Mm denotes the mobile device. If x is the percentage of IoT and D is the maximum data 

rate, then we evaluate the number of IoT devices by using Equation 1. 

5𝐺𝐼𝑜𝑇 =
(

𝑥
100) × (𝐷)

𝑀𝑚𝑖𝑛
                    (1) 

Uplink and downlink delay is used to evaluate the round trip latency of the proposed system by 

using the hybrid automatic repeat request re-transmission delay. The total round-trip latency is 

calculated as shown in Equation 2.  

𝐿𝑎𝑡𝑒𝑛𝑐𝑦 = 𝑈𝑝𝑙𝑖𝑛𝑘𝐷 + 𝐷𝑜𝑤𝑛𝑙𝑖𝑛𝑘𝐷         (2) 

𝑈𝑝𝑙𝑖𝑛𝑘𝐷 =
𝑇𝑜𝑡𝑎𝑙𝑈𝑝𝑙𝑖𝑛𝑘 + 𝐿𝑜𝑠𝑠 × 𝐴𝑅𝑢𝑝𝑙𝑖𝑛𝑘

𝑁 + 1
  (3) 

𝐷𝑜𝑤𝑛𝑙𝑖𝑛𝑘𝐷 =
𝑇𝑜𝑡𝑎𝑙𝐷𝑜𝑤𝑛𝑙𝑖𝑛𝑘 + 𝐿𝑜𝑠𝑠 × 𝐴𝑅𝐷𝑜𝑤𝑛𝑙𝑖𝑛𝑘

𝑁 + 1
  (4) 

𝐴𝑅𝑈𝑝𝑙𝑖𝑛𝑘 = 𝐿𝑜𝑠𝑠 × 𝑇𝑜𝑡𝑎𝑙𝑈𝑝𝑙𝑖𝑛𝑘 + 𝐿𝑜𝑠𝑠 × 𝑇𝑜𝑡𝑎𝑙𝑈𝑝𝑙𝑖𝑛𝑘2 … … + 𝐿𝑜𝑠𝑠 × 𝑇𝑜𝑡𝑎𝑙𝑈𝑝𝑙𝑖𝑛𝑘𝑁       (5) 

𝐴𝑅𝐷𝑜𝑤𝑛𝑙𝑖𝑛𝑘 = 𝐿𝑜𝑠𝑠 × 𝑇𝑜𝑡𝑎𝑙𝐷𝑜𝑤𝑛𝑙𝑖𝑛𝑘 + 𝐿𝑜𝑠𝑠 × 𝑇𝑜𝑡𝑎𝑙𝐷𝑜𝑤𝑛𝑙𝑖𝑛𝑘2 … … + 𝐿𝑜𝑠𝑠

× 𝑇𝑜𝑡𝑎𝑙𝐷𝑜𝑤𝑛𝑙𝑖𝑛𝑘𝑁       (5) 

Where D denotes the delay of uplink and downlink and AR is using for automatic repeat request 

for calculating the average of uplink and downlink without any loss where N is the total number 

of re-transmission.  

4.2 Object Detection and Finding Module  

In this module, we proposed an object detection architecture by using CNN methods. This 

architecture provides a feasible mechanism to detect the objects and categorized and localized the 

IoT network objects. Object detection is one of the complex processes due to image ambiguities 

in inter-class appearance. We proposed a CNN based object detection and module. Since IoT 

networks have multiple objects such as different devices, vehicles on roads, buildings, towers, 

drones, and computers, most object detection methods are based on single object detection. 

Also, most of the object detection methods are using low-resolution images, and the size of the 

testing and training samples are fixed, which is not practical for real scenes. The proposed model 



contains three layers, including input, pooling, and output layer. Figure 5 shows the complete flow 

chart of the proposed model..  

 

Figure 5: Proposed CNN based Object Detection Model 

As shown in Figure 5, the input layer is processing with the convolution layer and then forward to 

the pooling layer for a high detection rate. The IoT network objects the original image is separated 

into three colours (red, green, and blue) channels. All channels are preprocessed, and colour values 

of pixels are reflected 0 and 1. This method is useful to reduce the oversize issue. The three colour 

channels are further connected with four sub-channels. The channels are regarded as a linear 

transformation of the original image to prevent information loss from parameter sharing. Equation 

1 shows the feature map from the conventional layer.  

𝑎(𝑥) = 𝑎𝑓(𝑥 ∗ 𝑦 + 𝑑) = 𝑎𝑓(∑ 𝑥 ∗ 𝑦 + 𝑑)                                (1) 

Where the 𝑎𝑓 denotes the activation function with different types and y is the input matrix and x 

and d are weight vectors and bias. The number of channels except the first kernel is modified for 

recognition accuracy results. The initial weight value is set from Xavier's initialization due to its 

better performance [32]. The weight distribution range is set as in Equation 2.  

[−√
6

𝑙+𝑚
,

6

𝑙+𝑚
 ]       (2) 

Where the l is used for input data and m is for output data dimension. The initial weights are 

generated randomly from the 1024 range.  

In the pooling layer, the max-pooling is used with a 2*2 scanning window of stride 2 as no 

maximum suppression. All other positions are set to 0 where max value is excluded and they 

remove positions to reduce the map dimensions. For backpropagation processing, all the positions 

are recorded. The pooling layer is a direct relation with the output layer. For the loss function, the 

basic Euclidean metric is used as shown in Equation 3.  

𝐿𝑜𝑠𝑠(𝑌𝑖𝑗) =
1

2
(𝑥 − 𝑦𝑖𝑗)2       (3) 

The backpropagation algorithm is used for training and we adopted the mini-batch strategy for 

train the network [33]. 

Input Layer Convolution Layer Pooling Layer

Output
 Layer

1*1 3*3 5*5 7*7

 High 
Detecting 

Rate



For the dataset, we used two datasets PASCAL VOC 2007 and 2012 [34] for the object detection 

task. This dataset is based on large scale data and aerial images. This dataset has around 2806 

images collected from different networks. Another reason to adopt this dataset is that because it 

has multiple object images such as vehicles for smart automation systems, and building and homes 

related to IoT network infrastructures. The main objective is to find and predict the bounding box 

overlap with a true positive rate.  

4.3 Cloud and Edge Module  

Cloud is one of the prominent technology with significant influence to support the IoT networks.  

Cloud means a group of centralized devices connected to serve a different number of clients 

according to their needs with the assistance of virtualization. Cloud computing can also be defined 

as open, on-need, distributed accessibility to the resource pool, and network infrastructure. These 

storage cloud services can be implemented rapidly with minimal managerial activity. Cloud 

computing offers an infrastructure technology, shared storage, service computing, and 

decentralized computing [35]. Edge computing is another well-suited support to overcome the 

cloud computing load by offering the devices on edge. The 5G enables networks to support IoT 

networks' cloud, and edge systems were augmented reality, localization of objects, fast data 

communication, and big data analysis have great workload. We proposed a cloud and edge 

computing model to support the IoT networks, especially for object detection and recognition 

systems.   

5. Results and Discussion 

 

This section is divided into two sections including results related to 5GIoT networks and results 

of the CNN model for object detection and recognition. Different experiments detail discusses to 

check the performance of the proposed CNN-5GIoT model. 

 

5.1 5GIoT Model Results 

 

To evaluate the proposed 5GIoT network's performance, we used the ns-3 (mmWave ns-3 module) 

simulation to test the network performance in terms of scalability. We set the data rate for 5G as 

1Gbps and for Long-Term Evolution (LTE), a standard for wireless broadband communication 

with a speed of 300 Mbps. The mobile devices in the IoT network data rate are 10 Kbps. Five-time 

retransmission is applied with 46 dBm (macro-cell) transmission power and 20 dBm set for the 

small cell. Figure 6 shows the scalability comparison of the proposed 5GIoT model with LTE 

standard. 

 

 



 
Figure 6: Scalability Comparison of LTE and proposed 5GIoT model 

 

Figure 6 shows the varying percentage of IoT devices where it is observed that the 5GIoT model 

has better results of scalability. This tern shows the unprecedented device proliferation in IoT 

networks. This model also addresses the coexistence and heterogeneity issues in mobile to mobile 

communication processes. Figure 7 shows the latency results in the presence of different channel 

conditions.  

 

 
 

Figure 7: Latency Comparison of 5GIoT Model 

 

Figure 7 shows the latency comparison of the 5GIoT model where we proposed a short 

Transmission Time Interval. For LTE, the transmission time interval is defined 1ms and almost all 
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the communication system has adopted this standard. Recent advancements developed a shorter 

time from 0.5 ms to 1 ms such as for OFDM standard. This result is based on downlink data 

processing transmission to check the poor, average, and good channel conditions. This result 

indicated that the smaller transmission time interval supports the 5G networks and better options 

for delay-sensitive networks like IoT. 

 

5.2 CNN Model Results 

 

Cityscapes dataset [36] is used for experiments that focus on urban areas in real-world situations. 

In the first stage, we conducted two experiments we trained the detector, and in the second 

experiment, the knowledge transfers learning. Finally, we compared the proposed model with state 

of the art methods. The experiment setup requirements are shown in Table 3. 

 

Table 3: Hardware and Software Requirements and Specifications 

 

 

 

 

 

 

 

 

 

The main objective of the proposed model is to detect multiple objects from one image. In the first 

experiment, we test a pure color background image that has ten objects.  

 

5.1 Accuracy Analysis  

 

In this analysis, the proposed object detection model is used to detect the corresponding accuracy 

labels. The transformation process leads to information loss, especially on edge regions and also 

causes of reducing detection accuracy. Every sample contains one object for counting the correct 

labels. The average no of indications is 8.5 for every image and can be indicated with the right 

location for its category assignment. The correct label's average number is 6.5, and in most of the 

images, the objects are correctly indicated in terms of their category and position. All the accuracy 

results show in Table 4.  

 

Table 4: Accuracy Results of Multiple Object Detection 
 Image-

1 

Image-

2 

Image-

3 

Image-

4 

Image-

5 

Image-

6 

Image-

7 

Image-

8 

Image-

9 

Number 

of 

Indication 

8.4 8.3 8 7.6 7.2 7 8 8 9 

Number of 

correct 

Labels    

6.5 6.3 6.2 7 4 6 5 6 6 

 

S# Requirements Description 

1 Computer System  Core(TM) i7-6500U 

2 Operating System Windows 10 (64 bits) 

3 Tool  Visual Studio (OpenCV 2.4.0) 

4 Image Samples 50 for each class and 100 for the testing 

group 

5 Data Sets PASCAL VOC 2007 and 2010 



As shown in the above Table, that average number of the correct label is 6, and 6 objects are 

correctly indicated only image 5 and 7 have fewer objects due to black background or unexpected 

feature. The proposed model can detect multiple object detection. In the second experiment, 

accuracy is measured in terms of scaling where width, height, and width and height scaling perform 

simultaneously. The scaling levels are separated onto sixteen and set the pooling layer condition 

into even matrix size. For this experiment, we set around 2975 samples test. For this test, all images 

are resized in terms of image height and width. The acceptable value for the accuracy rate is set at 

0.9. The scaling accuracy results show in Figure 8.    

 

 
 

Figure 8: Accuracy Results in Terms of Different Scales 

 

The accuracy results indicate that the proposed model has anti-scaling features. The results also 

showed that the larger images are stable. However, the large images are taking more processing 

time and also cause ignorance of small size objects. After detecting and scaling accuracy, we tested 

the proposed model accuracy in terms of object recognition rate with different objects and 

compared it with the existing fusion mode [23]. From Table 5, it can see that the proposed model 

has better segmentation and recognition ability as compared to the fusion model.  

Table 5: Recognition Rate of Proposed Model 

 

S# Image Class Accuracy Rate (%) of 

Model Fusion 

Accuracy Rate (%) of 

Proposed Model  

1 Road 94.57 96.5 

2 Person 87.65 89.3 
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3 Vehicle 83.59 85.4 

4 Building 87.17 89.2 

5 Pole 69.43 72.1 

6 Vegetation 75.19 78.3 

7 Sky 63.48 67.3 

8 Background 79.81 84.2 

 

The proposed CNN-5GIoT model has high recognition accuracy. The accuracy rate of the existing 

fusion model degrades to recognize the object as compared to the proposed model where the 

multiple object detection and recognition accuracy is high. The proposed CCN-5GIoT model has 

better results for adopting the 5G standard and also in object recognition in IoT networks.  

 

6. Conclusion 

 

New advanced technologies provide fast and reliable data communication services, especially 5G 

networks. It is observed that most modern networks like IoT have multiple services where these 

networks are involved in data processing, object recognition, localization, and utilizing cloud and 

edge systems for better and fast services. For object recognition and detection, the more advanced 

machine learning, artificial intelligence methods have been adopted. This paper proposed a CNN-

5GIoT model with more advanced CNN-based object detection and recognition systems and 5 G-

based data communication services for IoT networks. This model offers various benefits and 

services. The object detection model provides accuracy and better scaling percentage for better 

localization and recognition. The huge and complex IoT data is processed with the help of 5G 

networks and edge and cloud computing models and provides fast data delivery, fast processing 

with more bandwidth capabilities. The proposed model has achieved better results in scalability, 

latency during data communication, and better accuracy and scaling percentage during object 

detection. In the future, we will expand these models with more services and integrated other 

backbone networks and datasets for learning and training. 
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