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Abstract 
This paper provides an overview of the method employed 
to solve the problems introduced for the Second 
International Competition of Data Analysis by Intelligent 
Techniques organized by the Technology Transfer 
Committee of ERUDIT. The method was awarded the first 
prize (out of 12 different techniques) in achieving the 

1. Introduction 
The most important part i n the realization of modern 
concepts of predictive maintenance is to establish a 
suitable diagnosis method for early detection of faults. 
T h i s method of maintenance is scheduled dependent on 
the condition of the machine. It is essential that a n 
early warn ing of the development of a fault is provided 
so that appropriate remedial actions are planned i n 
advance. I f predictive maintenance systems are 
carefully applied, industries w i l l posses a powerful 
maintenance tool that can anticipate and plan for most 
machinery problems long before they reach the point 
where catastrophic failure is imminent [1]. 

T h e abil i ty to predict failure, sufficiently i n advance 
of the event is the fundamental premise upon which the 
philosophy of condition monitoring is based. It describes 
a range of equipment techniques used to acquire data 
related to the mechanical and operational condition of a 
machine. Subsequent analysis and interpretation of this 
data can provide information to advise on current and 
future maintenance. 

Safety or production relevant plant components are 
already subject to monitoring at present and the 
analysis of vibrational signals has been established as a 
suitable diagnosis method for the early detection of 
faults. A n in i t i a l vibrat ion level taken from a machine 
tends to remain unchanged for a long period of t ime. A s 
components start to wear or fai l , the vibration level 
rises. 

However, most commercially available machine 
monitoring systems are not sufficiently wel l suited for 
performing diagnostic functions, because they use only 
one, or very few diagnostic parameters and are not able 
to cope wi th severe fluctuations i n measured signals. A 
significant improvement i n diagnostic rel iabi l i ty may be 
achieved by simultaneous consideration of several 
vibrational features and supplementary processing of as 
many process parameters as possible, such as pressure, 
temperature, power etc. N o competitive alternative is 
currently avai lable for the applicat ion o f classification 
and forecasting methods for automatic estimation of a 
technical quantity. 

T h e process parameters and the vibration 
characterization are related. Thus the development of a 
model, vibration diagnosis model, relat ing these two 
quantities can be used to predict the process fault i n 
advance. Es tab l i sh ing this model is not a n easy task, 
mainly because o f h igh dimensional feature vectors and 
a smal l data set. I t is wel l known that these two 
characteristics usual ly result i n an organized model 
w i t h poor generalization power [2]. 

2. Problem Statement 
To address the problem o f da ta analysis for condition 

minimum error for both categories of condition 
monitoring and customer classification for business 
application. The method employs fuzzy c-means 
clustering algorithm coupled with an intelligent data 
filtering technique for both applications. In this 
contribution only the problem of vibration diagnosis 
model for condition monitoring is addressed. 

monitoring, based on forecasting of vibration signals, 
the Technology Transfer Committee of E R U D I T 
(European Network of Excellence i n Uncertainty 
Techniques Developments for Use in Information 
Technology), Aachen , Germany, on September 1998, 
organized a competition (Second International 
Competition of Data Analysis by Intelligent Techniques) 
to compare different techniques. 2900 sets of vibration 
data (1400 for t ra in ing and 1500 for evaluation)were 
given and they were collected from a turbine. E a c h data 
set consists of 23 values where the first 11 values are 
process parameters and the last 12 values are vibration 
parameters measured at different parts of the turbine. 

T h e objective is to provide a vibration diagnosis 
model on the basis of the t ra in ing data. T h e model is 
then applied to the evaluation of data. In this paper, a 
new way to cope w i t h such tasks is presented, wh ich 
has already won the first prize i n the above competition 
by achieving the m i n i m u m error i n the prediction of the 
vibration parameters for the evaluation data. 

3. Vibrat ion Diagnosis M o d e l 
The vibrat ion of a mechanical system v(t) is a t ime 
varying signal. I t is a function of process parameters 
p(t) and machine's condition c(t). I t is very l ikely that 
the vibration parameters are affected by noise nit). The 
above expression can be formulated as follows [3]: 

v(t)=f(p(t),c(t),n(t),t) (1) 
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Figure 1: Framework for condition monitoring. 
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Figure 2: Block diagram of vibration diagnosis 
model. 
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In general the function f\.) is unknown although in some 
cases i t may be possible to estimate i t . F o r condition 
monitoring purpose, the machine's condition c(t) is 
determined from the vibrat ion s ignal v(t) fi l tering out 
the effect of noise. It should be noted that conditions 
vary at a much slower rate than the vibration i.e. c(t) 
corresponds to a large number of vibration data points. 

Therefore, to obtain the predicted condition c(t), an 
inverse of the function f(.) i s required. T h i s problem can 
be split into feature extraction and classification phases 
[3]. F igure 1 il lustrates the relationship between the 
condition signals, process parameters, vibrat ion and 
predicted condition. 

In general, the pi'ocess parameters and vibration 
features are vectors of many elements. H i g h 
dimensional feature and process parameters, restrict 
the use of a model representing their relationship. 
Establishing a vibration diagnosis model would help to 
predict the condit ion c(t). A block diagram of the 
sroposed model is shown in F igure 2. 

To predict the vibrat ion features v(t), we need to 
:stablish a model w h i c h represents the relationship 
>etween the process parameters and the vibration 
eatures from a set o f t ra in ing data, subject to 
n in imiz ing the error eft) defined below. 

e(t) = (v(t)-v(t))2 (2) 

i'uzzy c-means ( F C M ) algori thm is employed to classify 
he process parameters into M classes. The 
lassification is preceded by f i l ter ing the t r a in ing data 
or any redundant information. The fi l tering technique 
s explained i n the next section followed by the fuzzy c-
neans classification [4]. 

:. Intelligent His tor ica l Data Generation 

Consider a set of process parameter vectors: 

p = <pi(t), ...,pk(t), ...,pN(t)} 

ind vibration features vector: 

v = {ui(t), .... Vk(t), ..., VN(t)} 

re given. N is the total number of data sets for 
raining. Individual vectors representing the process 
arameters and vibra t ion features are: 

Pk(t)=\pl(t), pl(t),..., p§(t)Y 

nd 
vk(t)=[vl(t), vf(t), .... V*(t)Y 

espectively. Pr io r to establishing a model representing 
tie relationship between the process parameters and 
ibration, the t ra in ing data has been pre-filtered us ing 
technique known as Intell igent His tor ica l Data ( IHD) 

eneration method [5]. 
It is important to make sure that there are no 

imilar process parameter vectors w i t h different 
ibration feature vectors, as contradiction in the 
ecision made by two s imi lar parameters can cause an 
npredictable behaviour from the model. The first step 
i to compare each process parameter vector wi th the 
;st of the data set. I f there is any similari ty between 
vo or more vectors, the i r vibrat ion vectors need to be 
jmpared. The process parameters are presented as 
k(t) and the vibration vector as vk(t) where k-1, 2,... N 

for the t ra in ing data where N is the total number of 
t ra in ing data. 

The s imilar i ty between the process parameters can 
be defined as the second norm of the process parameter 
vectors. T h i s expression can be presented i n the 
following form. 

\\pk(t)-ph(t)\\ Z e, h=l,2,...,N (3) 

where £ is a smal l number specifying the acceptable 
neighborhood for process parameters. I f the above 
condition is met, it means there is no redundant or 
confusing data. I f there are two s imilar process 
parameter vectors wi th s imilar vibration vectors, then 
there is redundant information in the data set and one 
of the process parameter vectors must be removed from 
the t ra in ing data set. Otherwise, hav ing two s imi lar 
process parameter vectors w i t h different vibration 
vectors can cause a problem. 

If the condition (3) is not fulfilled for one of the data 
say h = h*, wh ich means there are two s imilar process 
parameters, their vibration vk(t) and the Vh*(t) must be 
compared. 

\\vk(t)- vh*(t)\\<5 (4) 

The constant 8 is a small real number representing the 
acceptable neighborhood o f the vibrat ion feature 
vectors. 

I f the above condition is not satisfied, i.e. there are 
two s imilar process parameter vectors wi th completely 
different vibration vectors, only one of them should be 
used (the choice is important). However, i f a 
combination of both is to be used, they could be 
combined as follows: 

ph*(t) = (1 - a) ph*(t) + apk(t) (5) 
vh*(t) = (1 - a) uh*(t) + a.vk(t) (6) 

T h e forgetting factor, 0 < a < 1, is introduced to give less 
significance to the latest process parameters and 
vibration feature vectors. 

5. Fuzzy C-Means Cluster ing 
The pioneering work of Bezdek [6] on clustering has 
been shown to be a great success. The clustering 
algori thm so called fuzzy c-means is briefly reviewed in 
this section. Fo r a good review of fuzzy c-means 
clustr ing, the reader is referred to [6,7]. 

T h e clustering o f p into M clusters i s a process o f 
assigning a grade of membership to each object pk for 
any cluster [6,8,9]. Fuzzy c-means assigns objects, 
wh ich are described by several features, to different 
classes w i t h different degrees of membership. 

The fuzzy clusters can be characterized by a M x N 
Class Membersh ip Func t ion ( C M F ) matr ix U = lug1], 
whose entries satisfy the following conditions: 

M 

X^uf-.1, k=l,2,...,N (7) 

N 

o<'Lup<Q, m=l,2, ...,M (8) 

where uf is the grade of membership iox pk object i n the 
mth cluster. 
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In F C M , cluster centers are determined first at the 
learning stage, and then the classification is made by 
the comparison of distances between the incoming 
feature and ind iv idua l cluster centers. A t the learning 
stage, cluster centers are obtained by the minimizat ion 
of a cost function given below: 

N M 
</(t/,C) = Z X > f ) 2 \\pk-Cm) 

k=l m=l 
(9) 

where C = {Ci, C2, 
cluster centers w i t h Cm=[cnJ, cm , 

Cm,..., CM} are M vectors of 
| , ..., c$Y representing Q 

process parameters for the center of the /nth cluster. 
The following algori thm is used [10] to determine the 

C M F s of each object to a cluster. 

1. Est imate the C M F matr ix U. 

2. Calculate cluster centers {Ci, Ci, ...Cm, ..., CM} 
using the following equation: 

*N 
m = 1 , 2 , . . . , M (10) 

3. Update the C M F matrix, U to U* w i th : 

1 

where 

*"•=* \\\Pk-Cr\\J 

k=l, 2, ...,N;m=l, 2, ...,M 

(11) 

4. I f control error, i.e. max^ 
m 

,m* - u^\< t], stop. 

Otherwise substitute U <— U* and return to step 2. 

After a number o f iterations, cluster centers satisfy the 
minimizat ion of the cost function, J{ U, C), to a local 
min imum. 

6. Condi t ion M o n i t o r i n g Based on Forecast ing of 
Vibrat ional Signals 

After pre-filtering the t ra in ing data set, F C M algori thm 
is employed to classify the process parameters into a 
maximum number of inputs i.e. M=N. I n this case the 
class centers are identical w i t h the data set itself. The 
C M F for each data set is 1 for its own class and 0 for 
other classes. T h e result ing C M F is a N x N identity 
matrix. 

O n presentation of the evaluation data sets, the 
C M F of each evaluation data set is calculated w i t h 
respect to the class centers produced from the t ra in ing 
data. Since the class centers are identical to the 
t ra in ing data set, the classification procedure explained 
here is an attempt to find out the degree of closeness of 
each evaluation data set to the t ra in ing data set. 

To predict the vibration feature vectors, v(t) based on 
the evaluation data, the weighted average of C M F s and 
their corresponding vibration feature vectors from the 
t ra in ing data are calculated. 

m evaluation — 
Ef=l Ui X Vi(t) t-'l 

£f=1 ui (12) 

where «; is the C M F of evaluation data to the i th 
t ra in ing data and is calculated us ing the following 
equation. 

Ui = 
\ p M / I \Pevaluation ~ Cj \ | I V 
^-,T=l \\\peValv.ation-Cr\\) 

(13) 

After calculating the C M F s for evaluation data set, 
they are sorted i n accordance to their degree of 
membership. It is found that using only a l imited 
number of C M F s can produce an opt imum solution. 
Hence, C M F s are sorted and, the vibration features for 
each evaluation data set is calculated using only ^3=15 
process parameters wi th the highest values of C M F 
from the t ra in ing data. The method presented here is a 
very fast and accurate method for a smal l data set i n 
comparison wi th the number of inputs. 

7. Illustrative Example 
To i l lustrate the method described i n this paper, a 
simple diagnosis model w i t h two inputs p=[p\ p2Y and 
one output u=[u'] is considered. F ive t ra in ing data and 
one evaluation data are considered. Tra in ing data are 
given i n Table 1 and they are depicted i n Figure 3. The 

p i (volts) 
0 
0 
1 
1 

1.05 

/?2 (volts) 
0 
1 
0 
1 

0.95 

vi (volts) 
0 
1 
1 

0.02 
0.2 

Table 1: Training data for illustrative example. 

Figure 3: Training data for illustrative example. 

first four rows of t ra in ing data i n Table 1 represents a 
X O R gate. The fifth t ra in ing data is slightly different 
wi th the fourth row. Al though they have more or less 
the same input values. Employ ing the I H D method 
explained i n section 4 allows these two values to be 
merged into a new single value. T h e new value can be 
calculated us ing expressions (5) and (6) where oc=0.9. 

file:////pk-Cm
file:///Pevaluation
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= 0.1 
105 LoJ 1 ' <14) 
M 5 . » . (15, 

0.02 = 0.1 x 0.2+ 0.9 x O 
Therefore, the training data is reduced to four values as 
given in Table 2. 

pi (volts) 
0 
0 
1 
1 

Pi(volts) 
0 
1 
0 
1 

v\(volts) 
0 
1 
1 

0.02 

Table 2: Training data after employing 1HD 
filtering. 

The next stage is to classify the training data using 
equations (12) and (13), the predicted value for the 
vibration can then be calculated. For example, given 
that pevaiuathn = [0.75, 0.8]7", then ur = 0.06, u2 = 0.10, u 3 

= 0.12, u 4 = 0.71. The predicted vibration Oi can be 
calculated as follows when /3=3. Figure 4 shows the 
training and evaluation data. The predicted vibration 
for the evaluation data is given in Table 3. 

f i = 
Ef=l Uj X Vj 

0.71 x 0.02 + 0.10 x 1 + 0.12 x 1 

(16) 

0.71 +0.10 + 0.12 
= 0.25 

p2 

? 

fc_ M 

0.12"" ^ - - J L / O J I 

0.06/ \ 

/ o.io\ 

/ 
W 1 

0 

•fc Evaluation data 

| — » • Training data 

P, 

Figure 4: Training and evaluation data and their 
CMF values. 

p\ (volts) 
0.75 

p-2,(volts) 
0.80 

V]_(volts) 
0.25 

The last 12 values of each data set are vibration 
parameters that were measured at different parts of the 
turbine. The first 1400 complete data sets are used for 
training the model and the last 1500 data sets 
containing only the process parameters, are used for the 
evaluation of the model. 

The objective is to provide a vibration diagnosis 
model on the basis of the training data. The evaluation 
data is then applied to this model. The results obtained 
in this way are then compared with the actual results of 
the evaluation data (which are known only to the 
organizer of the competition). The criterion used to 
evaluate the results is given below. 

12 2900 
Error = - £ £ (vj(t) - v{(t)f 

12 
(17) 

j=li=1401 

The distribution of percentage error for the first and 
twelfth sets of evaluation data are depicted in Figures 5 
and 6. The maximum deviation is less than 12% for all 
valuation data. 
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Figure 5: Percentage error for the first set of 
evaluation data. 

Table 3: Training data after employing IHD 
filtering. 

8. Competition Results 
At a turbine, 2900 data sets were measured during a 
period of time covering all relevant operational modes. 
Each data set consists of 23 values. The first 11 values 
of each data set are process parameters and are Figure 6: Percentage error for the twelfth 
probably relevant for vibration monitoring purposes. evaluation data. 
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