INVESTIGATION INTO SPATIAL VARIATIONSIN THE
PRODUCTION OF MARKET SECTOR HOUSING IN ENGLAND

RICHARD WESTON

A thesis submitted in partia fulfilment of the requirements of

Nottingham Trent University for the degree of Doctor of Philosophy

July 2007



Acknowledgements

| would like to express my thanks to those indiauwithout whose help, support
and guidance this thesis would not have been cdatpl&irstly | would like to thank
John Moohan my Director of Studies, who steppetbirthe last year and kept the
light at the end of the tunnel shining. My thankdvtike Oxley and Andrew Golland
who must take responsibility for starting me off s project and without whose
good advice along the way | would not have enduredbuld also like to thank my
current employers, in particular Les Lumsdon, whoehencouraged me to keep the
research going and provided time, against many etimp demands, for me to

complete the work.

More informally | would like to thank my friends dnwork colleagues for the
encouragement and support over the last few yeaesticular | would like to thank
Paul Downward who's, almost casual, recommendatian | undertake a PhD one
afternoon during the final term of my undergradudggree planted the seed. | would
also like to thank Tom Kauko and Richard Ronaldhelping me to enjoy the process
and for the useful discussions along the way, featjy in the local hostelry. | would
like to thank my wife, Jane, my two children, Alard Charlotte, and my mother who
have suffered many of the highs and lows of thegss with me and without whose
support | should never have started let aloneHgts Finally | would like to dedicate
this thesis to my late father who whilst losingipate many times never lost faith in

his eldest and most errant son.



Abstract

Over recent decades the UK has seen an incredsihgshousing tenure away from
privately or socially rented towards home ownershWghilst the number of
properties constructed for rent has fallen, paldity in the social sector, this has not
been matched by rises in private sector constmdto owner occupation. With the
population continuing to grow and a reduction ier@ge household size there is an
increasing gap between need and provision. Thistad® has exacerbated house
price inflation, making it increasingly difficultof first-time buyers to enter the

market and causing further disparity in wealthrdisition.

This thesis investigates spatial variations in raadector production between 1995
and 2002. In particular it will focus on the suppdy new housing for owner

occupation, as this is the dominant housing tenar&ngland. The aim of the

research is to provide an economics-based exptemdt spatial variations in

production but with a ‘holistic’ approach to thev@stigation of house building. The
research develops an approach to investigating ehbwsiding that involves the

triangulation of theory with qualitative and quaative methods. In particular the
research seeks to challenge the popular precooecefitat markets are ‘naturally’

efficient and that any form of regulation will amtatically reduce this efficiency.

This thesis presents a novel model of resident@tetbper behaviour, which
improves the understanding of the decision-makirargss, focussing in particular
on the consequences of uncertainty. Secondly,eittifies the set of factors that
influence the levels of housing production in tharket sector for the study period,
delineating a causal chain that demonstrates cause effect. In particular it
questions the accepted notion that planning reigulas the primary cause of falling
output and that an increase in land released thrgalgnning will both increase

output and reduce house prices.



contents

Figuresand Tables

Chapter One

Introduction

1. Changesinthe UK Housing Market

2.  TheBarker Review

3. Investigating market-sector housing production

4. Enquiry and explanation

Chapter Two

House Building, Prices, Planning and Theories of the Firm
1. Introduction

2. Housing production and house prices

3. Planning, land supply and land price determination
4. Theories of the firm

Chapter Three

Housing Resear ch: Methodology and Method

1

2
3.
4

Introduction

Existing methodological approaches and methods
Research methodology used in thisthesis

Method and explanation

Chapter Four
The English Housing Market

1

a &~ w DN

Introduction

Definitions and data issues

The English housing market
Theregiona housing markets

The East and North West of England

Page

o o1 W

14
14
19
22

25
26
31
38

46
46
50
53
56



6. The house building industry 61

7. Summary and defining the question 62

Chapter Five

Questionnair e Evidence of House-builder Behaviour

1. Introduction 66

2. Framing the questionnaire 67

3. Questionnaire responses 68

4. Conclusions 88

Chapter Six

Interpretation and Analysis of Questionnaire Responses

1. Introduction 90

2. Questionnaire analysis 90

3. Summary of questionnaire findings 96

4. Anaysisof questionnaire findings 98

Chapter Seven

Housing: Factorsof Supply and Demand

1. Introduction 103
2. Supply side factors 103
3. Demand side factors 110
4. House prices 117
5. A North West and East regional comparative 120
6. Summary and concluding observations 129

Chapter Eight
A Model of Residential Developer Behaviour

1. Introduction 132
2.  Review of questionnaire evidence 133
3. Post-Keynesian and Kaleckian theories of the firm 136
4. Residentia development 142
5. A theory of theresidential developer 145



6. Critique of the model and conclusions

Chapter Nine

Explaining Regional Housing Production: A Realist Perspective
Introduction

Review of the model

Explaining regional variations in output

Output in the North West and East of England

The causal chain

The model and explaining regional output

N o g ~ wDd e

Conclusions

Chapter Ten

Conclusions

1. Introduction

A realist perspective

The house building industry and house building firms
Future directions and consequences

Reflections on method and methodol ogy

o W DN

Bibliography

Appendices
Appendix One
Appendix Two
Appendix Three

148

151
151
155
166
170
177
179

181
181
183
190
193

195

209

214
225



Chapter One

Figure
1.1

Description
Proportion of stock by tenure (1967 - 2002)

Chapter Four

Figure Description

4.1 All sector new dwelling completions

4.2 Private sector annual net starts

4.3 Average annual private sector completions

4.4 Net starts as a proportion of starts (19956220
4.5 Average annual additions to the stock

4.6 Composition of new dwelling sales by type

4.7 Private sector completions

4.8 Private sector net starts

4.9 Composition of new dwelling sales by type foe North West
4.10 Composition of new dwelling sales by typeHEast Anglia
4.11 Output distribution of NHBC registered housdéders
Table  Description

4.1 Number of dwelling transactions (000s)

4.2 Proportion of new sales

4.3 New sales transactions (000s)

4.4 Proportion of new sales transactions

4.5 Average private sector completions (1995 — 2002
Chapter Five

Figure Description

5.1a Change in starts — group 1 responses

5.1b Change in starts — group 2 responses

5.2a Change in completions — group 1 responses
5.2b Change in completions — group 2 responses

5.3 Split of supply and demand factors

5.4a Production influences — group 1 responses

5.4b Production influences — group 2 responses

Page

Page
51
52
54
54
55
56
57
58
60
60
61
Page
52
53
59
59
64

Page
82
83
84
85
86
87
87



Table  Description Page
5.1 Comparison of population, sample frame and &&amp 69
5.2 Geographical distribution of respondents 70
5.3 Geographical sizes of respondent firms 71
5.4 Relative importance of ‘goals of the firm’ 72
5.5 Separate targets for each region 73
5.6 Targets set regionally or nationally 73
5.7 Target setting for profit or units 74
5.8 Long- term strategic plan 74
5.9 Undertake market research 75
5.10 Regional variations in variables 77
5.11 Development land turnover 78
5.12 Size of land bank compared to annual output 78
5.13 Proportion of land holding with planning pession 79
5.14 Use of Options and Conditional Contracts 79
5.15 Site type preferences 80
5.16 Level of decision making for single regiom g 80
5.17 Level of decision making for multi region fism 81
5.18 Frequency of scheduled production reviews 81
5.19 Frequency of unscheduled production reviews 82
5.20 Speed of response to demand changes 84
5.21 Responses to changes in price and demand 85
Chapter Six
Table  Description Page
6.1 Correlation between sampling frame and sample 1 9
6.2 Results of test on long-run vs. short-run goals 91
6.3 Results of tests on long-run profit, short-puofit and growth of 91

the firm
6.4 Results of test on the use of market research 2 9
6.5 Results of test on development land turnover 93
6.6 Results of test on land bank sizes 93
6.7 Results of test on site size preference 94



6.8 Tests on reaction to market changes 95

6.9 Tests on reaction to second- hand market clsange 95
Chapter Seven

Figure Description Page
7.1 Bank of England base rate (1995-2002) 109
7.2 Average regional unemployment rate (1995-2002) 110

7.3 Average annual migrations 112

7.4 Average annual mortgage rates (1995-2002) 114
7.5 Average annual earnings 1995-2002) 115
7.6 Average dwelling prices (000s) (1995-2002) 118
7.7 Relative additions to land stock (1995-2002) 112
7.8 Annual land price changes 121

7.9 Annual population change (North West and East) 124
7.10 Annual internal migrations (North West andtas 125
7.11 Annual international migrations (North Westl &wast) 125
7.12 Full- time employment/ Unemployment 126
7.13 Average annual income 127

7.14 Average new dwelling price for the North Wastl East Anglia 128

7.15 New housing premium in the North West and Basflia 129
Table  Description Page
7.1 Additions to residential building land stock 510
7.2 Average annual land price increases 106
7.3 Average number of applications granted (1996220 107
7.4 Speed of decisions on applications (1996-2002) 108

7.5 Change in population (1995-2002) 111
7.6 Average household size (1995-2002) 111
7.7 Net migrations 113

7.8 Mortgage advance and house price to incomesrati 114
7.9 Economic activity rates 115
7.10 Employment by sector 116
7.11 Premium for new dwellings (1995-2002) 118

7.12 Average annual price increase 119



7.13

Relative prices 1995 & 2002

7.14 Number of applications granted per 000 popriat
7.15 Speed of decisions on applications (1996-2002)
7.16 Employment by sector (East and North West)
7.17 Mortgage advance and price to income ratiastjE
7.18 Mortgage advance and price to income ratiasttNWest)
Chapter Nine

Table  Description

9.1 Average private sector completions (1995-2002)
9.2 Mean household size (1995-2002)

9.3 Weighted private sector completions (1995 2200
9.4 Correlation between output and population ckang
9.5 Correlation of completions and migration

9.6 Correlation of completions and employment

9.7 Correlation of completions and income

9.8 Correlation of completions with employment sest
9.9 Correlation of completions and house prices

9.10 Correlation of completions and plots tranghcte
9.11 Correlation of completions and permissionstge
9.12 Correlation of completions with speed of pasiuns
9.13 Private sector completions

9.14 Correlations of demand factors with annual gletrons
9.15 Correlation of supply factors with annual céetipns
9.16 Correlations with interregional migration

9.17 Correlations with house prices

9.18 Correlations with completions

9.19 Demolitions by clearance order

9.20 Correlations with income (East)

9.21 Correlations with income (North West)

9.22 Correlations of sales with completions

120
122
123
126
127
127

Page
155
156
157
158
159
160
160
161
161
162
162
163
166
167
168
171
172
172
175
176
176
177



Chapter One

I ntroduction

1 Changesin the UK Housing Market

“Housing is a basic human need, which is fundameatalur economic and social
well-being (Barker, 2004 pl). The opening sentence of theeme ‘Review of

Housing Supply’ by Kate Barker reflects the impada attached to the availability
of good housing and its impact on the economy aates/ as a whole. Increasingly
the aspiration in the UK has been towards home oshaie (HM Treasury, 2005 p5;
Hooper, 2002 p104), which has risen in the thing-fyears to 2002 from fifty per
cent to seventy per cent of the housing stock. muthis period both the proportion
of social rented, predominantly local authority \pston, and private rented
accommodation fell, although local authority pramis in terms of volume was
increasing for the first ten years of this peridthe increase in the proportion of
owner occupied housing accelerated during the €E9B80s when the incumbent
Conservative government began a program of disedusales of local authority
housing to the sitting tenants. At the same timeetbmber of new local authority
houses constructed fell dramatically with an insne@ proportion of new social
rented housing being delivered by Registered Sdaaldlords (RSLs). However,

this did not match the fall in local authority prewn.

Figure 1.1 Proportion of stock by tenure (1967- 2002)
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Private sector output has also fluctuated during pleriod, falling steadily through
the 1960s and 1970s to below 100,000 in the e&804. It rose again for a short
period in the late 1980s before falling and staliy at between 120,000 and
130,000 completions per year for much of the 199@$ early 2000s. Consequently
there has been considerable interest, both fronergovent and academia, in the
workings of the house building industry and housmgrket. In particular the
influence of fluctuations in house building and sewrices on the macro economy
and the effects of rapidly increasing house prareaffordability and labour mobility
have attracted significant interest (see for exanMen, 1996b). However, many of
these have focused heavily on demand-side infleeraned have neglected to
accommodate the consequences of the structurenafclaanges in, the supply side
(Nichol and Hooper, 1999 p58).

Housing supply can arise from several sourcestiegistock, conversion of existing
non-residential buildings and new build. The analys total or even new supply of
housing is therefore a complex problem (Maclend&®82 p77). Most studies of the
residential development process fall into two brazategories: those that are
economics-based, which are predominantly concemmigd the analysis of data
(principally time series) on the housing marketd aimose that focus on the
environment in which the development takes place, éxample, the nature of
development land, planning regulation and finanaevigion. Largely within each
paradigm the impact of the other is taken as gilaither has attempted to develop
a clearer understanding of the way in which indmaldhouse-building firms make
decisions regarding production (Maclennan, 1982.p83

During the last three and a half decades the numbbouseholds in England has
increased by almost forty per cent, fuelling thendad for new housing. At the same
time the affordability of housing fell with, for eaxple, only thirty-seven per cent of
new households able to buy in 2002 compared tg-Birt per cent in the late 1980s
(Barker, 2004 p3). However, the changes in suppty @mand for housing has not
been consistent across the country, with some megeaperiencing higher levels of
house building and population growth. These difiees in supply and demand have
been reflected in house price growth leading teeasing affordability issues in the

areas of the country that have seen the strongesttly in demand. Many of the



studies investigating this have focused on the emasd consequences of inelastic
supply response on house prices, affordability #rel wider economy (see for
example Meen, 1996b; Mondt al, 1996; Bramley, 1999; Bramley and Leishman,
2005). The primary concern of many studies is &niiy the cause or causes of this
apparent inelastic supply response to rapidly asireg house prices. The implicit
assumption underling these analyses is of comypetind efficient markets, in which
supply and demand adjust to achieve an equilibquime/quantity, at least in the

long run.

2. TheBarker Review

This section reviews the ‘BarkeReview of Housing Supplyublished in March
2004. It identifies those observations, conclusiand recommendations that are of
particular relevance to this research project, stHgaving any comment on these
and the assumptions made until chapter ten wherentplications of this research
are discussed.

Kate Barker was asked to undertake a review ofingusipply by the Chancellor of
the Exchequer and the Deputy Prime Minister (wHospartment had responsibility
for house building). The review was set up on tffeo® April 2003 with the
following terms of reference:
« Conduct a review of the issues underlying the ladk supply and
responsiveness of housing in the UK.
* In particular to consider:
- the role of competition, capacity, technology amdarice of the
housebuilding industry; and
- the interaction of these factors with the plannisgstem and the

Government’s sustainable development objectives.

The review concluded that the demand for housingeases over time, stimulated in
the main by demographic changes (population gramthmigration) and increasing
incomes. Set against this increasing demand, thiewefound that the average

annual level of production was lower during thetgas years than in the previous



decade and that in 2001 the level of new housetearti®n fell to its lowest level for

almost fifty years.

It concluded that the instability in the housing rked contributed to a greater
macroeconomic volatility and that part of this atstity was attributed to the weak
response of housing supply. In addition the stroegl’ growth in long-run house
prices was considered indicative of a longer tenden supply of new housing. This
has consequences for affordability and wealth iBigtion. Additional costs of
undersupply were identified in terms of lower labaoobility and a reduction in

overall economic welfare.

Whilst acknowledging that any increase in the syppl new housing, which
annually equates to less than one per cent obtakhousing stock, will have only a
small effect on prices, it was estimated that aditemhal 70,000 private sector homes

per annum will reduce the growth in real houseqwi 1.8 per cent per annum.

At the regional and local government level it isammended that changes to the
planning system should make more use of marketnmdton, in particulaprices
The planning process also needs to provide a grekdgree of certainty for
developers; reducing the ability of local authestito reject applications that accord
with local plans is one suggestion. Also the spaedhich decisions are reached

should be improved.

At the national level the recent changes to thewplteg framework are seen as a
positive first step to improving housing supply. part of the review of the current
Section 10@rrangements, a scaling badk tover the direct impact of development
and contributions to social housing ohlBarker, 2004 p7) is supported. The review
also makes some suggestions regarding the taxafialevelopment gains, which
should be designed to impact on landowners anckfibrer not have a significant

effect on house prices.

There were some recommendations directed towarl$idbsebuilding industry. It
was suggested that local planning authorities shdldonsider the level of

competition in the new build market when grantiegnpissions, ... discuss build out



rates for large sites, and, where appropriate, amage developers to split up these
sites” (Barker, 2004 p8)

The central tenet of the recommendations is toess® the supply of land for
development, and that this should be taken up layger number of house builders,
increasing both the level of competition and thgpomsiveness of housing supply.

This conclusion will be considered further by ttiissis.

3. I nvestigating market-sector housing production

The levels of new house-building (supply) and papah growth (demand) have
been uneven across the country. The relative ineseaf both the stock of housing
and households, for example, in the South Eastobas double that of the North
East between 1981 and 2000. At the end of thisogdhere was a net surplus of
dwellings in the North East, i.e. more dwellingarithouseholds, whilst in the South
East there was a small net deficit, i.e. more hiooisis than dwellings (Stewart,
2002b p13).

Not only does housing supply arise from severatesj but also population change.
Natural change (births less deaths), inter-regi@mal international migrations all
contribute. At any one time and in any given lomafi in addition to natural
population changes within a region, there will lmsvs of migrants to and from other
areas, both national and international (Stewa®@2B(20). However, these migrants
will have differing housing needs or demands. Nt jin terms of size, dwelling
type or location, but also tenure. Many will wantpurchase their own homes whilst
others will want or need to rent. Some will entee private rental sector or have
accommodation provided by employers whilst othey fnave to rely on the social
rental sector. There will also be non-migrating $&holds moving between sectors.

The aim of this thesis is to explain the spatiaiateons in market sector housing
production in England. Although the research haspatial rather than temporal
(where rather than when) focus, these are unliielge completely unrelated. Not
only are both likely to be influenced by similartsef factors, but decisions to

develop or not to develop in a particular locatiwiti be influenced by previous



experiences and future expectations, i.e. theré kel a temporal element in
production decision. In addition house building wscover an extended period
compared to most other production processes; threxethe temporal element to the
development process must be recognised and ekple@dcommodated in any
analysis. The precise spatial dimension and meaguretput is explored in detail in

Chapter Four.

Supply of and demand for new housing do not ocouisolation and, therefore,

cannot be investigated completely independenthgaith other. However, research
suggests that the influence of supply on demalfichited, i.e. whilst the demand for
housing has a strong influence on output, changesupply do not strongly

influence household formation (Stewart, 2002b pIherefore, whilst this research
has a supply-side focus the influence of demand-$attors will be explicitly

examined. The primary hypothesis of this thesith& there is a set or bundle of
factors that determine the spatial variation inkaeasector housing production, and
that; the value of the factors may vary for eaanae, for example, the levels of
unemployment or income; the influence (co-efficjentay vary regionally, for

example, some factors may be nationally determimedhave stronger or weaker
affects on supply and/or demand, such as intewdss;r and that the value and
influence will vary through time, i.e. neither thalue nor the influence of the bundle
of factors are hypothesised to be constant. In@awmb this, the aims of the research
are to identify the key factors that influence hogsproduction, to understand how
and why these factors influence production decsiaim extend the theoretical
understanding of the production decision makingcess, and from this to explain

the spatial variations in production.

Given that house building in 2001 fell to the lowegacetime level since 1924
(Stewart, 2002a p8), whilst prices rose by neaslyrteen per cent in the same year,
it is reasonable to ask whether private sector éndusilders are constrained by
supply factors such as planning regulation andsskhortages and therefore face a
vertical or leftward shifting supply curve. Or dgpeculative’ house-builders develop
strategies to cope with the uncertainties of prtdocand demand and as a result

‘under’ production occurs?



The aim of the research is to provide an econolmicsed explanation to spatial
variations in production but with a ‘holistic’ agach to the investigation of house
building rather than accepting a preconceived tblaox’ representation of the firm
operating within a competitive market. Holism canlivoadly defined as the belief
that a system cannot be explained by the sum ofdmeponent parts alone, the
cumulative affects may be greater than those avidaial factors and the system as a
whole may determine how the parts behave. The r&seudll develop an approach
to investigating house building that involves th#artgulation of theory with
qualitative and quantitative methods. Triangulatimually refers to the practice of
employing more than one method in investigatinghanomenon. This normally
includes the use of both qualitative and quantéatiata in analysis (Olsen, 2003
p160). The holistic approach and use of triangohatwill assessed further in Chapter
Three. A comparison will be made between spatightians in private sector output
and the factors that are hypothesised to influéndene research is more concerned
with the choice of development location rather tkhanges through time, although
they are unlikely to be entirely independent.

Three key steps were undertaken to investigatesgwarch question. Firstly, a novel
model of house-builder output decisions was conottdl to improve the

understanding of this critical decision-making @me& Rather than employ a
universal model of the firm in which individual hour is reduced to a set of
predefined axioms, this thesis presents an induspscific model based on a
theoretical examination of empirical data collectesbugh survey; for example, the
model needed to accommodate th@oblems and uncertainties inherent in the
supply process(Maclennan, 1982 p80). An industry specific modell be better

placed to illuminate questions such as the effettscertainty on output levels and
any subsidiary consequences this may have. The Imsdeonstructed using a
synthesis of Kalecki's (1954) model of pricing withe data gathered from a

questionnaire survey asking house-building firmsuabheir production decisions.

Secondly, the research identifies the key set dfofa that influence the levels of
housing production in the market sector, althougbs¢ are not claimed to be
exclusive or exhaustive. The research collected dsihg two methods; primary data

was collected through the questionnaire surveyaddition to the questions on



production decisions data was gathered from thesdrbuilders on production
capacity and market barriers and stimuli. Seconddaya was gathered from
published sources, predominantly central governnpemiiications and HM Land
Registry. In preference to the identification anhlgsis of the relevant factors
through a single statistical method, this reseatobse to combine data from two
sources with a strong theoretical underpinning.sThiangulation’ of theory and

data from multiple sources reduces the possilblitthe selection of spurious factors.

Finally the model of house-builder output decisiosssynthesised with the data
gathered from primary and secondary sources teeptes causal chain for housing
output. This is then used to demonstrate the ‘vemg ‘how’ these factors influence
spatial variations in production in England for ffexiod of study.

4. Enquiry and explanation

The next chapter will discuss the key literature residential development and
related areas. From this the existing theoretical ampirical approaches will be
discerned and an evaluation will be made of th@&msa methods and relative
strengths and weaknesses. In particular the rewdvpull together the factors

identified by other research as the key determgahhousing output. However, one
of the principal aims of this research will be tevdlop a novel approach to this
enquiry. This will be achieved by the developmerit an ontological and

epistemological framework that can guide and stmectthe investigation. The
ontological perspective of the researcher, i.eréisearcher’s belief in the underlying
nature of the object of study, will be establisketh reference to the literature. This
ontological framework will then guide the episteogital structure, i.e. the methods
by which the research will investigate and validtdteories of house building in
England. Within this methodological structure thesearch outcome can be

evaluated.

Chapter three firstly examines the existing methagioal approaches to housing
research and discusses how these have influeneathtlerstanding of the behaviour
of firms generally and more specifically within tresidential development industry.

It starts by examining the economics-based explamatFocusing on the approaches



based on the neo-classical and institutional sshobthought, as these are the most
active in the field currently. This is followed lan exploration of the model-based
approaches. There are a wide variety of thesethayt can be organised into three
main categories, ‘sequential or descriptive’, ‘bebaral or decision-making’ and
‘production based’. Ball'sStructure of Housing Provisio(SHP) thesis (1983) is
then examined in some detail, as it is perhapsntbst developed of the housing
research ‘approaches’. The SHP is of particulaeviaice as it shares a number of
important features with the approach deployed is thesis. The following section
explores the ontological basis of Critical Realidgrath within housing and the wider
economics literature. Again, some similaritieshwihe SHP thesis are uncovered.
The section then goes on to set out the epistentallogpproach employed by the
research to explore and develop the key theoreticaiments. In the final section the
methods employed to undertake the research ar@wetin particular the data
sampling and gathering methods are assessed, aadsassment of the priori

expectations in terms of the benefits and limitagiof the methods is deliberated on.

In chapter four various aspects of the English mmusnarket are examined to
develop and define the research question. The ehaials with definitional and
data issues, establishing the definitions of thmseused in the research as well as
considering some of the problems with the availad@eondary data used both in
framing the questions and developing the argumdits.chapter examines the data
for significant special differences in housing neskbetween the English regions. It
considers general and regional production levedsh lin terms of relative overall
output and the composition of production. The dataexamined for the period
between 1995 and 2002, comparing and contrastiagdifierences between the
regional housing markets over the period. It pressemore detailed case studies of
the North West and the East of England and usee tiweprovide a useful contrast of
the regional variations in production during thieripd. The penultimate section
examines the structure of the residential developnmedustry and the nature of
residential development in England. The key charatics of regional housing
markets and the residential development industrigzngland are then summarised.
This is then used to set out the measure of housitgut to be explained by the

research together with the reasoning for the choice



Chapter four makes three observations that judtiigther investigation. Firstly, it
was observed that private sector output had ndaceg the falling level of social
sector output. The second observation noted wadlthrang the period of study the
number of second-hand dwelling transactions ineeasghilst the number of new
dwelling transactions remained relatively stablée Tthird observation was that
whilst private sector output in the North West ahd East of England seem to
follow similar trends they do so at differing relat levels. Competing hypothesis
were developed to explain these that will be teatgainst the data collected and the

conclusions of the research.

The first section of chapter five presents the metbmployed to create the sample
frame for the questionnaire survey sent to sevéwgyof the largest private house
building firms in England. The questionnaire conéai six sections collecting data
on firm specific characteristics, the goals of fiven, target setting and strategic
control, land holding, production flexibility andutput and price sensitivity. The

following section examines the respondents. It ss=® whether the sample is
representative of the sample frame and the indusiryat least that part of the
industry of interest to the research. There werepvincipal objectives to the survey:
firstly the identification of key behavioural chateristics of house building firms,

from which an innovative model of house builder dabur was developed in

chapter eight. The model is then used in later tehapto develop a clearer
understanding of spatial variations in housing aut@he second purpose of the
survey was to illuminate the institutional struetsirand constraints of the house
building industry. It was also expected that thevey responses would assist in
developing an explanation of a number of intergstinaracteristics identified in the
previous chapter on the housing market. Assimigtithe findings of the

guestionnaire survey with secondary data providesasis for a holistic explanation
of house builder behaviour. An interesting obseovatrom the responses was the
tendency of firms to cite supply-side factors whresponding to questions about
their own output, but demand-side factors whenaedimg to questions on industry

output.

In chapter six the data collected in the surveystjaenaire is examined in greater

detail. The previous chapter concluded with somgoirtant characteristics that were
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identified from the questionnaire responses. It egsected that these would provide
a major component of the explanation of house-kuildehaviour and from there
private sector housing output in England. This &butp add weightto the
observations made in chapter five using inferergtatistics. The response rate of
thirty-six per cent was considered to be high ehaioggive valid results although in
some cases statistically significant results wereabtained. The chapter then goes
on to develop hypotheses arising from these ob8en& In the final section it sets
out the key features of private house builder behathat the research will have to
explain. One of the most important findings of tolsapter was the difference in
behaviour noted between firms of differing sizegasured by output. The research
used an iterative method to determine the outpedllat which a number of key
responses to the questionnaire changed. In patjctihe relative size of land

holding, the exposure to planning delays and tladatility of finance.

Chapter seven examines general secondary datmgdiatfactors that are thought to
affect the level of output. Data from both the dymnd demand side are examined.
The concern was primarily to determine if there evany significant differences in
these data between the regions that may help expdaiations in output. The choice
of ‘factor’ has been guided mainly by the respongethe questionnaire, but also
with reference to other theories and research iitkxhtin the literature review. On
the supply-side these included data on residedéaélopment land transactions and
prices, the volume of planning decisions and plagnielays as well as labour
supply and skills were examined. On the demand thiege include population and
migration, employment levels and types, and incdewels and distribution. The
data presented compares and contrasts the difesdratween the regions, how they
have changed between 1995 and 2002 and consideredhey might influence
housing output.

The chapter firstly examines data on the three skgply-side factors land, labour
and capital. It then examines demand-side factibes¢choice of which was guided by
the responses to the questionnaires and otherrcesieentified in chapter two. A
section examining both new and second-hand house gata follows this. The fifth
section contains a more detailed examination ofEast and North West regions.

This mirrors the examination undertaken in chafdar re-examining the data from
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the previous sections in greater detail. The fsgdtion summarises the finding and
makes some concluding observation with some hygethehat are examined in
further detail in chapter eight. In general theptkarevealed less regional variation
in supply-side factors than demand-side factorsidtild appear from this that it is

the factors influencing demand that correlate wittustry output.

Chapter eight begins by reviewing the findings auters five and six picking out
the key behavioural characteristics. If consideeche characteristic in turn,

considering whether they are as a result of enmiental and structural factors or
whether they are indicative of firms attemptingniiuence their environment. The
second section appraises theories of the firm deeel within Post-Keynesian,
Kaleckian, behavioural, and old institutional ecomcs. In particular it looks for

aspects of these theories that can be adapteddoncaptual model of house builder
behaviour that will capture the key characterist€gesidential development. The
fourth section examines the house building prodasstifying the main features of
the residential development industry and those &é&ybutes that the model of the
house-building firm must capture. At the same titrleoks for evidence to confirm

the observations from the questionnaire and thewewof theories of the firm. The

fifth section of the chapter presents a conceptoatiel of residential developer
behaviour. As a starting point it uses Kalecki’'sd®loof pricing and synthesises this
with other theories of the firm, evidence gathefemm the questionnaires and
observations of the residential development procHss final section of the chapter
critiques the model presented in the previous gectassessing some of its likely
strengths and weaknesses in describing house buleleaviour and explaining

market outcomes.

The penultimate chapter begins with a restatemdnthe philosophical and
methodological stance taken by this thesis. It sansas what the research expected
to achieve and the limitations of this. The nexitism reviews the model of house
builder behaviour put forward in the previous cleapin particular it considers how
this can be developed from a micro model of indreaidfirm decision making to an
explanation of the observed output of all firmshimta region at a point in time.
Section four analyses the regional data presentefiapters four and seven. Section

five replicates this analysis for the North Wedt &ast of England with less success.
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Each of the factors identified is tested for assomn with output and additionally
co-association. Conclusions are drawn on the patefdr each of the factors to
explain variations in output. By examining the thetwal and empirical associations
between output and supply and demand factors ieldps a causal chain that
explains the spatial variations in housing. Thdofeing section develops a causal
chain that establishes the inter-relationships betwthe factors showing why and

how the determining factors shape output.

The final chapter considers the consequences afttbgen methodological approach
and methods employed. It reviews the main findioighe research and argues for a
particular understanding of house building firmsl ahe house building industry;
presenting the key consequences of the findingthefresearch, both for future
avenues of investigation and the potential poligyplications. The first section
considers the methodology and methods employedrayghat these led to a richer
more holistic approach that produced greater intsigito both house building firms
and the house building industry. Section three gntssthe key outcomes from the
research. It develops the arguments presentedrliereehapters and draws out the
main conclusions of the research and offers sortections on the findings of the
research. In the following section the key recomaagions of the Barker Review are
revisited. The implications of the findings of thesearch for the implementation of
these are considered. The following section comsidéhat further questions and
avenues for research exist and how the understrafithe house-building firm
presented affects key policy questions. The lastise offers some final reflections
on the methods and methodology employed by therelse

In summary this thesis has developed a more holegproach to investigating
market sector housing, firstly by developing a mewadel of house builder behaviour
that will enable a better understanding of decisiaking within the house building
firm and its consequences. Secondly it has shown dumlitative and quantitative
data can be combined to provide a more completi&@eajpon of the processes and
provide additional insights into the house buildindustry. The next chapter begins
the process by reviewing the existing theoretical ampirical approaches to housing
research. This will firstly identify the strengthad weaknesses of these approaches

and secondly place this thesis in context.
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Chapter Two

House Building, Prices, Planning and Theories of the Firm

1. I ntroduction

This chapter discusses the key literature on resimledevelopment, development
land supply house and land prices and finally tiesoof the firm. The existing
theoretical and empirical approaches will be eshbtl and an evaluation will be
made of their aims, methods and relative strengtits weaknesses. In addition the
review will identify the factors hypothesised to the key determinants of housing
production. The next section considers the liteeattn housing production and house
prices together as these are often analysed tagefhese are examined in three
broad groups, theoretical, modelling and empirenahlyses. The following section
examines the approaches to land supply and plan@iggin these are assessed
together as they are frequently considered in tandée literature is divided into the
same categories as the previous. The fourth seotitects on theories of the firm
based on five of the main ‘schools of thought’ tomomics. In each case a brief
outline of the main tenets of the school will beeayi together with its theory of the

firm.

2. Housing production and house prices

Economics-focused housing research has concentpageldminantly on pricing, or
more correctly on the determination of price. Thkaee either been in the form of
hedonic house price models or investigations iht ‘tipple’ effect (Drake, 1995;
Hendry, 1984; Meen, 1996a & 1999). The assumptiadetdying these is the
standard neo-classical economic supposition oegnovements acting as signals to
producers. Increases in price signal an increasatt ppportunity that should be, in
the standard analysis, followed by increases irdyeton. The assumption being
then, that if we are able to explain (or prediaif@ determination/movements then

we are able to explain changes in production.

Current theories of market sector housing suppd lzased on a combination of

microeconomic and urban economic theories. Miceoith is based on competitive
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markets where firms are profit maximisers. Urbaroneenics works within a
location/spatial framework where behaviour is atdcby the cost of transport and
communication. A positive sloping supply cufire a fundamental characteristic of
a market economy'{Bramley et al 1995 pg. 16). Where relative price changes
operate as signals to producers, price increases beet with a corresponding
increase in supply and price falls by a decreassupply. In this model, land and
capital are fixed in the short term, any increasesupply coming from a more

intensive use of the available resources.

A major analysis of the house building industrydzh®n an alternative perspective
has come from Ball inHousing Policy and Economic Powd€fi983). This is
developed from Marxist economics, where conflictweenclassess the basis for
analyses. These classes have been broadened famniginalsocial groupings used
by Marx to include government, administrative artieo groups involved in the
development process. This analysis continued tadweeloped in Ball 1986a and
1986b, in which he argues that the current focuscamsumption of housing, in
particular with reference to tenure, and housinicpaneeded to be broadened to
include a analysis based on ‘structures of promisim particular he argues that the
behaviour of each of thes6cial agents and others has to be explored and the
interlinkages between them understood. But thistbdse done with the knowledge
that those relationships are subject to continubissorical change and so cannot be
mapped out in an abstract and static w@gall, 1996b p462-3). Ball's argument in
both these papers asserts that the simple applcafi any abstract theory without

reference to the empirical is unlikely to expldie phenomenon.

In a series of papers Healey (1991, 1992, and Meeald Barrett, 1990) has attempted
to develop ddescriptive institutional model of the developmenbcess which takes
account of the complexity of the events and agsnnislved in the process and the
diversity of forms the process may takkfealey, 1992 p33). Apart from the problems
of such an approach noted by Hooper (1992), thed&ti@ppears to resort to case
studies, exploring the important institutional fastfor each individual development.

Guy and Henneberry (2000) explore the potential dombining the mainstream

economic and institutionalist approaches. Theyatbat whilst some behaviour may
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be considered inconsistent with economic ratioreddayiour by placing it within a
wider institutional structure it is possible to &dp it. By adopting this approach they
conclude that a deeper understanding of the dynamattire of the property
development process is attainable. Although thisr@gch was criticised by Ball
(2002) it would appear that he misreads Guy ancheleary’s argument, which is not
to abandon mainstream approaches in favour of,adlsirBerprets it, a&n undefined
set of entities called institutions and an undefisecial (Ball, 2002 p1456), but to
‘blend’ the economic and institutional approachesptoperty research (Guy and
Henneberry, 2002 p1472).

Ball (1999) reviews recent government concerns dher lack of innovation in
construction and design in UK house building. Theus has been on attempts to
change firms’ strategies, which Ball argues, (gitlesm nature of house building) will
be insufficient. Ball makes a number of suggestelity recommendations that it is
claimed will reduce the specific constraints on$®building firms and encourage the
introduction of greater innovation in house buiflinThe recommendations are: i)
“Reducing the volatility of new housing market$) “ Lowering focus on land
development profitsiii) “ Subsidising innovations and housing productiand iv)
“Reforming building regulatiorig1999 p20-21)

Modelling approaches tend to take as given the nlyidg nature of the house
building industry, based almost exclusively on rstieam neo-classical economics,
and are generally looking for conformation of @eriori predictions based on the
predefined set of axioms. When models fail to penfothe results are either not
reported or are explained away as problems withddwa. Two of the problems
associated with the application of neo-classicaotip to housing supply are the
assumption of homogeneity and the housing charattsr of durability and
locational specificity (Wellings, 2006 p31; Mee®96b p427).

The problem of heterogeneity is normally overcomehe use ohousing serviceas

the dependent variable. Housing services can heatkfs the flow of consumption
goods that are arising from the stock of housirggtss The seminal article by Muth
(1969) abstracts from the problems of heterogeraity durability in an attempt to

model the supply of housing in terms of the effemtdocation specificity, using
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optimising consumer choice models, based upon de tadf between location and
transport & communication costs. However standgstimosing consumer choice
models arésilent on the decision of consumers to purchasealie goods”(Blaug,
1992 pg. 141).

Such issues have not discouraged numerous attémplisvelop models of housing
production, for example Tsoukis and Westaway (198@npare three different
models of housing construction for the period 19301990 using both starts and
completions as measures of output. One of theiclasions that quantity signals do
not play a role is verified(Tsoukis and Westaway, 1992 p24) is accepted amith
reference to the actual behaviour of house buildetsch clearly contradicts this

result.

Other analyses, by Meen 1996a and 1996b for exampleffer some useful insights
into empirical events; however, there is still amquestioning application of the
axioms of mainstream theory. Meen uses spatial @uetrics to investigatettie
nature of spatial interactions in UK regional hoyseces and housing stait$1996a
p345). In particular the paper explores whethernttagkets are i) homogeneous, i.e.
affected by the same set of factors; ii) dependamtthe regions are linked, changes
in one affecting its neighbour; and iii) convergeahere is an underlying, if long-run,
tendency for variables to move towards an equilioti The results found that the
regions were similar in their response to detemgnfactors, which the paper
suggests is as a result of a number of nationédédrsi creating a national market. The
paper also found that the regions were linked, withnges in one region partially
responsible for changes in its neighbour. Finalylong-run convergence was

between the factors was detected.

Meen (1996b) uses an econometric model of the hgusiarket to considerTéen
Propositions. The most relevant of those to this thesis gréthie income elasticity of
house prices is significantly greater than uhigynd ii) “the elasticity of new housing
starts is low (ibid. p426). The results indicate that wealtfeets are the main cause
of income elasticity exceeding unity. The causéuf elasticity of housing starts was
less clear, but inflexibility in planning regulatiovas put forward as a possible
source. Interestingly, the results also indicatet house prices were predominantly
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‘demand’ determined. The paper concluddsat we cannot fully explain what has
happened in the last two yearand that e should guard against simple rules of
thumb ..as... housing markets are complexand... simple relationships will break
down with changes in polityibid. p442-3). Here again, however, there isldit

reflection on the underlying theory that the madellhas attempted to capture.

In an attempt to develop non-linear modelling teghes, Meen and Meen (2003)
consider how empirical methods can be used to maaee complex spatial areas,
such as urban housing market, where because afugasocial and institutional
interactions, the outcomes are non-linear. Theygasigthat the use of recently
developed models, ‘social dynamics’ and ‘complexitgory’, provide a possible
avenue for further investigation. It is expectedt ttuch models would be able to cope
with feature such as theproblems of cumulative decline, low-demand housing

the failure to promote integrated neighbourhob@deen and Meen, 2003 p932).

Meen (2002) uses a number of statistical toolsvestigate the relationship between
industrial construction and house building. Basedeo-classical economic theory, it
might be expected that there would be competitmmrésources between these two
subcomponents of the same industry, one crowdirtgtloel other. It was found,
however, that the association was positive rathan thegative. When the data was
examined again in a spatial context, the explanafar this became clear. New
construction generally means new employment oppii#s, and workers move
towards these whilst at the same time seeking newsihg. More are firms
established, attracted by the skilled workforcecreasing construction and
encouraging further inward migration and house ding. The influx of skilled
workers, new industrial construction and housedmg create a critical mass and

become self-reinforcing.

In a useful empirical analysis, Gillen (1994b) pd®es an assessment of the reliability
of housing starts and completions data and finds, twhilst the National House
Builders Council and Department of Environment wi@ibns for completions are
identical, the two data series vary considerably.ddncludes thatthe data relating
to new housing production is unreliabléGillen, 1994b p21). He then proceeds to

analyse trends in the data, interestingly notingt tmarket share for larger firm
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decreases during boom periods in the housing mametincreases during slumps.
This indicates that smaller building firms act gsgportunists, building when the

uncertainty over sales is lower, whilst larger febsilders maintain more stable rates
of production. This would suggest that larger hooiséders are more specialised not

switching, between industries with changes in deinan

3. Planning, land supply and land price deter mination

Land is a key factor in the development processnasther production processes.
However, unlike other production processes lanctaasumed by the action of
development. Much of current theory is based upmar®ian analyses in which the
land supply is fixed and therefore the determimatd use is based on opportunity
cost. Evans (1983) argues that the failure of eariodels to explain landowner
reluctance to sell at market prices is a lack pipbgrside considerations. He explores
the determination of the price of land using asedimodel allowing for the effects of
imperfections. In particular this is used to comesidhe specific consequences of
taxation, ownership and use, uncertainty and spéealbehaviour. Wiltshaw (1985)
argues that a more useful avenue of research wbeldto develop a clear
understanding of the individual preferences in tlwenership and consumption of
land. He suggests that the failure to sell landitat current use valdemay “have
particular preference as to how the land shouldused (Wiltshaw, 1985 p49) and

should not necessarily be seen as irrational.

Grigson (1986) in a study for the London and Sobtist Regional Planning
Conference (SERPLAN) uncouples the determinatiomoofse prices from the supply
and demand for housing by arguing that high houssep in the South East and
London are not as a result of shortages in devetoprdand. He argues instead that
they are as a result of increasing household insoHe also argues that, as land
prices are a residual of the expected revenue falevwlopment less estimated
construction costs, it ishbuse prices that determine land prices and notd¢versé
(Grigson, 1986 p6). Quoting the House Builders Fatitlen, he further contends that
general house prices are set by conditions inebergl-hand market as thstdck of

buildings are very large in relation to the flow additional supplies(Grigson, 1986
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p7). Given that much of this argument runs conttamnainstream economic thought,

this study has been the subject of considerablatddbee for example Monk 1999).

Needham (1992) examines the case of the Netherlamdere until recently all
development land was supplied through local autiesti This was necessary because
of the high cost of reclamation and the considersibhe delays in preparing land for
development. The local authorities would pay abttneecurrent use value, develop to
a high standard and sell on at below the residwduation, the gains from
development going to the original owner and fineveloper. The aim was to ensure
that supply was sufficient for all needs at a hggandard and gain made by the
authority was used to reduce the cost for otheiabases. Whilst this provides useful
insights into the development process where the teavelopment and house building
functions are separated, a more useful comparisanade by Barlow (1993) who
reviews three land supply and house building systdehe UK, France and Sweden.
He argues that much of the literature on land supgls because of theektreme
simplification of complicated real-world relationpls’ (Barlow, 1993 p1129). He
argues that the use of comparative statics failsajgture many of the behavioural
characteristics and interrelationships and thdearainderstanding of the structure of
housing provision needs to be developed emphasibmgtrategies of the actors in
the development process. In conclusion, he sudbgasthe planning system may be
capable of short-run adjustment but that uncestamer future land availability leads

to speculative behaviour on the part of house busld

Hooper (1994) examines some of the theoretical aggbres to land ownership and
land supply comparing the outcomes from recentarebe He concludes that there are
differences in the land banking practices of firaidiffering sizes and that there is
some conflict between landowners and house builddes identifies a deficit in
research into land ownership compared to the atergiven to the effects of the
planning system. The poor availability of data mstarea, largely because of
commercial and individual confidentiality, may hatedered this research. This
focus may also be due in part to the mainstreamaro@ belief that regulation, in
this instance land use planning, impedes the efftcoperation of the market and its

effects are worthy of investigation.
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A less economics focused analysis by Galkenal (1998) review the changes that
occurred under the previous Conservative governnaeiven by a particular ideology
of housing provision. They record the failure oéthew system of social housing
provision to replace that lost from private landl@nd local authority provision. They
see an opportunity for the, then, new Labour Gawemt to revitalise the planning
system, in which tenure choice will be greater tredplanning system can be used to

direct provision in a more overt manner.

In an analysis of the effects of land use taxationand use Needham (2000) presents
estimates using estimates of price elasticitiesswbply from other studies. He
concludes that the consequences of the introdudfidand taxation is likely to have
only a small affect on price and almost none orpBy@ssuming that the levels were
not prohibitive. However, the analysis presentedhslly neo-classical in nature and
as such offers little insight into the ‘who pays®d ‘why?’ questions. Bramlest al
(1995) attempt to model the wider effects of plagnregulation on housing supply.
They conclude that whilst policy planning such ascdl Plans is largely an
independent function of local government the nundfgrlanning permissions shows
some responsiveness to market demand. They furttwrclude that the
responsiveness of the house building industry tcnarease in land released through
the planning system would not be a substantiad afieén claimed.

Adams et al (2001) examine landowners’ perceptions of anditgbib influence
various local and national economic and policy destin the context of urban
regeneration. Based on 120 interviewer completegbtipnnaires they conclude that
local factors dominate national ones both in teainlendowners perceived influence
and impact upon their activities, although it wakreowledged that whilst they may
have little individual influence at national lewéleir industry organisation may exert
considerable weight in policy making. Gillen andhér (2002) investigate the affects
of house builder behaviour on land prices. Theyartpat accelerated land prices are
a result of house builders’ expectations of futmeads in housing demand combined
with limited land supply. This has caused a de8sahg affect on the industry that
needs to be addressed through increased land s@mualyflexible development

taxation.
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4. Theoriesof thefirm

This section examines theories of the firm basediwm of the main ‘schools of

thought’ in economics. In each case a brief outbh¢he main tenets of the school
will be given together with its theory of the firrdvhere they have been developed
this will be paired with the theories or models eleped in the literature relating to
the residential developer. The schools consideeee are then: the Austrian, the neo-
classical, and its ‘macro’ derivatives, the ingtdoalist, the Marxian and the post-

Keynesian.

For the Austrian school the emphasis is on thd-is@rested’ individual. Theories

are therefore characteristically micro. It usegriori deductive reasoning to develop
explanations of economic activity. Information asyetiry and uncertainty form a
key part of the Austrian explanation of economibdagour. The entrepreneur rather
than the firm tends to be the focus of Austrianoti®ng. Benefiting from price

information advantage, the entrepreneur is abjgdbt from arbitrage. Their theories
are rarely subjected to empirical testing and thexre been little development of an

Austrian theory of the housing market and residéwuigveloper.

The neo-classical school and its macro derivatiies, example the orthodox
Keynesian and Chicago schools, are the dominanbotehin economics and
consequently they tend to dominate in the housc@nemics literature (Guy and
Henneberry, 2000 p2399). The school uses deduatigthod to hypothesise the
required conditions for market clearing. It is cemeed with the efficiency of markets
in responding to price signals and as with the Aaistschool it is characterised by
the self-interested individual. Unlike the Austsathe emphasis is on individual
utility (or firm profit) maximising behaviour; this use d&enthamite marginal

philosophy readily lends itself to the mathematiceddel building favoured by the
school. As a consequence the analysis tends tsthgc' in nature, examining the

forces that move the market between equilibria.

After the neo-classical school, the institutionaksthe most popular mode of analysis
in housing theorising (Foster, 1991). It is impattaere to distinguish between the

‘old’ and ‘new’ institutionalist schools. The olatsool originates from the work of
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Veblen (1899) and later Commons (1934) and develdpam historical political
economy. It has an evolutionary perspective arsdéds the world as organic, where
economic outcomes are governed by the changingtutshal structures, in
particular the developing power relations betwelea structures. Institutionalists
eschew formal mathematical modelling and statidlégiwum methods because they
fail to explain the nature of social reality. TheeW’ institutionalists are essentially
neo-classical in heritage and ‘frictions’ (re-desited ‘transaction costs’), are used to
explain differences between empirical observatiod ¢he predictions of theory.
There is a further discussion on the developmetiiiefschool of thought in the next
chapter.

Marxist theories of the firm are generally based @me Marx’'s ‘modes of
production’; these contain two general elementsstlyi the material forces of
production and secondly social relations in prosumctThe material forces include
the recognisable factors of production from maewtm thought, land, labour, raw
materials; the second element, social relationgraduction, is concerned with the
ownership of the productive forces. Capitalism beime third ‘mode of production’
where ownership of the forces of production beirffedent from labour power there
is conflict over the surpluses generated in pradactTheories of the firm, therefore,
evolve around conflict between classes over thecalion of surpluses from
production. Whilst Marxism often provides a moreepprganic structure to theory
that goes beyond simple mechanistic relationshipse has been a tendency to be

dogmatic in the application of class systems inesaneas of research.

Post-Keynesian economics as its name suggests dnamwis of its early influences
from John Maynard Keynes (Dow, 1991 pl76). Many thbse who were
contemporaries of Keynes such as Joan Robinsorhdlii€alecki, Nicholas Kaldor
and Sidney Weintraub all made significant contiiimg to the development of the
school (ibid. p178-9). Whilst most of the early pooents were concerned with
predominantly macro issues Keynes first outlinechynaf the key elements of the
micro theories developed later, such as the iddarmfamental uncertainty. The first
clearly defined theory of the firm owed much to &&lian roots and was developed
by Alfred Eichner (1976). The choice of methodoladposen by post-Keynesians is

reflected in their ‘open systems’ ontology, whicHages the emphasis on

23



understanding causal mechanisms. Theories tendnfghasis the importance of
historical time, uncertainty, income and wealth triisition and the role of

conventions of habits in behaviour (Dow, 1991 pB)3-
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Chapter Three
Housing Resear ch: Methodology and Method

1. Introduction

The stated aim of this research is to investigagespatial variations in market sector
housing production in England. This will be achiéJey extending the theoretical
understanding of the production decision makingcesses and identifying the
factors that influence these decisions. The previchapter discussed the key
literature on residential development and relateghs® From this the existing
theoretical and empirical approaches were discerhediever, the focus of this
research will be to develop a novel approach te thiestion. This will necessitate
the development of an ontological and epistemoldgramework that can guide and
structure the investigation. As J. Lawson advocdteather than theory imposition,

the explanatory process can begin with the objéstudy (2001a, p22).

This ‘methodological’ structure will form the resel approach used by this project
and with which the research outcome can be evalulteghe context of this research
project the term ‘methodology’ will be used to denthe txamination of scientific
theories and their particular methods of investigat (Torrance, 1991 p22). This
‘broader’ definition of the term will include botbntological and epistemological
issues. The narrower term ‘method’ will be useddpresent the methods used to

undertake a scientific investigation.

The next section will consider the existing metHodal approaches and discuss
how these have influenced the understanding obétmaviour of firms generally and
more specifically within the residential developrnerdustry. The third section will
then introduce the methodological approach chosethfs research project and the
key theoretical arguments supporting this. The odthused to undertake the
research will then be set out in section four.ilt also include a discussion of tlae

priori expectations in terms of the benefits and linotadi of the methods employed.
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2. Existing methodological approaches and methods

Economics based approaches — Since the development of economics as a distinct
discipline a number of ‘schools of thought' haveleed. At different points during
this period the pre-eminence of each of these hasged dependant on the issues
such as the prevailing political and economic ctesa The compatibility of the
prescribed policies of any particular ‘school’ witie incumbent political regime or
its ability to diagnose and supply practical reneedor current economic issues has
often promoted one over another. In recent dectueseo-classical and Chicago
schools of thought have emerged as the ‘orthodexihin economics. Following
this, research in many fields has accepted the adetbgical tenets of this school
and developed research around this nucleus.

Research within housing economics is little différm this respect, with much of the
received wisdom being developed from neo-classipahciples (Guy and
Henneberry, 2000). The neo-classical ‘world view’ ane of an individualistic,
atomistic society where unencumbered markets wfficiently coordinate the
allocation of resources according to the given gqresfces and resources of
individuals. Methodologically, the neo-classicahsal employs deductive reasoning
and abstract models, which it then endeavours tafiroo using mathematical
techniques, predominantly ‘econometrics’, on histdata (Gee, 1991). The declared
aim of the neo-classical school ihé development of a ‘theory’ or ‘*hypothesis’ that
yields valid and meaningful predictions about phaead (Friedman, 1953 p26); no
attempt is made to explain phenomena, as the eapdanis within the axioms of the

underlying deductive reasoning.

This has led, for example, to a ‘black box’ theofythe firm in which the internal
processes of the firm are reduced to a single ifonodximisation’ motivation, where
the output of the firm is determined by the intetsm of the marginal revenue and
marginal cost curves. The failure of this theorgkplain much of economic activity
has led to many theorists both within and outsige mainstream to seek more

expansive or alternative theories.
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In recent analyses there has been a resurgencaeterest ininstitutionalism
However, institutionalism can be divided into twarhs; firstlyold institutionalism,
which grew out of the work of Thorstein Veblen (fys1991 p209) working in the
United States of America at the turn of the twehtieentury. Old institutionalism
grew as a reaction to the development of neo-daksiconomics; Veblen saw the
“neoclassical economic agentas ...a lightning calculator of pleasures and pains’
who operated in a static timeless wdrlgFoster, 1991 p209). Old institutionalism
has an evolutionary perspective; it sees the waddorganic where economic
outcomes are governed by the changing institutigtlctures, in particular the
developing power relations between the structuréhey eschew formal
mathematical modelling and static equilibrium melhdecause they fail to explain
the nature of social reality. Given what they se¢h@& open nature of society they do
not regard prediction as achievable, and resthieimselves to descriptive analyses
(Weston, 2003 p132-133).

New institutionalism by comparison is based on shene individual maximising
behaviour of neo-classical economics. Much of nestitutionalist thinking is based
on Oliver Williamson’sThe Economic Institutions of Capitalis(@985) (Foster,
1001 p208) and through this the earlier work of &drCoase (1937) (Foster, 1991
p225). In trying to understand the co-existencdirofis with vertical hierarchical
structures and external markets, Williamson fettkban Coase’s papefhe nature
of the firm(1937). This paper argued that the existence di §ums was due to the
presence of ‘transactions costs’, which were owverdy the internalisation of
markets. This has been seen as a significant ntove the more rigid analyses of
neo-classical economics allowing some discussiawd®n the two schools (Foster,
1991). It is this ‘new’ institutional economics thhas recently emerged within

housing economics.

Guy and Henneberry (2000) explore the potentiactombining the economic (neo-
classical) and the social (institutionalist) apmtoes to property research (see also
Kauko, 2001). They argueb&haviour which within a narrow economic perspectiv
is considered irrational can be explained by a wildgic. This logic is economically
and socially constructéd(Guy and Henneberry, 2000 p 2407). By adoptinig th

approach they conclude that a deeper understaraditige dynamic nature of the
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property development process is attainable. Thagthed has been criticised by
Ball who defends mainstream economic analysis bguiag ‘that through
abstraction, modelling and working through the cemngences of competitive market
processes can both help to structure analysis @&ad lto important conclusiohs
(Ball, 2002 p1455). However, it would appear thaallBmisreads Guy and
Hennebury’s argument, which is not to abandon nti@@as approaches in favour of,
as Ball interprets it,&n undefined set of entities called institutionsl anm undefined
social’ (Ball, 2002 p1456), but to ‘blend’ the economitdainstitutional approaches
to property research (Guy and Henneberry, 2002 144Ball’'s (2002) seems to
contradict his earlier exposition of his SHP thedibe examples of ‘important
conclusions’ he offers are based on exactly théupaiss that he eschews in Ball and
Harloe (1992 p4).

Model based approaches — Gore and Nicholson (1991) categorise models rad la
development into four main ‘types’, ‘sequential descriptive’, ‘behavioural or
decision-making’, ‘production based’ and ‘structu@ provision’. Sequential and
descriptive approaches can range from brief syromgethe key stages of the
development process to linear flow diagrams torttee complex circular models
(see for example Barretdt al, 1978;Cadman and Austin-Crowe, 1978; and Ratcliffe,
1978). Whilst concluding that the simplest of thesedels offer little more than a
useful introduction to the development process,‘tljelical flow type’ models are
better able to capture the dynamic nature of tlhegss. However, even these, they
conclude, fail to portray the full complexity ofe&hprocess and the interlinking
external relationships (Gore and Nicholson, 19911)7

Behavioural and decision-making approaches by cosga focus on the actors
within the development process and the consequenicéiseir decisions (see for
example Ambrose, 1986; Bryapt al 1982; and Goodchild and Munton, 1985).
Again these vary in complexity, from the less sspbated tabular models
considering the possible actions and interactiangeagh stage of the process to
sometimes quite intricate and detailed flow diaggalVhilst these are generally an
advance on the sequential or descriptive approaGloes and Nicholson conclude

that they often see the interrelationships as wipnoatic failing to allow changes in
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context and therefore capturing the potential fonflict between actors (1991,
p721).

The third type of approach, production-based, iseqiistinct from the previous two

in that the focus is on ‘capital circuits’ (see forample Boddy, 1981; and Harvey,
1978). It is allied to Marxist analyses of capig@icumulation and the allocation of
surpluses. Little or no attempt is made to integthe actual events or actors within
the development process. These models are gemeratisan extent to which they
could be applied to almost any manufacturing precé$owever, this extreme

generalisation prevents the models being eithéedesgainst, or used to explain, real
world events. Many of the criticisms of neo-claakicased theory could be applied
to this approach.

In Healey 1991 and 1992 an ‘institutional’ model tbé development process is
argued for and put forward. The aim is to develomadel of the development
process that capturedhe detail of the social relations of a developmprdject,
while linking this to broader issues at the levélnmacro economic and political
organisation, without overformalizing the highlyriable circumstances of specific
projects and agenciés(Healey, 1992 p43). However, Hooper (1992) expess
concerns over the approach, apart from a numbdefaiitional issues, he questions
the possibility of an overarching theory whilst iesing on the specific (1992, p45).

Structure of Housing Provision — Ball has developed and refined the Structure of
Housing Provision (SHP) thesis since the early 198 nhd at its simplest it can be
defined as & series of relations between social agéntscerned with the provision
of housing (Ball, 1983 p18). Ball's main purposeswi@ establish a framework
within which housing provision could be examinedaasomplete entity rather than
in isolation, as is more often the case, on onehef “spheres of consumption,

exchange and productidBall and Harloe, 1992 p6).

The concept of a SHP is theoretical and for thas@a abstract,because it tries to
encompass the principle features observed into latively simple organising
frameworK (Ball and Harloe, 1992 p4). The SHP thesis iseldagn the contention

that spheres of housing provision, such as ownewmed housing, are composed of
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sets ofsocial agentsvho are active in thphysical processesf housing provision.
These social relations include, for example, tHatignships betweenl&ndowners
with housebuilders, housebuilders with constructarkers and housebuilders with
the state land-use planning systefBall, 1983 p121). In order to delineate a SHP
the key relationships that have a significant imipac the outcome of housing
provision within a particular sphere must be id@sdi (Ball and Harloe, 1992 p4).
The importance of establishing the key relationshg‘to show that ifthe SHP]
does have an internal dynamic ... and to avoid csilagpinto explanations that have
to bring in the whole world(Ball, 1986a p160). However, that is not to deéngt the
SHPs will have both internal and external influemdaut without the abstraction of
these key relationships (and processes) they wanlldpse into little more than case
studies.

As frameworks within which housing provision can éeamined, SHPsMust be
combined with wider social theories, methodologieEmpirical investigation and
where necessary statistical analysiBall and Harloe, 1992 p4). SHPs are
intermediary ‘models’ and it is only when they a@mbined with the appropriate
methods that they can be used to develop robusamagons of housing provision
(ibid. p4). Importantly, Ball does not claim thaB&lP is ‘a theory of housing which
produces from postulates a set of results claimedhdave universal empirical
generality (ibid. p4), therefore this is not a deductiviggpaoach. Nor can it be
claimed to be inductivist, as although it is exgliycempirical it is not ‘an attempt to
erect a general theory of housingibid. p3). Instead Ball argues that a SHP
“describes a historically given process of providemyd reproducing the physical
entity, housing; focusing on the social agents m$seto that process and the
relationships between thér(Ball, 1986a p158). As such it is more closeliea to

T. Lawson’s conception of ‘retroduction’, where then is to explain past events
based on empirical observation and the uncoverihgcamsal mechanisms (T.
Lawson, 1997).

The ‘open’ perspective of the SHP thesis is furttphasised by the recognition
that the social and physical processes that catestt SHP are continuous, i.e. they
are processes rather than events, and that théyeeswer time. As such the thesis

“recognises that the world is dynamic and positditintgonal change as a key
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empirical question for housing-related resedr¢Ball and Harloe, 1992 p3). It also
recognises that institutional structures are notedi temporally. They are
transformed, over time, by both interactions witfests within housing provision,
house-builders, planners, etc., and by externalntagegovernment, financial

institutions, for example (ibid, p7).

The initial specification of a SHP is dependam ‘prior theoretical understandings
of the likely combinations and results, previoupegience, research objectives and
judgemerit (Ball and Harloe, 1992 p5). This may then be addpbased on the
uncovering of further relations, problems in thgyioal specification, or real changes
in house provision. This procedure is not empiricist as it explicitigcognises the
interaction between observation, theory and indieid judgemerit (ibid. p5).
However, whilst SHPs are context dependant andatdm analysed separate from
their environment, it is not necessary to studyvitwele of the SHP only to do so in
context (Ball, 1986a p163).

The structures of provision approach rather thangoa fully specified model of the
development process is a set of key presuppositiongd which a context specific,
both temporal and spatial, explanation of the dgwalent process is formed. As
such it is difficult to offer a criticism of the ‘adel’ and it is perhaps somewhat
unfair as well as contradictory to compare it witther approaches directly. The
synergies between the SHP thesis and the reseppchagh adopted by this thesis

will be examined in the next section.

3. Resear ch methodology used in thisthesis

What is apparent from the discussion in the prevgection is that there is a conflict
between developing a general theory, approach alehtbat is capable of universal
application with the use of the theory, approacimodel to explain real events. The
major obstacle to developing a theory, approacmaxdel is the conceptualisation of
‘time’. The development process as with other maciiring processes occurs
‘through time’. As a consequence of this extendestlpction period (Lee, 1999)

many of the events occurring concurrently as weltansecutively. Any attempt to

explain this empirically will to some extent betgtaEven the use of temporal data is
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either a ‘snap-shot’ at a point in time or an ailly constructed aggregate. Whilst
individual developments may ‘begin’ and ‘finish’ettprocess is continual. As Ball
and Harloe state:hbusing provision should not be seen as such acsliaear
process. Instead it is a dynamic one in which theure of current consumption
affects future consumption possibilities and witbnh the exchange and production
aspects of provision as we(l1992, p7). At the same time the process andathers
within it are evolving, therefore the context, partarly the institutional structures,
are changing. It is likely therefore that any agerto explain or understand the
development process, in this case private sectasendouilding, will have to go

beyond solely reference to the empirical.

There has been growing discussion recently abeuvahdity of the methodological
approach of mainstream of economics. Increasingiynstream economists have
come to acknowledge what has been discussed bg tbatside’ for many years.
The lack of consistency between theory and pra¢Btaug, 1992; McCloskey, 1983
and 1985) and the over-reliance on ‘formalistic’dabbuilding based on arbitrary
assumptions (T. Lawson, 1997) that have led toeaming irrelevant or erroneous
conclusions have been the main thrusts of theserats. According to T. Lawson
(1997) the source of these issues is the lack tdlagical rigor in theory building.
He suggests that the way forward is to developva precess of ‘social explanation’
based on theidentifying social structures and conditions whgdwvern, facilitate, or
some way produce, actual social events and stdtafairs of interest(T. Lawson,
1997 p192). This has analogies with Ball’'s desmipbf a SHP (Ball, 1986a p158).

T. Lawson along with others such as Sayer and Maigiue that the adoption of a
‘realist’ philosophy will enable (economic) scient® develop more appropriate
methodological approaches to understanding sotieh@mena. The adoption of a
realist philosophy ensures that the appropriatelogical rigor is applied. As Sayer

argues.

“Methods must be appropriate to the nature of theabwe study and the
purpose and expectation of our inquiry, ... If we gma a triangle whose
corners are method, object and purpose, each caneeds to be considered in
relation to the other twd(1992, p4)
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This debate has also emerged within housing researcecent years. Somerville
(1994, p212) argues that a number of general petigpe in housing theory
development can be identified from the literatthich can be grouped according

to the ‘tonception[s] of the primary purpose of explanatiorsocial science These
purposes he defines as:

“ontological, epistemological, and methodologicahtalogical because
explanations make assumptions about the nature lofit ws to be

explained; epistemological, because explanatioredne be clear about
the nature of the knowledge they are seeking; agithaalological, because
explanations need to be explicit about ways in tvilsiech knowledge is to
be acquired(Somerville, 1994 p212)

Somerville (1994, p212) identifies four ‘types’ ekplanation of housing policy;
‘systems of actors’, ‘hypothetico-deductive’, ‘ris#il and ‘cultural’. Later he reduces
the focus of his analysis of housing theories to:tigocialogical (or objectivist)
realism’ and ‘social constructionism’, going on goopose a third, ‘contextualised
rational action’ (Somerville and Bengtsson, 2004).of these approaches might be
categorised within a continuum between ‘positived &hon-positive’ theories; where
positive theories claim to hold a wholly ‘objectivenderstanding or explanation of
the world and non-positive a completely ‘subjectimee. Hypothetico-deductive and
sociological realism theories sit at the positinel ®f the spectrum, the cultural and
social constructionism at the non-positive end,hwitalist and contextualised
rational action somewhere between the two. Theesystof actors approach is
considered to operate at a different level to termthree and so may be consistent
with all of the other three (Somerville, 1994 p22in) the earlier paper Somerville
finds weaknesses with all four approaches althoagphears to favour cultural
explanations but in the later paper with Bengtseenmoves towards the middle

ground with the proposed contextualised rationabac

Both Sayer (1992) and T. Lawson (1997) concludet tihe social world is
characterised by ‘strata’ or ‘domains’, althouglerth is some difference in the

conceptualisation of these. T. Lawson depicts ttessé&he empirical (experience
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and impression), the actual (actual events andestatf affairs) and the real

(structures, powers, mechanisms and tendenties).

Fitzpatrick (2002), Franklin (2002) and J. Laws@0(2) all identify Somerville and
Bengtsson’s contextualised rational action as shasirong ontological links with
Critical Realism. Both Fitzpatrick (2002, p137) add Lawson (2002, pl42)
challenge the Somerville and Bengtsson’s assedi@n ‘objectivist fallacy’; citing
alternative interpretations of the Realism’s ‘lay/ef reality’. For Fitzpatrick (2002,
pl37) it is Stones (2001) ‘historical context’ exphtion where past structures guide
current actions, which themselves create futurectires. For J. Lawson it is the
interdependency and temporal dynamics of Bhask@®¥5) ‘multi-dimensional
notion of reality, flows of causality and the reguztion of social structuré£2002,

p143), which rebuts Somerville and Bengtsson’srésse

J Lawson (2001b p34-6) sees the potential synergets/een a critical realist
approach and Ball's SHP thesis. However, Ball rasainconvinced as to its
compatibility with the SHP framework (Ball and Hael 1992 pl14). Although, the
concern over the contingency appears misplacecdive realist belief that social
reality is complexly structured, with constantly ifshg causal mechanisms
underlying the phenomena being experienced or ebgei his is contrasted with the
closed system deductivist modelling followed by mnséieam neo-classical
economics, where event regularities are expressedcavering laws’. These
covering laws take the form ‘whenever eventhen event’, that is, whenevex
happens they happens, equally if we obseryex must be the cause. This modelling
is “undermined by an ex posteriori recognition that soeial world is open and

hardly amenable to scientifically interesting closu(T. Lawson, 2001 p373).

Sommerville and Bengtsson'’s ‘contextualised rafi@wdion’ approach shares much
with the Critical Realism of T. Lawson, adoptedtims thesis. It acceptdhat the
real world exists independently of our knowledgét'ond “our knowledge of that
world is wholly falliblé (Sommerville and Bengtsson, 2002 p124). Theyctejbe
objectivist position of perfect rationality in fawoof ‘thin rationality’, thus avoiding
the reductionism of the objectivist approach whalenotives are reduced to simple

one-dimensional goals. The purpose of this apprasaiot to construct idealised
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models of collective actions,blit to explain and understand real-life social
behaviout (ibid. p124). The approach enables the researchetentify the ‘driving
forces’ (T. Lawson’s ‘real’ strata) through the angal observation of ‘outcomes’
(T. Lawson’s empirical strata). As with Lawson these the open nature of this as
conflicting with the purpose of exposingéneral social laws of the type ‘if a then
always b” (ibid. p124). The empirical nature of the realisvestigation reflects

Ball's key argument that the nature of SHPs israpigcal question.

The aim of the realist approach is to uncover amtketstand the causal mechanisms
that regulate, shape or otherwise change the phemerof interest. T. Lawson
argues that in spite of the open and dynamic natfutke social world it is possible
to distinguish the causal mechanisms of interebts 1S done through the use of
‘contrastives’, ‘demi-regularities’ and ‘relativexganatory power’. Contrastives
are the descriptive statements taking the fornms‘tiaither than that”(T. Lawson,
2001 p383). That is, they are an observation thdifferent from that which might
have been expectedpriori. This difference may be between two groups atraice
point in time or the same group at different pointéme. It is the existence of these
contrastives that alert us to the existence of somg that may be worthy of

investigation and explanation.

Our ability to theorise upon and undertake resemrichour environment depends on
the existence of relatively stable underlying mei$ras or processes. Even in an
open social world these mechanisms or processes dbservable partial or demi
(but not fixed or constant) regularities which adentifiable. It is these demi-
regularities (demi-regs) that draw our attentionthie existence of the underlying
social mechanisms, processes or structures. Witheumt it would be impossible to
verify theories, and if they could be verifiedmay not be useful. It may not always
be possible to observe these demi-regs as theend&iof the underlying mechanism
will vary through time and may be obscured by otbeuntervailing mechanisms.
They are not, however, deterministic or probaldisbccurrences that lend

themselves to formalistic modelling (T. Lawson, 2@B87).

There may be many hypotheses suggested to explaamtiaular contrastive demi-

reg. The method of selection amongst the compétypptheses will be on the basis
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of relative explanatory power. The hypothesis thedt explains the observation is
accepted temporarily. This is an epistemologickdtingst position that accepts that
knowledge is incomplete, imperfect and context depat; therefore a hypothesis
that was accepted yesterday may not be sufficiedayt because of changes in

knowledge or context.

This research will adopt the Critical Realist oontpt discussed above. Critical
Realism accepts the use of, or need for, multipkghods, which correspond with
Ball's espousal of non-deterministic methodologyirtclude methodsdf empirical
investigation and where necessary statistical asidlyBall and Harloe, 1992 p4).
As argued earlier the chosen method must be apptepo the object of study and
can be discerned by triangulation of method, olbgect purpose. However, far from
being an ‘anything goes’ philosophy, by ensuringttmethods and theories are

based on ontological realism there is some basithé&r evaluation.

This research will use a ‘grounded theory’ as thethod of enquiry to develop a
theory of housing production for the market sectiowill be grounded in empirical
observation of all forms of data, both qualitatimed quantitative, rather than
constructed using hypothetico-deductive procedsedll be subject to the constant
comparative method, which

“requires continual revision, modification, and arderent until all new
units can be placed into an appropriate categond @he inclusion of
additional units into a category provides no neformation,” (Concei¢cao
Carvalho and Hudson, 1998 p4).

The method of grounded theory, when used to explagerved events, i$d'identify
and delineate the structures, causal mechanismscandal processes producing
theni (Lee, 2001 p8). The first step is to review tledervant theoretical, empirical
and historical literature. Data is then collectad the phenomena and from any
related or associated area. From this data cae=gori concepts are identified, and
relationships between them defined. From theses categories are identified from
which a theory is developed. Patterns and/or tetidenn the data can be formally

tested, and the results triangulated with otherrcasu of data to support the
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developing hypotheses. There is no attempt to #iynpi omit data (i.e. a holistic
approach); the realist explanation attempts towrapghe complexity of the data, and
as much as is practicable is incorporated intathieery, so that it provides the best
possible explanation of the structures and causghanisms. Having constructed a
theory it is tested against further observationrter to evaluate its ability to explain
the observed events. Again this method is sharéd Ball and Harloe’s espousal of
the method by which a SHP if developed (1992 p5).

Schema of the Grounded Theory M ethod

Pre-existing ideas or concepts

!

Data collected with constant comparisons

|

Conceptual categories identified from the data

!

Core categories identified

l

Substantive theory/basic social process

1
Formal theory
(Source: Lee, 2001 p10)

The aim here is to develop an open system theattypifovides a logical explanation
of market housing production. Initial observatiafssecondary data were used to
form initial hypotheses. These were, and will bentoually revised and developed
as the research progresses, uncovering the caasaid that best explain the spatial
variation in production. There is no expectatiomttlthese causal factors will
necessarily be constant or unchanging through tonky, that they provide the best

explanation for the period being researched.
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4. Method and explanation

The first stage of the research was to identify ghenomena of interest. Existing
secondary data on the volume of housing building=England was examined to
identify the most appropriate measure. Housing thes main measures of output,
starts and completions (Gillen, 1994b p2), duétnextended and fluctuating period
between the two (Gillen, 1994a pl11). Data on startscompletions are published in
two sources, ODPM (responsibility for housing iswnwith the Department for
Communities and Local Government) and the Natidhalse Building Council.
However, due to differences in the definitions amethods of data capture the two
sets are not equivalent (Gillen, 1994b p3-7). Thesis has chosen to use the ODPM
data as this source is used for other secondagy dad it is hoped that will give
greater consistency and accuracy in the analysden@1994b p9) also notes that
NHBC membership accounts for around 90 per cetttehew build market and son
may represent an underestimate of the actual lefedsitput. For ODPM data starts
are recorded on the commencement of constructiok,we. the foundations are
laid, and completions when the dwelling is recordedeady for occupation (Gillen,
1994b p3-4). However, to avoid paying council tar ocomplete but unsold
properties house builders may be tempted to délayptocess until the property is
sold (Gillen, 1994b p5).

Recent research conducted by the London ResearctireC€LRC) for the
Department of the Environment, Transport and thegidtes (the Department
responsible for housing at the time) commented thihere are undoubtedly
problems in the data collected by the DETR fronmallauthorities on residential
development in terms of completeness, timelinesaaadracy (DETR, 2000 p11).
A survey of the local authority officers, who wessponsible for completing returns
to the DETR, noted a concern about the lag betveeempletion of a dwelling and
its’ recording within the system. In particular yhevere concerned that building

control officers did not always issue completiortifieates (DETR, 2000 p12).

Around 370 local authorities collate and report tla¢a on starts and completions.
Due to the problems of late returns, non-returnd poorly completed forms the

published figures are estimated to be between 35aper cent less than the actual
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level of output. However, these are updated late reon-returns are received up to
two years after the original date, which strengshiire case for the use of this source
(Gillen, 1994b p9). The 2003 published figures wesed, which should have
included the majority of late returns for the lgsar of the study period (1995-2002).

Overall LRC concluded that the main problems with tlata and current systems for
collection was completeness as no single souraardecll of the changes to the
dwelling stock (DETR, 2000 p57): new-build, convens, demolitions, change of
use, etc. For new dwellings, there was general acceptancet thignificant
proportions of dwellings did not finally reach colefmon, in building control terms,
until well after the dwellings were largely habitalor indeed occupiédibid, p57).
There were also a number of problems with convaessiof existing dwellings as
some developments take place without planning s=ion, whilst others do not
require planning permission (ibid, p57). The cdilet and recording of data on the
number of demolitions was also inconsistent (ibbk@)o The consequence of these
collection and recording issues is that the dataerelopment activity are likely to
be lower than the actual, and therefore the estisnat growth in the housing stock

are likely to be underestimates (ibid. p59).

Data on the number of starts and completions foh ed the English regions was
considered, both in absolute and relative termsy oenstruction alone and as a
proportion of total housing transactions. The iatc was used to provide a
contrastive against which a realist theory of restdl developer behaviour could be
developed and from this the variation in market@ehousing output is explained.
The choice of ‘indicator was in the end a subjtone, but it was felt that the
measure chosen offered would facilitate a deepéenstanding of the actions of

residential developers and subsequently variafioositput.

The second stage of the research was to conduatvaysof residential developers
(see Appendix One). There are two main types o&;dptimary data, which is
collected specifically for the purposes of the agsk, and secondary data, which is
data that has been collected by third parties tleeropurposes. Whilst secondary data
needs only to be extracted from the source prirdatg has to be gathered using one

or more of a number of methods (Kumar, 2005 pl&&condary sources include
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documents such as Government publications, eamisearch, Census data, etc.
Primary data can be collected through three mapragehes: observation, face to
face or telephone interviews and questionnaire eysv Each of these can be
subdivided further: observation into participant aron-participant, interviews into

structured and non-structured, and questionnaitesmailed and collective. One or
more of these can be used dependant upon the puopdise study and the available
resources (Kumar, 2005 p119). Observation is deitfan the detailed study of small

groups or individuals to record behaviour or int&ien and was therefore considered
inappropriate for this research. The remaining $wovey instruments, interview and

questionnaire are considered below.

Interviews can range from the rigidly structuredithwa predetermined set of

questions, to the completely unstructured, where rbspondent determines the
content rather than being interviewer led. They lbarone-to-one, involving just the

researcher and the interviewee, or they can inMainger focus groups. Both of these
can range from formal to informal in structure, lewer, for in-depth interviews the

one-to-one format is usual, particularly if infortiea is required in some detail of

the information is complex. Focus groups are uskfuathering information on a

wider range of issues particularly when the groapehsome common experience or
perspective; they are particularly apposite whecitilg opinions and ideas about a
topic. There is also the opportunity to explain gjiems in more detail to the

respondent or for the moderator to make an intrmotycpresentation to a focus

group. It is also possible to gather supplementafigrmation using these methods
(Kumar, 2005 p124-132).

Questionnaires differ from interviews in that tlespondent records the responses to
guestions; there is no opportunity for the researdo interpret the questions.
Questionnaires, as with interviews, can be adnarest in a number of ways: postal,
collective administration and administration in @bfic place. Postal distribution is
where the questionnaire is sent directly to thepeadent by post (or email). For
collective administration the questionnaire is ribistted to a ‘captive’ audience, for
example at a function attended by the target gréupally the questionnaire can be
administered in a public place, i.e. where the tijoesaire is distributed, for

example, in a shopping centre. The last of these wet suitable for this research
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project, and the second would rely on the suppb# third party, i.e. the function
organisers, which may have put some restrictiongrots on the questionnaire and
its distribution, so were not considered furthére gpplication of questionnaires has
two distinct advantages: firstly, it is less expgeasthan face-to-face interviews,
particularly if the respondents are dispersed gmugcally. Secondly, the use of
questionnaires offers greater anonymity to respotsdé the information is sensitive
(Kumar, 2005 p129-130).

The selection of either interviews or questionratrecollect data should be based on
the three criteria: the nature of the investigatitve geographical distribution of the
study population and the type of study populatistungar, 2005 p127). Both
methods have the potential to introduce bias; we@rs through the researcher or
interviewer in the way questions are presented, guneistionnaires through self-
selection of the respondents. In selecting to ua#lera questionnaire survey rather
than interviews the geographical dispersion waticati Although interviews have
been used in other studies, Wellings (2006) is adgexample; however, this was
undertaken over and an extended period and acecelke tespondents was based on
an established position within the industry andifamity with the respondents. The
second issue was sample size; it was consideréelynthat respondents who were
prepared to complete a questionnaire would notrbpgred to participate in a more
time-consuming interview. Thirdly it is also contierdl that the type of data required
for the analysis could reasonably and accuratelygatihered by questionnaire.
Finally, some of the information requested was piddly commercially sensitive
and questionnaires can offer greater anonymity (&u@005 p130).

House-building firms or companies can be classiitd two types, ‘speculative’ or
‘contract’. Speculative house-builders are involue@ll aspects of the development
process from the identification and purchase of ldred, through planning and
development to the sale of the housing. Whereadraminhouse-builders are
normally only ‘contacted’ to build a specified nuemnbof dwellings, although the
precise level of involvement may vary from projextproject (Gillen, 1994a p1). In
some instances where there involvement is sigmifitidere are often referred to as
‘partnership’. The house-building firm or compangyralso be involved within the

wider construction industry, either directly or dbhgh and associated or parent
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company, although Wellings observes a trend towasplscialisation in house
building (2006, p246). Even those who specialis@anse building may only cater
for particular sectors of the market such as netmet or executive homes (Gillen,
1994a p3).

There is also the issue of the classification afd@sbuilders by size; what constitutes
a small, medium or large house-builder? Annualduen, employee numbers, starts
and completions have all been the subject of aizal¢hilst annual turnover would
offer the most accurate measure of a firm’s or camyfs size, Its use is problematic
in that many of the larger housebuilders operatepag of major conglomerates”
and the turnover from house-building operatioissoften embodied within the larger
groups accounts(Gillen, 1994a p8). Ball (1983), Gillen (1994&jicol and Hooper
(1999) and Wellings (2006) all conclude that whilstit volumes’ provide the most
consistent measure they are still not without peotd, not least the physical

heterogeneity of housing.

Ball (1983) categorises firms into five groupingsetty capitalist housebuilders’,
‘small family capital housebuilders’, ‘non-specivat housebuilding capital’, ‘large
capital housebuilding firms’ and ‘major housebuikie Ball provides indicative
annual output figures for each of these (500 fojomlaouse-builders), although these
were indicative rather than prescriptive. His maim in giving descriptive titles to
each type is to capture the main financing and gamant structures and from this
to identify the affects on firm behaviour. Othemudies have used different
thresholds: Bather (1976), 500; Cullen (1979), 25€6lding (1982) 250; Fleming
(1984), 100; Hake (1993), 5000; and Lambert (1920D0. However, each of these
had different hypotheses to expound and so chgs®pmpate measures to illustrate
them. As Wellings concludesa‘line has to drawn, and it is only by an insigrafnt
margin that a company is put on one side of the ciinanothet (2006, p33).

Increasingly the larger volume house-builders apenidating the output of the
house-building industry (Gillen, 1994a p6). It [etbelief of this thesis that the
behaviour and actions of these dominant house4rgildnpacts the output of the
industry as a whole, a hypothesis that is develdpedhapter eight. As Gillen

observes: Very few studies ... have concentrated on the degfreonopoly power
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within the housebuilding industryand where they have thectual or potential
implications are not addressel994a, p7). It was therefore decided to target t
guestionnaire survey at the volume house-buildei®vever, rather than set an
arbitrary production threshold the data gatheredildvdoe explored to determine
where (if at all) a behavioural difference occurrBdtween 2000 and 2006 Wellings
edited thePrivate Housebuilder Annuallt contains financial, output and other
details of the largest UK based house-builders. sish it offered the most
authoritative source of data on these firms. Thapa frame for the questionnaire
survey was taken from th@redit Lyonnaise Private Housebuilding Annual 2000
The sample frame consisted of all seventy-five $ilisted in that years review. This
provided the population base for the collection andlysis of data; in reality there
were no other manageable approaches to achiewetéimeled outcome.

The first section of the questionnaire capturedhtod variables’, which were used to
allow comparisons to be made between populationsanmiple, and to identify sub-
groups; for example, identifying differences in aelour between firms of relative
different sizes or those that traded predominantie north or south of the country.
The following four sections were designed to captilne key behavioural attributes
and perceptions of residential developers in makiragluction decisions. It helped
to identify the factors that were considered keyha determination of demand and

supply.

The judgement concerning the relative benefits atadcollected as ‘stated’
preference, for example from questionnaires ancknimgws, over ‘revealed’
preference data, where data on observed outcoraagatitered, is subjective. There
is the possibility with data generated from the asguestionnaires and interviews
that the responses become biased in favour of tthase¢he respondent believes the
surveyor or peers expect, i.e. they will state whaty think is the ‘correct’ answer
should be rather than one which reveals their "tnoativations or rationale for their
actions. For revealed preference there is the dfgppsoblem, in that the data may
not represent the outcome that the firm or indigidintended in making their
choices, i.e. the actions taken by the firm orvidlial did not have the intended
consequence and therefore again the outcome will nezessarily reveal the

motivations or rationale for their actions. There also significant data collection,
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recording and reporting issues; these are discussadre detail in chapter four. It is
argued here that the use of mixed methods provadéasheck’ and will help to
identify any discrepancies from either method. €hisra danger that if there is a
significant discrepancy between the stated or lededatasets it will be impractical
to determine which is in error. The choice of onerahe other must then be based
on the ‘weight of probability’; however, this it &gued is no worse than the choice
to use a single method alone. The responses tcsuhey questionnaire were
interrogated using the appropriate parametric amtparametric tests. These were
used to confirm or reject preliminary hypotheses the key behavioural
characteristics of house building firms. These ifigd were then used to develop a

conceptual model of house builder behaviour witfard to output decisions.

The third stage of the research involved interrogasecondary data, the choice of
which has been guided mainly by the responsesddtinvey questionnaire in the
previous stage of the research, but also with eefss to other theories and research
identified in the literature review. As with thelleztion and use of primary data,
secondary data must be employed with caution aadisinal caveats applied to any

findings.

The initial investigation of the secondary data Wasted to descriptive analysis;

observations were made on the spatial tendencigsnwihe data. These opening
investigations were used to develop initial hypetseregarding the observed spatial
variations in output. The later stages involveeirdgating the data using bivariate
correlation to identify possible associations betwéhe measure of output and the
factors hypothesised to determine output. Thisyasmalvas then extended to develop
a ‘causal chain’ in which the main forces were medited. When this analysis was
combined with the model of house builder behavimas then used to develop a
broader understanding of the development process fulty the spatial variations in

the supply of new housing for owner occupation.

In summary this research will develop a realistrapph to investigating the house
building firm and industry. This will guide and stture the investigation; denote a
set of criteria by which the research can be asdedswill use multiple methods

gathering both qualitative and quantitative datas thesis argues that this will
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strengthen rather than weaken the results of thelysis. By using research
‘grounded’ in empirical investigation it will ensurthat the research develops a
theory of output, firm and industry, that accordthweality and that the conclusions
are relevant to practitioners and policy makers fléxt chapter explores the English
housing market; firstly to develop an understandihthe context of the research and

secondly to identify the specific measure of outpute investigated by the research.
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Chapter Four
The English Housing Market

1. Introduction

The purpose of this chapter is to develop and ddfie question to be examined and
answered by the research by examining various @spdcthe English housing
market. The chapter is divided into seven sectidii®e next section deals with
definitional and data issues. It sets out the dedims of the terms used in the
research question as applied in the research.éAsdime time it considers some of
the problems with the data used both in framinggbestions and developing the
arguments. The primary concern of section threet &nd five is to establish any
significant differences between regional housingrkets in general and more
specifically regional production levels, both innts of relative overall output and
the composition of production, i.e. type of dwadllifdetached, semi, terraced, etc.).
Section three takes a general look at the Englmlsing market; the data presented
looks at changes in the English market between E252002. The next section
examines various aspects of the differences betwleerEnglish regional housing
markets, comparing and contrasting the averagerdiites between the regional
housing markets over the same period. The nexioseptesents more detailed case
studies of the North West and the East of Englding. case studies will be used to
highlight the differences in production and to exagthem in more detail. The sixth
section takes a look at the private sector housklibg industry in England. An
examination of the structure of the industry and ttature of house building are
undertaken. The final section summarises the maaracteristics of regional
housing markets and house building in England &aed sets out the ‘measure’ of
housing output to be explained by the researchthadarguments supporting the
choice made.

2. Definitions and data issues

In this section the main terms used in the resequestionspatial, market, housing

and productionare defined. As definitions are often a matteméérpretation those
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used here are not claimed to be definitive butwaoeking definitions as used for the

purposes of this research.

The termmarket can be defined in a number of ways; within theternh“The

English Housing Markétthe most appropriate definition ishe trade in a specified
commodity (Oxford University Press, 1995 p834), housing nigeithe specified
commodity.

The term ‘housing’ is used to capture all typedwaklling, for example, detached
houses, semi-detached houses, flats, maisonettes Teke simplified Census
definition is worthy of inclusion here as it is dsas an additional check on the data
published by the ODPM; it defines housing as self‘contained unit of
accommodation. Self-containment is where all them® (in particular the basic
facilities i.e. kitchen, bathroom and toilet) areHind a door that only a household
can usé (ODPM, 2004: p156). The data reported House Building Statistics
generally only include permanent dwellings, whiclustnsatisfy one of several
criteria relating to construction materials, sirel &xpected lifespan (ODPM, 2004:
p156).

Housing markets can be divided at a number of @iffespatial scales, international,
national, regional, local authority, etc. In moases of empirical research they are

normally defined by artificially imposed adminidixee boundaries. These often

“have only limited significance ... for example im@gional migration, which
is often considered as a measure of long-distarmgmilation movement, may,
in practice, represent only short distance flowsratividuals cross either side

of arbitrary administrative boundarigs(Meen, 2001: p3-4)

Jones further suggests that these boundades Subject to arbitrary change and
may not have any functional meaning within the mmusysterh (2002: p549).
There is still considerable debate as to the bagttay define Housing Market Areas
(HMA) and doing so is likely to be a substantiabjpct in itself. Whilst recognizing
the limitations of data aggregated to administeat@ther than housing-market areas

it was decided to proceed using data based on a&trative boundaries, in this case
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Government Office Regions (GOR). HMAs are definedhie latest ODPM guidance

as:
“wherever willing buyers and willing sellers aredantact with one another ...
and... are limited because most people seeking ... a aillsghoose between
houses within a fairly limited geographical areah€Be areas within which
people are willing to search for housing (searclkas) are determined by such
factors as proximity to family, friends and accessmployment, education and
other facilities. It is the overlapping of the selarareas of substantial numbers
of households which create local housing mark¢é@®DPM, 2004 p26)

It is contended that, previous comments asideusieeof the GOR data will provide
two benefits. Firstly, the ODPM publish secondaagadon most aspects of housing
and households at a regional level; by using dagdgminantly from one source it is
expected that this will give some consistency with geographical areas covered
and the methods of collection, therefore reducingblems when comparing
variables. Secondly, it is argued that the ‘mignatiproblem noted by Meen will not
substantively impact upon the findings of this ezsh project, where the effects of
any ‘local’ migration will be offset, at least torae degree, by similar movements in

the opposite direction.

The research will attempt to explain regional (llase GOR) difference in housing
output for the period 1995 — 2002. Hereafter dkmences to regions or regional can

be taken as referring to government office regiamess otherwise stated.

The research has also used data on average dwptices and sales transactions
reported by HM Land Registry (HMLR). HMLR reporsitlata based on Standard
Statistical Regions (SSR), whereas that reportedhbyODPM is aggregated by
GORs. This difference and its consequences wilkkdesidered in more detail later;
essentially for SSRs the North East becomes thetliN@nd includes Cumbria
(which is in the North West for GORs). East Ang(l@SR) loses Bedfordshire,
Hertfordshire, Essex and the unitary authoritied.aon, Thurrock and Southend-
on-Sea to the South East (SSR) compared to the GDRe East and South East.
Although the ODPM publishes house price data teabtased on GORs and ‘mix

adjusted’ so that the typical dwelling for eachssification remains constant it was
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felt that the ‘all sales’ sample produced by the IHVbffered significant advantages

over the ‘5%’ sample method employed by ODPM.

Market (or private sector) housing is in the maeveloped for owner occupation,
but may also be for either private sector rental fion-subsidised) or second homes.
Private sector house building in England represarsnd 80% of the total supply of
new dwellings. As ODPM data is being used it isfuiSeere to repeat the definition

used for private sector housing.

“Where the term ‘private sector’ is used in ... hogstatistics, it is generally
meant ‘private housing’ sector ... i.e. owner-occdpoivellings and those
rented privately including those that go with job lusines$ (ODPM, 2004,
p158).

Production here refers to the output of all residmevelopers and house builders
in England. It is only on this point that the aiofsthe research are not matched by
the data reported by ODPM. The ‘starts’ and ‘coripies’ data reported iklousing
Statistics does not include the conversion of other previpusbn-residential
properties, for example, old textile mills and offibuildings, to residential use. The
figures reported are ‘new build’ only, which may &iéher greenfield or brownfield
developments. Further investigations have been len@bdiscover any published
source of the number of conversions. It is collécte planning returns by the
regional planning bodies and conversions are nowentifled on
Housing Flows Reconciliation returns (HFR), butyet these are not published
consistently across all regions. As conversiongrimute to the supply of dwellings,
i.e. they increase the total available stock, them@n effect on the demand for other
new housing and they are in the main undertakefmaynstream’ house builders.
The research will have, at the appropriate stagesmake allowance for the

discrepancy. The data also come with a furdaseat

“For house building starts and completions dataeesyly the former, there is
a small possibility that some dwellings built foBIBE/HAS[Registered Social
Landlords/Housing Associationstould have been counted as ‘private

enterprise’ and vice versa. This is because sonestitne builders themselves
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are not sure of the precise ownership or the owmpreay keep evolving and
it is not final until it was sold.(ODPM, 2004 p158)

The level of private sector output can be expregsachumber of different ways, the
choice of which will be influenced by two factofarstly it will reflect a particular
set of beliefs about the operation of, and infle=non, private sector house building.
Secondly, it will depend upon the question for Wihihie data is being used to
resolve. Output can be expressed: i) as an absgdliie, e.g. 15,000 completions in
region ‘A’, i) as a relative value, e.g. 2.5 comipbns per thousand head of
population in region ‘B’, or iii) as a proportiomatalue, e.g. 80% of the total new
housing supply (includes the social sector) or 1&%all dwelling sales (includes
second-hand) in region ‘C'.

“The use ofbsolute values can be adopted where it is beli¢hatithere are few
constraints on the activities of a particular se¢t¢Golland, 1996: p 20), that is, in
this case, it would be assumed that the privatéoseaxperates independently of
government influence and the output of other sectdhe use of proportionate
values is the antithesis of this view, where itassumed that either government
policy or the activities of other sectors has deatfon private sector output. Relative
values may be used where comparisons between twadregs or regions are being
made. They are especially useful where they difiesize, by geographic area or
population for example, as they ‘scale’ the valugging a more effective

comparison.

3. The English housing market

This section examines the general trends in housitgut and the housing market in
England from 1995 to 2002. A general picture isspreed against which the
regional variations in housing output can be comgatt will look at the trends in

output in both the private and social sectors, ttugrewith the proportion of new to
second-hand dwelling sales. The aim is to assidefming the research question in
precise terms and to identify any potential linkstween these variables for

examination later in the research.
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The total supply of new housing has fallen steaddyween 1995 and 2001 (figure
4.1), rising again in 2002 to just above the lemeP000. Over the period there has
been a fall of just below 15 percent in the totamber of completions, including
private sector, registered social landlords (RSrg] local authority (LA). The fall
has been due to the significant fall in the supggdlyew social sector housing (RSLs
and LA), which has fallen by over half from 32,08@mpletions per annum in 1995
to 14,000 in 2002. The number of private sector getrons was on average lower
in the second half of the period, although the neimitmse again in 2002. This
resulted in an increase in the total number of dewllings as the increase exceeded

the fall in social sector completions for the fitishe during the period.

Figure 4.1 All sector new dwelling completions
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As a result of the falling number of social seaompletions the proportion of new
supply coming from the private sector rose steadldiween 1995 and 2002, rising
from 80 percent in 1995 to 90 percent in 2002. €Hegures would seem to indicate
that private sector housing is not to any significeaxtent replacing the lost social
sector production. This may be for a number of oeas there are insufficient

resources (i.e. the factors of production: landotla and capital) for them to increase
production. There may be no overlap or competibetween the sectors, i.e. neither
set of consumers are active in the other ‘markfdf, example social sector

consumers may be constrained by the availabilifynaince and are therefore unable
to create effective demand for private sector dngdl. Alternatively it may be that

the house builders are consciously choosing notdease production, for strategic

or other reasons. These alternatives will be caemsdllater in more detail.
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Figure 4.2 Private sector annual net starts
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From the gradual fall in the number of private eecompletions there appears to be
an expectation of lower future demand on the phHhoaise builders, assuming that
there are sufficient resources for them to at leaaintain current levels of output.
An alternative picture emerges when the numbenef starts’ is examined (that is,
the number of starts minus the number of completiona given period). Figure 4.2
shows the number of net starts for the privatecse@&all first proposed the use of
net starts as anrprovement on using either starts or completidii®983 p106-7).
The choice of measure will depend on the questi@nrésearch is investigating;
however, net starts are a goothdicator of new commitments of capital to
housebuilding (ibid. p106). Only in 1995 did the number of coetfpons exceed the
number of starts, all other years saw the numbestafts exceeding completions
(although in 1996 this was marginal). The numbedwgllings under construction
was almost sixty thousand higher in 2002 than i®5]19which may indicate
increasing levels of confidence amongst house érsld

Table4.1 Number of dwelling transactions (000s)

Year Second-handNew

1995 664 103
1996 815 111
1997 931 117
1998 889 106
1999 1034 115
2000 927 111
2001 930 112
2002 1186 108
Source: HM Land Registry (Bespoke data set)
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Table 4.1 shows the number of second-hand and melig sales. There has been
a general upward trend in the number of second-kate$s between 1995 and 2002,
whilst the number of new sales has remained relgtistable. This has resulted in
new dwellings forming a smaller proportion of tlatal ‘supply’, falling from 13
percent in 1995 to 8 percent in 2002 (as shownabiet4.2). The difference in
activity between the new and second-hand marketg bea an indicator of a
constraint on new house building, alternativelymidy be that activity in the two

markets are driven by a different set of factors.

Table 4.2 Proportion of new sales

Year Proportion new
1995 13%

1996 12%

1997 11%

1998 11%

1999 10%

2000 11%

2001 11%

2002 8%

Source: HM Land Registry (Bespoke data set)

4. Theregional housing markets

Regional levels of output for the period 1995 — 2@0®e shown in figure 4.3. The
average numbers of private sector completions p@0 head of population together
with the output range are shown. There is a sicguifi regional variation in the level
of output, ranging from an average of just 1.4 andlon to 3.3 in the East Midlands.
London, here and in the following analysis, displagppreciably different
characteristics to the other eight regions. Thadpbly has more to do with its status
as capital city and as a ‘city region’ as much s dther factors that are likely to

cause differences in output between the other Emgdgions.

London aside, the regions can be separated intogteops along a line from the
Humber to the Bristol Channel: the ‘south-easteagions of the East Midlands,
East, South West and South East with average ctimpleates between 2.6 and 3.6,
and the ‘north-western’ regions of Yorkshire & Huenpthe North West, North East
and West Midlands with rates between 2.3 and 2ffeating the north/south divide

often discussed in relation to housing.
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Figure 4.3 Average annual private sector completions
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This difference in output rates is more significauten considering the effect of the
East Midlands having a population equivalent to $uaith East. The difference in
production rates would have meant that over 20®@0e dwellings would have

been built in the East Midlands than the South Bast the eight years 1995-2002.
There has also been a greater fluctuation in outpsobme regions. The East and
South West have shown the greatest variation iputuwith ranges of 0.9 and 0.8
respectively, whereas output in the West Midlands been relatively stable with a

range of just 0.2. The remaining regions have ramgéetween 0.4 and 0.5.

Figure 4.4 Net startsasa proportion of starts 1995-2002
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Figure 4.4 shows the average net starts (startssTaompletions) as a proportion of

the average number of starts for the period 1925G2. This is a good measure of
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the changes in the amount of work-in-progress: tpasivalues (starts exceeding
completions) indicating an increase in the numidedwellings under construction
and negative values indicating the reverse. As quaditive and negative values
might be taken as an indication of general ‘exgemta’ or confidence in the market.
In 1995 all regions showed negative net starts1®99 all regions were showing
positive values for cumulative net starts. By 2@02 level of work-in-progress had
increased significantly in most regions, the inse=aranged from just over 1,200 in
the North East to almost 12,000 in the South Hast,adjusted for differences in
relative population and size. From figure 4.4 wen csee that the picture is
significantly different from that presented in frgu4.3. London had a significant fall
in the level of work-in-progress for 1995 but showarge increases over the last
three years of the period to finish with the high@gerage increase at 9.7 percent.
The North East had the weakest growth at 2.5 pgreath the other regions ranging
between 4.2 and 6.7 percent. Interestingly the Bédtands, which showed the
strongest output levels in figure 4.3, was onehefweakest here. This suggests that
the level of output has been relatively strong silathle compared to other regions.

Figure 4.5 shows output in terms of the annual tamidi to stock. This presents a
similar picture to figure 4.3 with the East and Bdsgllands showing the highest ‘on
average’ relative output by this measure, with 6%1and 0.966% respectively.
London aside the other regions have very similasraf growth at around 0.75% per

annum.

Figure 4.5 Average annual additionsto the stock
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The composition of output by dwelling type for thime regions is shown in figure

4.6. Again, here it is the East and East Midlanaist tdisplay significant, and

potentially important, differences to the otherioeg. Whilst these two regions
appear to have similar proportions of semi-detaciied terraced dwellings to the
other regions, they have, on average, higher ptioper of detached houses (and
subsequently lower levels of flats and maisonetteap the other regions. Their
higher levels of output may be linked to this giveansumers preference for
detached houses (Hooper, 2002 p113), alternatimely reflect differing urban/rural

proportions. As before London displays dramaticdilyerent output characteristics
to the other regions, over 70% of new build wassfland maisonettes, this is not

surprising given that it is a city region where @& at a premium.

Figure 4.6 Composition of new dwelling sales by type
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5. The East and North West of England

In this section data contrasting housing productaomd other housing related
variables for the East of England and the North Wdes presented. The process of
contrasting these two regions will be carried tigtothe research project in chapters
5, 6, 7 and 9, which examine the primary and seagndata.

The East and North West regions were chosen toigeay useful contrast against

which the hypotheses of the research could be deredd and the strength of its

conclusions assessed. Several aspects of the gimseprovided valuable contrasts
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for this project. Firstly, the proximity of the Hasf England to the major English

growth areas of London and the South East contraigiisthe geographically more

distant North West. Secondly, the research can fookvidence of the effects of the
‘ripple effect’ and the ‘north/south’ divide. Inrtas of landscape 9.1 percent of the
North West is covered by built up areas, whichlightly above the English average
of 8.8. The East of England by contrast is sigaifity below the national average at
7.9 percent. The population of the North West suad 25 percent higher at 6.7
million against 5.4 million in the East of Englan@ihe most significant contrast

emerges when the population density is examine& HEhast of England covers

approximately twelve thousand square kilometresngiva ratio of 0.45 head of

population per square kilometre. The North Westeciong a little over six thousand

square kilometres has a ratio of over double a h&ad of population per square
kilometre. This higher population density is empéad by the concentration of a
significant proportion of the North West's poputati in the eighteen unitary

authorities that form the Merseyside/Manchesteudoeation.

Figure 4.7 Private sector completions
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In the previous section figure 4.3 showed the aerannual private sector
completions per thousand head of population forEhglish regions. The East of
England had an average of 3.2 whilst the North Velestaged 2.4. Figure 4.7 shows
in the annual figures for these two regions from®330 2002. The level of

completions in the East of England remains aboeeBhglish regional average of
2.6 during the period whilst the North West doetsashieve this level at any point.
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The level of completions initially increases in tBast of England before falling each
year until 2001 and increasing again in 2002. TheiNWest follows a similar trend

except for 2000 when it increased falling agair2@®1. A question raised here, as
the regions seem to trend together but have diffggeportionate levels of output, is
whether there are two sets of factors at work; affecting the changes over time in
the level of output and the other affecting thetigpdifference, i.e. between regions.

Alternatively is it a single set of factors thatests the regions to different degrees?

In section 2 figure 4.2 illustrated the strong gtiovin private sector capacity for
England as a whole, with annual net starts beirgitige for all but 1995. Figure 4.8
shows the same data for the East of England antldinén West. The two regions
demonstrate a slower growth in capacity, both baeggative or marginal for the first
three years. After this the East of England shaeady growth in the number of net
starts. The North West presents a more erratia@ciafter marginal growth for a
further year in 1998 then two years of lower grovdhowed by, in 2001, a high

peak and falling back the following year. Here there do not have the similar
trends observed in figure 4.7. As a measure oewdiffces in output, both temporal
and spatial, ‘net starts’ offers an alternativewi® completions as a proportion of
population and may, as suggested earlier, reflextgeneral level of confidence in

future demand.

Figure 4.8 Private sector net starts
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Net starts (000s)
N

—&— East of England—#— North West

Source: ODPM (2003)
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Table 4.3 shows the number of new dwelling salesE@mst Anglia and the North
West. The picture is similar to that presentedaiblé¢ 4.1 where the level of new
dwelling sales has been relatively stable finishstightly higher at the end of the
period. As with the earlier observation the numbérsales generated from the
existing stock has risen steadily between 1995 20@2 resulting in new dwelling
sales contributing a progressively smaller propaortof the supply (table 4.4). In
1995 new dwelling sales accounted for over 15 peroéthe total in both regions,
by 2002 this had fallen to just 9 percent in thatNdVest and 11 percent in East
Anglia. This is a fall of similar magnitude to tmational one, but in both cases

remained higher than the national average of 8gpérc

Table 4.3 New sales transactions (000s) Table 4.4 Proportion of new sales transactions
North West East Anglia North WestEast Anglia
1995 13.03 6.07 1995 15% 16%
1996 13.61 6.63 1996 14% 15%
1997 14.00 6.96 1997 13% 13%
1998 12.98 6.19 1998 12% 13%
1999 12.93 6.40 1999 11% 11%
2000 13.59 5.94 2000 11% 12%
2001 13.06 6.49 2001 11% 13%
2002 13.73 6.35 2002 9% 11%
Source: HM Land Registry (Bespoke data set) Source: HM Land Registry (Bespoke data set)

Figure 4.6 in the previous section illustrated tleenposition of new dwelling sales
for each of the English regions. A more detailedrexation for the North West
(figure 4.9) and East Anglia (figure 4.10) has beedertaken. In the North West
over the first five years the composition remaireenparatively stable, with the
proportion of semi-detached houses falling slightlyfavour of detached. After
1999, however, the proportion of detached and smtdached houses fell
significantly as the proportion of flats and maisties rose from around one in ten

up to a third of all sales.

The possible causes for this trend will be congiden more detail later; initial
hypotheses are that this is i) a result of Govemirpelicies on urban regeneration,
e.g. sixty per cent of new housing development aowhfield (previously
developed) sites nationally, or ii) as a resultdemographic changes, e.g. falling

household size, which require smaller dwellings.
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Figure 4.9 Composition of new dwelling sales by type for the North West
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The picture for East Anglia is again different frahat in the North West. The most
significant difference is between the proportiohsdetached houses’ and ‘flats and
maisonettes’ sold in each region. For East Anghia proportion of flats and
maisonettes is lower and the detached houses Higduein the North West; with the
figures for flats and maisonettes falling from #qgemt in 1995 to 3 percent in the
middle of the period, rising again to 7 percenk02. Detached houses show the
opposite trend to this finishing 5 percent higher2002 at the expense of semi-

detached.

Figure 4.10 Composition of new dwelling sales by typefor East Anglia
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During the period the North West has, on averagenshigher relative levels of

semi-detached houses and flats sold and lower dewtldetached and terraced
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houses, increasing the size of the ‘average’ hoAgeain this difference will be

considered in more detail later in the researchititil hypotheses are that i) the
North West has greater land constraints and thexefaellings have to be built at
greater densities, or ii) there is a differencéh@m income and wealth distributions of
the households in the two regions leading to seckfice in the ‘average’ dwelling

demanded.

6. The house building industry

The structure of the house building industry hasnbdescribed asdisplaying a
pyramid composition, with a large number of smalli$e-builders with a low output at
its base, completed by a small number of compamiisa large output at the tép
(Gillen and Golland, 2004 p80). During the peri@®3 to 2002 the number of small
and medium sized house builders (500 or less start@nnum) has declined by just
over 20 percent compared to a 15 percent fall enrthmber of large house builders
(based on National House Builders Council (NHB@)seations). Whilst the structure
of the industry may not have significantly changhding this period the relative
outputs of the two groups have. The distributioms ¥995 and 2002 are shown in
figure 4.11 together with a 45° line.

Figure 4.11 Output distribution of NHBC registered house builders
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Source: NHBC (2002)

The distributions are generated by firstly sortihg firms into size based on NHBC

registered starts. The output of the smallest f&plotted first and then the output of
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the two smallest and so on until the cumulativeooubf all firms is reached. At the
45° line all firms would have equal output, thetlfigr we move away from the 45°
line the greater the concentration of output,greater proportion of output produced
by a small number of larger firms. The use of petages enables a comparison to be
made when the total number of firms has changethdinonly the group containing
the very largest house builders (2000+ starts peui) has increased between 1995
and 2002, which is evident from the movement of2882 line further from the 45°

line showing a greater concentration of output it largest firms.

Residential development in England is characterisgda significant time delay
between the initial investment and confirmed sate the dwellings, as a
consequence blilders for owner occupation are often called spatve
housebuilders because they build for the generaketaand face the risk that the
homes they build will not sé&l(Ball, 1996: p28). The development of a site for
residential use has several definite stages,d#etification and purchase, site design
and planning approval, development and finallyes@he last two stages are often
combined, dwellings solftom plan to reduce the total development time. However,
the development process is still likely to take excess of twelve months, and
probably longer, for the first sale to occur; farder sites the last dwelling may not
be sold for several years. The effects of this antainty’ on the behaviour on house-

builders will be discussed later.

7. Summary and defining the question

In this final section the main characteristics efyional housing markets and
housebuilding in England are summarised and a tavative hypotheses are put
forward. Finally the measure of housing outputéceliplained by the research is put
forward together with the arguments for its choice.

Total new housing supply in England has fallen gwerar between 1995 and 2001,
rising in 2002 to just above the level in 2000. sTfall has been due, for the most
part, to a significant fall in the number of socsactor (RSL/LA) completions. The
number of private sector completions has remainadtively stable. This, as

suggested earlier, would seem to indicate thatapgisector housing is not to any

62



significant extent replacing the lost social segovduction. This may be due to a
number of factors; there are insufficient resourcesthem to increase production,
although this seems unlikely in the case of laband materials, as they were
available in the previous years. There is a pdgyilbhat planning authorities are not
releasing sufficient land for residential developtnehis is certainly the cry from

housebuilders. There may be no competition betwbensectors, that is, social
sector consumers are demand constrained and aedotigeunable to create effective
demand for private sector dwellings. Alternativélynay be that the housebuilders
are consciously choosing not to increase productdinof these will be examined

further in later chapters.

Private sector house building, despite industrintdato the contrary, seems to be in
reasonable health. Figure 4.2 showed the numbeeétarts on a strong positive
trend with the number of starts exceeding comphstio most years. This increase in
capacity means that almost sixty thousand morelohgselwere under construction at
the end of the period compared to the beginning ihlorease in capacity could be

seen as indicative of house builders increasindgidemce in future demand.

Whilst the sales of new dwellings have remaineatratly stable the number of
second-hand sales has increased steadily, resurtimgw sales making up a smaller
proportion of the overall supply. The result of sthirom the house builders’
perspective is a reduction in the influence newslmogiproduction has on the general
market. The disparity in the responses from the twarkets, if they can be
characterised as two separate markets, may beatimdjcsome constraint on new
house building. Alternatively it may be that adiyin the two markets is driven by a
different set of factors, or as suggested earlienay be that the house builders are

consciously choosing not to increase producticamagqual rate for strategic reasons.

The English regional housing market shows someaducontrasts, which do not
always reflect the north/south divide often progbae a characterisation. London in
particular seems to provide the most distinctiveti@asts to the other regions and as
suggested earlier this maybe as a result of itsitalacity/city region’ status. Of the
remaining regions the East and East Midlands adwb that show the most regular

differences to the others. London aside the No&st i consistently in the group of
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regions with the lowest output levels. Sometimes dther 'northern’ regions, the
North West and Yorkshire and Humberside, join itf this grouping is not always a
useful classification. There appears to be someeladion at the regional level

between the overall level of output and the praporof detached housing built. The
East of England and the North West have been usedse studies to examine the

regional variations in more detail as they in nuzses offer a significant contrast.

Although the East and North West seem to trendth@egen most cases they do this
at differing (proportionate) levels of output. Thare two possible hypotheses as to
why this may be the case: firstly it may be tharéhare two sets of factors at work;
one affecting the changes over time in the leveduwput and the other affecting the
spatial difference, i.e. between regions. Altendti it is a single set of factors that

affect the regions to different degrees.

There is some debate over the ‘best’ measure asenbuilding output (Gillen and
Golland, 2004), starts as against completions, w&itd a long and variable lag
between the two it may be that a combination, sgchet starts, is better than one or
the other in isolation. The measure which the mebeavill ‘explain’ in terms of
regional variation and ‘use to explain’ in termstbé& output of the house building
industry is ‘completions per head of populationan@letions rather than starts have
been chosen because as house builders attemgus te rate to match demand, it
is hoped that this will give a better guide to taetors that influence house builders’
output decisions. The use of completions rathen 8tarts, or a combination of the
two does not suggest that they can be considepatagely. Starts and completions
are two sides of the same coin and therefore afgremce to the number of
completions must at the very least take accourtheflevel of starts in previous
periods.

Table 4.5 Average private sector completions 1995-2002
Completions per 000 head population

East 3.2

East Midlands 3.3
London 1.4
North East 2.4
North West 2.4
South East 2.6
South West 2.9
West Midlands 2.3
Yorkshire & Humberside 2.5

Source: ODPM (2003)
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There are significant population differences betweaegions and it would be

expected that, other things being equal, the regitim the largest population would

have the highest level of output. The rate ‘perdhafgpopulation’ was therefore used
to give relative comparisons between regions. Tdl3eshows completions per head
of population for each of the English regions. Hbws again the earlier observed
groupings of the East and East Midlands with thghést, on average, levels of
completions at 3.2 and 3.3 respectively. The seg@ydp contains the remaining
regions with the exception of London and have redaging between 2.3 in the West
Midlands and 2.9 the South West. London has anageerate of 1.4, which is less
than half the top group. Here again the East aedNbrth West provide a useful

contrast to each other.

The specific measure ofiarket housing productiotihat this research will explain is
‘completions per thousand head of population’. Bfigtthis will be done at the
regional level, with particular reference to thertioWest and East regional case

studies.
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Chapter Five

Questionnaire Evidence of House-builder Behaviour

1. Introduction

This chapter presents the data gathered from questires sent to private house-
building firms in England. The questionnaire wasnarily designed to identify the

important behavioural and institutional aspectspajduction decisions in private
sector house building. However, the investigatibthe English housing market in
the previous chapter identified a number of intimgscharacteristics that it was
hoped the questionnaire would be able to assigeireloping an explanation. The
combination of these should provide the basis fateaper explanation of house-
builder behaviour and private sector housing outpugngland, fulfilling the main

aims of the research.

It is worth repeating at this point the primary byigeses of the research and the
additional questions raised in chapter four. Thénrhgpotheses of the research are
then: ‘that there is a set of factors that affect privaeetor output, and that; a) the
value of the factors may vary for each region; g influence (co-efficient) may
vary regionally; and c) that the value and influenaill vary through time; and it is

these variations that explain the variation in reggal private sector output

In chapter four there were three observations tustify further investigation.
Firstly, it was observed that private sector outpag not replaced the falling level of
social sector output. Four possible explanatiorntisfwere offered; i) that there was
insufficient resources, i.e. land, labour or cdpitar the private sector to increase
output; ii) that the overall demand for new houdnag fallen in line with the fall in
social sector output; iii) that there is no overtapcompetition between the private
and social sectors, i.e. social and private sexinsumers are not active in the other
sector; iv) house-builders have made the choicamicrease output. Alternatively

it may be combination of the four explanationsams, as yet, unidentified cause.

The second observation noted was that during thedgef study the number of

second-hand dwelling transactions increased witist number of new dwelling
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transactions remained relatively stable. Explamatig, ii) and iv) offered in the
previous paragraph may explain this lack of inaeeiasprivate sector output when
the level of activity in the second-hand marketinsreasing. Alternatively the
explanation may be that the two markets operatepaddently, to some extent at

least, and are driven by a different combinatiofactfors.

The third observation was that whilst private seotatput in the North West and the
East of England seem to follow similar trends tdeyso at differing relative levels.
This may be demand driven by different rates ofdetwld formation or migration
from the north to the south, for example. Altermalty is may be due to supply side
factors, for example, by the rate or level of plagnconsents or a reserve of housing
in the stock. Each of these three observationgyalth the main hypotheses will be

addressed, at least in part, by one or more ofjtiestions set by the questionnaire.

2. Framing the questionnaire

The sample frame for this questionnaire survey taken from theCredit Lyonnaise
Private Housebuilding Annual 2000 he sample frame consisted of all 75 firms
listed in that years review. Each firm was contdcty telephone so that the
guestionnaires could be personalised being addt¢ssde financial director; it was
expected that in personalising the contact theoresp rate would be improved. The
guestionnaire was then sent to the firms, from Wtd@ completed responses were
received, although one was discounted as the fity operated in Scotland (this
research project is limited to England). Four helosidders returned the
questionnaire uncompleted as they were unwillinfetirunable to participate in the
survey. This left 46 firms who did not respond lat@the questionnaire. This gave a
(useable) response rate of 35%, which was considerde high enough to give

valid and significant results.

The questionnaire was divided into six sectione @&gpendix One). The first section
contains control variables. These served two pagRdastly to enable comparisons
to be made between population and sample and dgcandientify sub-groups or

populations, for example, do different groups, ¢éargnd small firms, behave

significantly different in the way they make protinoo decisions? The second
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section asked about various long and short-runsgafaihe firm. It was important to
establish the relative importance of these, as thege likely to impact on the
behaviour of the firm. For example, firms that feqoredominantly on the longer
term are less likely to respond to short-term flations in demand or price. The
following section contained questions on targetirsgt for example, the extent to
which output decisions are decentralised and whelifferent factors are considered
in different regions when setting production tasgefhe fourth section related to
land holding practices; here important differeneege expected. It was expected
that larger firms would show clear differencesand holding practices; this is likely
to contribute to differences in the behaviour ofi$ebuilding firms of differing sizes.
The fifth section asked about the flexibility ofdalikely changes to output levels in
response to different stimuli. The factors that peeceived to limit the ability to
adjust production levels are likely to reveal iesging differences between firms
both in terms of the enforced and discretionarypoases to changing market
conditions. The last section contains two more genguestions, which it was
considered might reveal any other significant fextoot captured in previous
guestions. One of these specifically related todifferences in relative output noted
between the North West and East of England in endptir.

3. Questionnaire responses

The respondents -The relative size of the respondents to the questiire ranged
from 60 to 13,500 completions per annum, and gexgeally they varied from
those trading in a single English region to natimewerage. Table 5.1 compares the
number of National House-Builders Council (NHBC)istered firms with the
sample frame and sample using the NHBC categories.first two of the NHBC
categories are not represented in the sample feardehe first three in the sample.
However, although these categories represent tenvaority of registered builders,
two-thirds produce no output (0 units category) #émel other two categories (1-10
and 11-30 units) have suffered a declining marketres in recent decades (Gillen,
1994a p20; Gillen and Golland, 2004 p81). In th®OK9the combined output of
house-building firms in the 501-2,000 and 2,000tegaries exceeded 50% of the
total industry output (Gillen and Golland, 2004 p88ith the top ten house-builders
responsible for 44% of the industry’s output in @Q@Wellings, 2006 p93). This is

68



strong evidence to support a hypothesis that thve In@use-building industry in
England is oligopolistic (Ball, 1996 p31).

Table 5.1: Comparison of population, sample framerad sample

NHBC registered Sample frame Sample

0 units 10517 0 0
1-10 units 4313 0 0
11-30 units 559 1 0
31-100 units 205 3 3
101-500 units 101 33 15
501-2,000 units 22 25

2,000+ units 15 15 5

Over two-thirds of the respondents were either ipubhited companies (PLCs) or
subsidiaries of PLCs; with the remaining responslebkeing private limited

companies. Two-thirds of the respondents were ‘pooese-builders, i.e. they are
only involved in the house-building industry (Gille1994a p3); the remaining third
were directly or indirectly through subsidiary oarpnt companies active in the
commercial construction sector. Around a fifth bém were involved in contract
building to some extent, and three were involvedoperated solely in specialist

markets such as executive or retirement homes.

The sample, in comparison to the sample frame, sl@lias in favour of the 31-100
and 101-500 categories at the expense of the BUD2category. To match the
distribution in the sample frame would require 1,ahd 8 responses in the respective
categories. Both the sample and sample frame sh&tvolag bias towards the larger
firms in terms of the numbers of firms in each gatgy. However, with reference to
total industry output the sample shows a greatgregeof representation with 80-
85% of the total output from the four 31-units pkategories (Gillen and Golland,
2004 p88). The preceding analysis aside, it is alsportant to think of
representativeness not just in terms of the sanmotdile approximating the
population profile, although this is of importange the statistical analysis of
gualitative data, but, particularly in the casegatlitative data, it is also important
that the responses are representative of the ‘naren’are the responses from the
501-2000 category representative of this sizeraf fven though the sample size is
small? The issue of representativeness of response$e examined further in
Chapter Six.
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An analysis of the geographical coverage of th@aedents (shown in Table 5.2)
shows a bias towards the South East, with sixtéeheofirms trading in the region.
East Anglia and the North East had the lowest nurobeespondents trading in the
region at five and four respectively. There wereMeen seven and ten respondents
active within the remaining six regions. This dlatition shows a strong correlation
with the distribution of new dwelling sales oveetperiod of investigation, 1995-
2002.

Table 5.2: Geographical distribution of respondents
Number of firms

East Anglia

East Midlands
London

North East

North West
South East
South West
West Midlands
Yorks. & Humber

o

OOoomg\l.b\ll—‘U'l

Of the ten respondents that were active in just @geon the number of annual
completions ranged between 100 and 370 apart froenab 800. Four of the firms
traded in the South East, and one in each of tinaireng regions except East Anglia
and London. Annual completions for the respondetiv@ in two regions ranged
between 60 and 400. Four of the eight firms tradedondon and the South East,
with the other four active in neighbouring regiotf®® South East and South West,
the East and West Midlands, East Anglia and the¢ Matlands, and the North East
and Yorkshire & Humber. The geographical coverags similar for those active in
three regions; one covering the North East, Yorksi& Humber and the East
Midlands and the other South east, South West astl &nglia. The output of these

firms was 630 and 300 respectively.

The remaining respondents show a shift in outpeegleand geographical coverage.
The two firms active in five and six regions hadtpuis of 4,000 and 1,400
completions per annum respectively. Neither wasr@dh the North East or East
Anglia. The firms trading in seven regions had atiievels ranging from 2,500 to
3,600 completions per annum. Again, none of th@aedents were active in the

North East; two were not active in London and tlieepin East Anglia. There was
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one firm that was active in all nine English regipwhich had an output of 13,500

completions per annum. This would make it a magarde-builder in all regions.

Table 5.3 shows the geographical size of the sarfiples. The sample has a
predominance of firms that operate in just onenar English regions, with only four

of the firms having or approaching full nationalvecage. Again the sample
distribution reflects the pyramidal industry sturet noted in chapter four with a
small number of large firms at the top and a langenber of smaller firms at the

bottom. These smaller firms, however, may in somges still produce significant
levels of output and have large land holdings witthieir local areas. It may also be
these firms that are in the main responsible ferdanges in total regional output if
they are quicker to respond to changes in demapda®.

Table 5.3 Geographical size of respondent firms
Number of English  Number of firms
regions in which
the firm is active
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The average regional output per annum of firmsitigach a single region (total firm
output by definition) was 248; for firms trading mmore than one region the average

annual number of completions was 359 per region.

Goals of the firm — The questionnaire asked respondents to rankusatang and
short-term goals in terms of their importance te finm. As a stronger focus on the
long or short run was likely to have a significaffect on the behaviour of firms the
responses to these questions are important. Fiithsawonger-term focus are likely
to behave differently to those with a short-terrau® when faced by phenomena that
are, or at least perceived to be, short-run. Tableshows the importance attached to
each of the goals; the shaded cells show the respothat have the highest
percentage for each of the goals. In all excepttse ofsales revenuéhe long-run

goals were, on average, rated ‘more important’ tharshort-run.
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Table 5.4 Relative importance of ‘goals of the firrh
% Response

Importance of 1 2 3 4 5
Growth of the firm 42.3 (46.2) 38.5 (34.6) 15.4 3.8 0.0
Long-run market share 3.8(7.7) 11.5(7.7) 30.8 26.9 26.9
Long-run profit 74.1 (81.5) 14.8 (18.5) 0.0 3.7(0.0) 7.4 (0.0)
Long-run sales revenue 14.8 (18.5) 25.9 (33.3 37.0 11.1(7.4) 11.1 (3.7)
Long-run volume 11.5 (15.4) 15.4 (11.5) 46.2 11.5 (15.4) 15.4 (11.5)
Short-run market share 0.0 (3.7) 16.0 (14.8) 20805 24.0 (18.5) 40.0 (44.4)
Short-run profit 36.0 (33.3) 40.0 (37.0) 12.0 (11.1) 8.0 (11.1) 4.0 (7.4)
Short-run sales revenue 12.0 (11.1) 28.0(22.2) 28.0 (25.9) 20.0 (25.9) 12.0 (14.8)
Short-run volume 8.0 (7.4) 24.0 (18.5) 20.0 (18.5 32.0(33.3) 16.0 (22.2)

Where 1 = ‘very important’ and 5 = ‘unimportant’

Three of the returned questionnaires had respdosésng and short-run profit that
did not match expectations. In these three cas#s Wwere rated 4 or 5 (5 being
unimportant). It was considered very unlikely tktt@is was the intended response of
the respondent and that some confusion had amseampleting the questionnaire.
The responses for these three questionnaires wanspbsed and the amended
figures are shown in brackets in Table 5.4.

Interestingly it appears thgtowth of the firmandlong-run profitwere, on average,
rated more important thashort-run profit These findings will be investigated in
more detail in later chapters, as it is likely vl significant implications for the

understanding of house-builder behaviour.

Target setting and strategic control— The geographical level of target setting in
budgets and the degree to which the decisions yetsaare devolved will offer
useful insights into the variations in regional mut In particular this information
should assist in providing an explanation of théedence in relative outputs
between the North West and the East of Englands $éction of the questionnaire
asked questions on this. Table 5.5 shows the respianthe questionAre separate
annual production targets set for each region inclihthe company operates®f
the nine firms that responded ‘no’ five operatejust one region making the
responses equivalently ‘yes’. The remaining fow active in just two regions and
have average outputs of 350 completions per yeéssrand therefore are likely to
be able to administer the firm with smaller managetstructures.
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Table 5.5 Separate targets for each region?
% Response
Yes 66.7
No 33.3

Table 5.6 shows the response to the questiimrégional offices submit targets or
are they set nationallyzhe answers to these questions will give an iation of the
geographical structures of the firms and whethé&putudecisions are generally made

top-downor bottom-up

Table 5.6 Targets set regionally or nationally?
% Response
Regional submitted 66.7
Nationally set 33.3

Only four of the fourteen firms that operate in mmdhan one region do not have
separate targets for each region, and only twdheffirms set targets at a national
level. All of these firms operate in only two regs. Given this it is reasonable to
suggest that firms do not adhere strictly to thgioreal administrative boundaries
used by government but do limit their managememicsires to geographical areas
of a similar size (Gillen, 1997 p11-15). The degoéstrategic control here appears
to be more consistent (by size of firm) than theseyved by Hooper and Nicol

(2000) in their survey of house builders.

The results from both of these questions supperthypothesis of Ball (2003) that
the benefits of size (economies of scale) over agament diseconomies of scale’
reach its limit at the regional level, i.e. admirasively this is the limit to

management efficiency. An alternative hypothesisthat this is the area that
developers see as a Housing Market Area (HMA) d&edefore structure the firm

accordingly.

The respondents were also askefre” production targets set for profit, units or
both’. The replies to this question will also help tgp&in output decisions in
response to changes in demand and price. We cdrose¢able 5.7 that the majority
of the respondents set budget targets for bothtpaofl units. The four firms that
target for profit only produce 250 units per annaimess. One possible explanation
of why smaller firms target profit only may be thhey are limited in their ability to

secure sufficient land (this may be in terms ofgatgl availability and the financial
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demands in places on the firm), this may serveptoe extent, to focus the planning
on financial areas and therefore seek to ‘maxintise’profit generated from limited

output.

Table 5.7 Target setting for profit or units
% Response

Profit 15.4
Units 3.8
Both 80.8

Table 5.8 shows the response to the quest#ar production targets informed by a
longer-term strategic plari?Again this question was aimed at understandirg th
decision making process and whether firms tendateta long or short-term focus.
We can see that most firms have a longer-termegfi@plan that guides the target
setting process and therefore output decisionsinAtigs emphasises the importance
of long-run over short-run seen earlier, as welgagng the impression that firms
expect to be ‘in-business’ in the future. Againstléeems to contradict the
assumption of the hit-and-run, price-taking, prafiiximising firm of orthodox
economic theory. The three firms that do not haleng-term strategic plan produce
250 units per annum or less; this may be as atreduthe lack of surplus
management capacity and being too bgstting on with itto be able to develop

more formal long-term plans.

Table 5.8 Long-term strategic plan?
% Response
Yes 88.9
No 11.1

The responses to the questiodré production targets informed by formal market
research? show that just over half the sample undertakemiesdorm of formal
market research. When the sample is sub-dividedfimhs that have an average of
less than 350 completions per annum and thoseatteabge 350 or more we see a
different pattern (Table 5.9). Two-thirds or firmpsoducing less than 350 units per
annum do not undertake formal market research, edserover 80% of firms
producing 350 or more do. This may be related o rdsponses to the previous
guestion where there appears to be a shorter-terus fwith output influenced more

by current demand.
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Table 5.9 Undertake market research?
% Response
350 or more Less than 350
Yes 83.3 33.3
No 16.7 66.7

The next two questions were open. They asked wbittp and short-term variables

firms considered when setting production targete fesponses have been grouped

into two groups; those with an average of 350 oraxamnual completions and those

with an average of less than 350. The groups fovenience are referred to as:
Group 1 — an average of 350 or more completiongpeum;

Group 2 — an average of less than 350 completienaqmum.

In response to the questiokvhat long-term variables are considered when sgttin
production target®” all of the respondents in group 1 and almosttwas of those
in group 2, identified land-supply/availability akey issue. It is difficult to separate
the issues of land supply and planning restrictidfh@®wvever, as many respondents
identify both land supply/availability and plannirsgparately, it is assumed that
when respondents say land supply/availability theg not referring to planning

issues, and vice versa, i.e. they are seen asasefissues by developers.

On planning issues only one of group 1 specificalbntified it as a factor whereas
almost half of group 2 did. ‘Planning’ can be reifey to any of three effects; firstly
planning may limit the total land available to deygers, secondly it may affect the
speed at which a site is taken through from thiimpurchase of the land to the sale
of the completed dwellings, and thirdly it may udhce the density or mix of
dwellings (the number and type of dwellings buiit@ site). In all cases this has the
potential to increase costs and uncertainty forettgers. The first effect has been
the subject of debate since the introduction ofettgyment controls (Town and
Country Planning Act: 1947). It could be arguedybweer, that the planning ‘system’
releases sufficient land to meet demographic ndmdsndividual developers would
like a larger proportion of the available land;. ithe cake is big enough but

some/most developers would like a larger slice.

75



The second effect, a delay in the development gsycis monitored by national
government. All local planning authorities’ perfante in processing planning
applications is monitored against two benchmarkse8ks and 13 weeks. Delays in
the development process impose an additional costeoelopers as it increases the
time between the initial investment and the retumrthe investment. It also increases
the uncertainty faced by house-builders as thetiaddi time taken for development
increases the possibility that the level of demauiiltl have fallen. This may leave
unsold stock on which additional financial penaltieay be incurred. House-builders
will be aware of these potential delays and adad#ic@ost and therefore are likely to
adapt their strategies to minimise the impact. Tgeformance of planning
authorities against these targets will be examinethapter seven as any explanation
of housing output will have to either discount aclude the effects of planning

delays.

All bar one of the group 1 respondents and overttwras of group 2 identified
demand-side factors as important in setting pradadargets. Demand factors are a
potentially large group of variables. It may inatudconomic outlook, interest rates,
current demand/sales and recent demographic trendee market, in addition
developers future expectations of these. The qooretence of these factors with
changes in output will again be examined in chagpteen.

Just over a third of both groups named financelés as important. Financial issues
are, again, a potentially large group of variabiesluding cash flow, profit targets,
shareholder behaviour and access to sources oficaddifinance. The potential
impact of these on output will be considered maimlychapter nine rather than

chapter seven, as most are difficult to quantifgata is not published.

A third of group 1 respondents named labour supglyan important factor; it was

not cited by any of the other group.

The responses to the second open questdfhat short-term variables are
considered when setting production tar@tgenerally identified the same variables
as those for the long-term but in slightly diffegipproportions. One interesting

change was for group 1 where the importance ofnptenissues diminished but
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labour supply, not seen as a long-term issue, becaore important. Demand-side
factors were named by at least half of both groujik just fewer than half citing
land supply/availability.

Table 5.10 shows the response to the questizm Variables under consideration
vary between region§Most of the firms producing less than 350 unies pannum
did not answer this question, which is unsurpriggiden that the indication is that
the majority trade in only one region. The splitvbeen yes/no for those that did
respond was 50/50 for both groups.

Table 5.10 Regional variations in variables
% Response
Yes 50%
No 50%

A point of clarification may be needed here; ighat the variables vary between
regions or that the value of the variables varievben regions? This will be
considered in further detail in chapters seven aigit when the correlation of

various secondary data with housing output wilekplored.

A further ‘open’ question was asked at the enchief $ection to allow for any factors
that were considered important by developers bdtriwd been directly addressed by
the other questions in this section. There were densistencies in the responses,
which might be expected given the general naturé¢hefquestion, but there are
several points worthy of note. One of the two reses from group 1Work in
progress must be kept at a level which satisfiesashel but allows a proper return
on capital employ€ddemonstrates the often-conflicting goals of tiren§. This is
further supported by a response from one of theim@ respondents who states,
“Targets are driven by ... overall company profitabiliarget short terrh which
may conflict with other goals of the firm. This usswill again be developed in later

chapters.

There appeared to be some conflict in the respdnees group 2, with two of the
responses indicating the need for flexibility inoguction, whilst two other
suggesting a lack of flexibility in output. Thedirtwo are marginally larger than the
second two; potentially this may have some beaoinghe differences. Again the

effect of firm size on behaviour will be consideiadnore detail later.
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Land holding — This section explores differences in land hajdpractices. As
suggested in the introduction some important ckfiees were expected. It was
expected that larger firms would hold, relativeheir output, greater quantities both
in terms of long and short-term holdings (Hoope®94 p10). This is likely to
significantly contribute to differences in the beimair of housebuilding firms of

differing sizes.

In response to the questiowhat proportion of your production takes place and
purchased with a view to starting construction asrsas possible (rather than land
drawn from your land bank}?f the total sample almost two thirds answeretbfe
than 75% and just under a third answeringe$s than 50% However, when the
responses are sub-divided between those having aB5fhore average annual
completions and those with less than 350 thereapp® be a clear difference in
behaviour. Table 5.11 shows the responses fromsibegroups. We can see that
there is a much greater tendency for smaller firnes, those with less than 350

completions per annum, to develop land as soowsslge after purchase.

Table 5.11 Development land turnover
Average number of regional completions pa

350 or more Less than 350
<50% 50.0 13.3
50-75% 16.7 0.0
>75% 33.3 86.7

The next question asked about the size of the fland holding as a ratio of its

annual output, i.e. ‘relative’ land holdings. Astlvthe previous question the more
interesting results are generated when the samgeb-divided. The responses were
again divided by firm size with the split at 350itarper annum; the breakdown is

shown in table 5.12.

Table 5.12 Size of land bank compared to annual opait
Average number of regional completions pa

Size of land bank 350 or more Less than 350
1-2 years 16.7% 60%
2-3 years 16.7% 26.7%
3-4 years 66.7% 6.7%
Over 4 years 0% 6.7%
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We can see that there is a significant differemcthe land holding practices of the
two groups. It is unsurprising in the light of thresponse to the previous question to
find that the smaller firms on average have muchllemland banks, almost two-

thirds having less than two years supply. All taggér firms have over two years

supply and the majority have between 3 and 4 y&gwply of land.

The questionnaire also asked what proportion offiine's land bank had current
planning permission (flexibility of production). bie 5.13 shows the responses again
split into the two groups. Whilst there seems tabesven spread of responses from
the ‘Less than 350group, over 80% of the larger firms indicatedtthtleast 60% of
their current land bank had planning permissions Hppears to give larger firms
significant advantage in production flexibility wihe€onsidered in conjunction with
the size of their land holding. It was not estdidis, unfortunately, what proportions
had outline as against full planning permissionisThay lead to some weakness in

the final analysis.

Table 5.13 Proportion of land holding with planningpermission
Average number of completions pa
350 or more Less than 350

<40% 9.1% 26.7%
40% - 60% 9.1% 20%
60% - 80% 54.4% 26.7%

>80% 27.3% 26.7%

An additional source of land holding and thereftiexibility in production comes
from the use obptionsor conditional contracts(Hooper, 1994 p10-12). The next
guestion, What proportion is held on ‘options’ or ‘conditioheontracts’? sought

to establish the extent to which these are useldooge-builders. The responses are
summarised in table 5.14. They are not split ihi® tivo groups as before as there
was little difference between the responses ofjtbeps; if anything it would appear
the larger firms hold slightly less land using #h@srangements.

Table 5.14 Use of Options and Conditional Contracts
% Response

<25% 61.5
25% - 50% 23.1
50% - 70% 7.7

>70% 7.7
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The final question in this section askedVHat types of site, if any does your
company prefer to develop®ith the following options:

* Small brown-field (10 units or less),

* Small green-field (10 units or less),

* Large brown-field,

* Large green-field.

Table 5.15 shows the responses, the columns arslwdinnot sum to 100% as often
more than one option was selected. When the respame split there appears to be a
slightly higher preference for large green and brdweld site amongst the larger

firms, although this difference is not as evidentnvth some of the other responses.

Table 5.15 Site type preferences
% Response
Greenfield Brownfield
Small 33.3 29.6
Large 59.3 59.3

Production flexibility — This section of the questionnaire asked a nundber
questions about the firm’s decision-making procesaed likely responses to
different stimuli and its likely effect on the abyl of firms to alter production rates.

It was expected that the factors that are perceteetimit the ability to adjust
production levels are likely to reveal interestitifferences between firms both in

terms of the enforced and discretionary resporsseldanging market conditions.

The first question asked whether the decision fasagroduction levels is taken at
national or regional level. It was assumed that #ims at ‘board’ level in either case.
It is easier to make sense of the responses ifdregeparated into firms that operate
in a single English region and those that operatadultiple regions. Tables 5.16 and
5.17 below show the responses on this basis. Tah shows the responses from
the ‘single region’ firms; the split between regarand national level decision-
making is almost 50/50.

Table 5.16 Level of decision making for single regn firms
No. of firms % Response

National 6 42.9
Regional 7 50.0
Non-response 1 7.1
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As ‘regional’ for a single-region firm is also ‘nanal’ then for all firms in this group
it can be assumed that the national/regional distin probably does not apply.

It is also reasonable to take the single non-respoas an indication of the
redundancy of the question at this level. It woskelem reasonable to argue,
therefore, that all decisions for these firms aenh at a regional or sub-regional

level.

For the majority of firms that operate in more tlware English region the decision to
adjust production levels is taken at regional lewath just three firms indicating that
their decisions were taken at national level. Agdirthree firms in question operate
in just two regions and have an average outpubwof hundred or less completions
per annum. It is reasonable to suggest that althtlg firms operate in two regions
their geographic area of operation is analogous teingle region and they are
therefore able to function successfully with a deramanagement structure. The
single non-response also operates in just two megand averages less than 250

annual completions.

Table 5.17 Level of decision making for multi regia firms
No. of firms % Response

National 2 154
Regional 10 76.9
Non-response 1 7.7

Two further questions were asked to establish tbeguency of production reviews.
Almost 90% of respondents indicated that scheduladews of output levels

occurred monthly (Table 5.18). The question did gioe the option for a greater
frequency than monthly; it seemed at the time &fn@sto be the most appropriate
minimum interval to specify. With hindsight it mdyave been useful to offer a
shorter alternative, however, combining the respsngith the available secondary
data may have then been problematic as this isadaiat best monthly, but more

frequently quarterly.

Table 5.18 Frequency of scheduled production reviesv
No. of firms % Response

Monthly 24 88.9
Quarterly 1 3.7
Half yearly 2 7.4
Annually 0 0.0
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The second question asked how often output wasewed in response to a
contingency rather than at a scheduled review.er'aldl9 shows the responses to this
guestion divided into two sub-groups: firms thavdnan average of less than 350
annual completions and those with 350 or more. 8tappears to be a slightly
greater tendency for production reviews in theseuonstances to occur more often
in the group of larger firms. This would fit wittagier observations where it would
appear larger firms are more able than smallersfitonadjust production levels.

Table 5.19 Frequency of unscheduled production reews
350 or more completions pa Less than 350 compietia

% Response % Response
Very often 16.7 20.0
Often 58.3 26.7
Occasionally 25.0 46.7
Rarely 0.0 6.7

The respondents were then asked to indicate thergathat affect their ability to
change the rate of starts in response to a chandemand, i.e. supply constraints.
As before the respondents have been sub-dividedtwmd groups, firms with an
average of 350 or more completions per annum anusfivith an average of less

than 350 completions per annum.

Figure 5.1a Change in starts — group 1 responses

Labour

WP Planning

Finance Land

The web diagrams in Figures 5.1a & b show theix@dtequencies of the five main
factors indicated by the respondents and therefarguably, the comparative
importance of each factor. For group 1 (Figure bilavould appear that planning
issues, both delays and quantity, are the mostriapiofollowed by labour supply,
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skilled and unskilled. For group 2 (Figure 5.1b¢ tlelative importance of these is
reversed, labour supply now being indicated asntwst important factor. After
planning and labour the three most commonly idexatifactors were the availability
of land, financial constraints and work-in-progré8¥IP). Of these three factors
financial constraints appear to be a more sigmfickactor for group 2, again

supporting earlier observations.

Other factors which are also mentioned but infredjyeare competition, resource
and materials availability, confidence in saleet@asts and sales and profits relative
to targets. Responses such Bsiricipally labour supply but may also be planning
restraints due to infrastructure constraifits“Local labour skills availability;
planning issues; Competitibrand “Planning consents; having land in plédcare
typical. The responses were used to guide the choice ohdappdata collected in

the next stage of the research.

Figure 5.1b Change in starts — group 2 responses

Labour

WIP Planning

Finance Land

The questionnaire then asked, “On average, hovkiyuice you able to change your
rate of starts in response to a change in demani’responses are summarised in
Table 5.20. Just over two thirds of firms indicatkdt they would be able to respond
to demand changes in less than three months, witintteer quarter within three to
six months. Overall most firms seem to be ableht@nge their rate of starts within a
reasonable timeframe, although the speed may vapgraling on the direction of
change. The responses were not split into the twapsy, as to casual observation

there appeared to be little difference between them

83



Table 5.20 Speed of response to demand changes
% Response

< 3 months 65.4
3 — 6 months 26.9
6 — 9 months 7.7
> 12 months 0.0

The respondents were then asked to indicate thergathat affect their ability to
change the rate of completions in response to agehin demand. As before the
responses were used to guide the choice of segoddta collected in the next stage
of the research. Again the two groupings weresgdi

The web diagrams in Figures 5.2a and 5.2b showetléve frequencies of the five
main factors indicated by the respondents. Theokdactors indicated where the
same as for ‘starts’, but have changed in relatiyeortance. Labour supply is now
the most important factor to both groups. For gr@uplanning is the second most
important factor but for group 2 work-in-progre3¥1P) followed by land supply
and financial constraints are now relatively moneportant. This seems to be
reflecting the proportionately smaller land holdsniglentified in earlier questions.
These three factors appear to be of a much moigetdnmportance to larger firms
perhaps indicating, as well as proportionately darignd holdings, easier access to

additional finance.

Figure 5.2a Change in completions — group 1 respoes

Labour

WIP Planning

Finance Land

Again comments such assupply of labour. The demands on finishing trades lze
critical in popular locationy “Production capacity; shortage of skilled sub-

contractors, “Labour and materials availability; strength/certéyn of demand
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change; return on capitgl “ Cash constraints; work in progrésand “Production
programme; labour/planning; very limited on smalites’ are typical of the

responses received.
Figure 5.2b Change in completions — group 2 respoes

Labour

WIP Planning

Finance Land

Output and price sensitivity to market changes— The next part of the
guestionnaire dealt with developer's responsesntweases in price and market
activity. They were asked to indicate whether tineyelikely or unlikely to change
price or production levels in response to increasesew or second-hand prices or

market activity; the aggregated responses are siowable 5.21.

Table 5.21 Responses to changes in price and demand
% Response ‘likely’ to

In response to: change pricechange production
new house market activity increases 96.2 77.8
new house prices increase 96.2 69.2
second hand market activity increases 68.0 38.5
second hand house prices increase 76.0 34.6

From the responses it would appear that housedrgilgenerally pay less attention to
the second hand market than the new market whemmakicing and production

decisions. The responses also seem to indicatédhese builders are more likely to
review prices than production levels in reactionnireases in either market activity
or price (Ball, 1996 p33). This suggests that eittne firm’s strategic plans take
precedence over short-term changes in demand emnalively that there is some
short-run constraint on production changes. Thailt®esalso imply that house

builders are more likely to respond to increasdiVig in the new market than price.
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Two further open questions were asked at the enthefquestionnaire and were
aimed again at eliciting the main factors thatuefice output. Firstly responses were
invited on the most likely factors to have influedcthe difference in completions
between two regions, East Anglia and the North Wes¢r a ten-year period. The
second of them asked for the main firm specifiddex influencing output. It was
hoped that by asking for this information at thee@l and specific level it would

elicit data potentially missed by the previous ques.

Figure 5.3 Split of supply and demand factors

Demand

Supply only Supply

Demand only

The first significant observation to the first gties: “During the period 1988 — 1998
the average number of dwellings completed per 1pgaQfulation in East Anglia was
3.9, but over the same period in the North-Wesfithee was only 2.4. What factors
do you think are most likely to have influenceddtiterence in completions between
the two regions?is that there appears to be a predominanageafand-sidéactors

in the responses. Figure 5.3 illustrates this. Atvadl respondents indicated at least
one demand factor with nearly half indicating owmlgmand factors. The factors
suggested includesales demandemployment levels and typgeopulation changes
and proximity to London and the South EaBbr the supply-side all except one
response indicated planning issues and land avdifalas the most likely

contributory factors.
The second question in this section ask&dhat are the main factors that influence

how many dwellings your company builds each yedit® respondents indicated

five main factors: land supply, planning issueshola and skills availability,
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financial constraints and profit targets. The fgatimportance of each of these

factors to groups 1 and 2 are shown in Figures &uicb.4b respectively.

Figure 5.4a Production influences — group 1 respoas

Profit

Labour Land

Planning Financial

We can see that fagroup 1land supply/availability is the most significarsctor
with planning issues second. This is reversedifarsfin group 2 where planning is
considered to be the most critical with land supgsgondProfit targetsis a factor
that was not identified in earlier questions withmenents such adUtilisation of
land bank to achieve targeted ROCE Requirement to grow pre-tax profits
progressivelyand “Investor strategy and profit targéfsypifying the responses that

indicated profit targets were a significant inflaeron output.
Figure 5.4b Production influences — group 2 respoes

Profit

Labour Land

Planning Financial

One final question was asked asaachall at the end of the questionnairéldve you

any other comments regarding the issues raisedhis questionnaire? As the
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responses to this, which are fully annotated in &jjix One, are wide-ranging and
often general in nature they will be presentedaterl chapters where they add weight

to other evidence being presented.

4, Conclusions

The questionnaire has gathered a significant amotirdata on the operation of
house-builders in England. It examined issues siscthe goals of the firm, target
setting and strategic control, land holding praagigroduction flexibility and output
and price sensitivity to market changes. The resaflformal tests on the findings of
the questionnaire are presented in the next chaptmther with the developing
hypotheses. The main observations from the questiosresponses are then:

* The sample distribution of firms is considered ¢osofficiently similar to the
sample frame to be representative. With around &0#atal output produced
by the top 10% of firms there is strong evidencsupport a hypothesis that
the house-building industry in England is oligopbé.

« On average, long-run goals were rated ‘more importhan short-run and
importantlygrowth of the firmandlong-run profitwere rated more important
thanshort-run profit This long-run focus is further supported by rewsss
elsewhere in the questionnaire.

* The responses to questions on target setting aridiale-making hierarchies
support the hypothesis of Ball (2003) that the fieneof size over
management diseconomies of scale reach its lintiteategional level.

* Most large firms identify land-supply/availabiligs a long-term key issue,
whereas smaller firms were more likely to idenptgnning. The majority of
firms also identified ‘demand’ factors as important setting production
targets.

* There is a much higher tendency for smaller firmdévelop land as soon as
possible after purchase. It is no surprise theimtbthat they have relatively
smaller land banks, almost two-thirds having léssttwo years supply.

« All the larger firms have over two years supply ath@ majority have

between 3 and 4 years supply; with a greater ptmpoof their land banks
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having current planning permission; over three-sprarindicating that 60%
or more of their current holding had planning pession.

Most firms indicated they review production ratédeast monthly with just
over two thirds of firms indicated that they wout@ able to respond to
demand changes in less than three months, withtleefugquarter within three
to six months.

Labour supply is the most important factor forfalins in adjusting the rate
of completions. For larger firms planning is the@®d most important factor
but for smaller firms ‘work in progress’ followedybland supply and
financial constraints are relatively more important

It would appear that house builders generally sy attention to the second
hand market than the new market when making pri@and production
decisions, are more likely to review prices thaoduoiction levels in reaction
to increases in either market activity or price amd also more likely to
respond to increased activity in the new marken thréce.

To the question on output differences between tloetiNWest and East
Anglia there appears to be a predominancelerhand-sidefactors in the
responses.

But for the question of the individual firm’s outpitiwas mainly supply-side
factors that were indicated. For larger firms lawupply/availability is the
most significant factor with planning issues secomdis is reversed for
smaller firms where planning is considered to ke riost critical with land

supply second.

The next chapter takes the observations from tlestgpnnaire responses and after

formally testing them begins to develop hypothdbkas are used to guide the choice

of secondary data used in chapter seven.

' Option agreements allow housebuilders to exeraiseoption to purchase at any point during a
specified period. Whilst the vendor is committeds&dl the purchaser is not committed to purchase;
unlike conditional contracts where there the pusehagrees to purchase is certain conditions ate me
normally the granting of planning permission (Hogd®94 p 11).
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Chapter Six

Interpretation and Analysis of Questionnaire Responses

1. Introduction

This chapter presents the results of statisticsisten the data gathered from the
questionnaires and further interpretation of thedifigs. The questionnaire was
designed to identify the important behavioural arditutional aspects of production
decisions in private sector housebuilding. Thispthaseeks tadd weightto the
observations made in the previous chapter usirgrential statistics. The reading of
the questionnaire responses in the previous chajgstified a number of interesting
characteristics that it was expected should prothéebasis for a deeper explanation

of house-builder behaviour and private sector hausutput in England.

The next section follows the layout of the questimire in the same way as the last
and records the results of statistical tests uallent, where appropriate, on the
guestionnaire responses. The six sections arentjal variables, ii) goals of the firm,
iii) target setting and strategic control, iv) lahdlding, v) production flexibility, vi)
output and price sensitivity. Section three furtllevelops hypotheses around the
observations from the last chapter and the stadistests from this. The final section
sets out an informamodel of private house-builder behaviour that is invgsted

further in chapters seven and eight using secortktgy

2. Questionnaire analysis

Industry concentration — Table 5.1 compared the distribution of the resiemts to
the questionnaire, i.e. the sample, and the sairfmpiee. It was argued that the
distributions were sufficiently similar to conclutleat the sample was representative
of the sample frame. Spearman RHccorrelation was run to support this; the results

are shown in table 6.1.

! This is a nonparametric version of the Pearsoretaiion coefficient, which is based on ranking of
the data rather than absolute values. The signhef doefficient indicates the direction of the
relationship, and its absolute value indicates slrength, with larger absolute values indicating
stronger relationships.
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Table 6.1 Correlation between sampling frame and sample
Correlation coefficient p
Spearman Rho 0.637 0.026

The correlation was significant at the 5% level muging the argument that the

sample is representative of the sample frame aréfibre the population as a whole.

Goals of the firm — Respondents were asked to rank various longsaod-term
goals in terms of their importance to the firm. [Eab.4 in chapter five showed the
importance attached to each of the goals. In alepkthe case fales revenu¢he
responses indicated that on average long-run geetls ‘more important’ than short-
run and importantly thalong-run profitis more important to firms thashort-run
profit. Both these observations were tested usingWileoxon signed rank§wsr)
test. The test on long-run goals vs. short-run goals significant at the 1% level and
the results are shown in table 6.2.

Table 6.2 Results of test on long-run vs. short-run goals
Importance of z P
long-run goals (inc. growth of the firm) vs. sham goals  -3.367 0.001

Based on negative ranks

Both long-run and short-run profit were also testgdinstgrowth of the firmas this
appeared to be at least as important as shortsafit. prhe tests on long-run profit
versus short-run profit and long-run profit veragiowth of the firm were both
significant at the 1% level. The test on short-puafit versus growth of the firm was
insignificant. All the results are shown in tabl& @nd confirm that:
a) Long-run profitis, on average, rated more important tehart-run profitand
growth of the firmand

b) Thatgrowth of the firms, on average, at least as importarglast-run profit

Table 6.3 Results of tests on long-run profit, short-run profit and growth of thefirm

Importance of z p

Long-run profit versus Growth of the firm -2.683 0.007
Short-run profit versus Growth of the firm -1.341 0.180
Short-run profit versus Long-run profit -3.335 0.001

a - Based on positive ranks b - Based on negaaiviesr

2 A nonparametric procedure used with two relatedabies to test the hypothesis that the two
variables have the same distribution. It makes ssu@mptions about the shapes of the distributions of
the two variables and takes into account infornmatibout the magnitude of differences within pairs.
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Target setting and strategic control — Decisions on production targets will offer
useful insights into the variations in regionalmut and in particular the difference in
relative outputs between the North West and EaEingfand.

No tests were performed on the response#\te Separate annual production targets
set for each region in which the company operatas® “Do regional offices submit
targets or are they set nationally&s almost all the responses fell into two catesgor
a) multi-regional firms, who had displayed chargst&s of regional independence,
and b) single-regional firms, to whom the questiorese irrelevant. Also no tests
were performed on the responses Ao€’ production targets set for: Profit, Units or
Both’ and “Are production targets informed by a longer-termatggic plan? as over
eighty per cent of all respondents to both questigpecified ‘Both’ or ‘Yes’

respectively.

Responses to the questiorré production targets informed by formal market
research? shown in table 5.9 Chapter Five indicate that 4Wwiods of firms
producing less than 350 units per annum do not rigkke formal market research,
whereas over 80% of firms producing 350 or more d@hbe observation was
confirmed with theMann-Whitney-UMWU)® test; the result was significant at the
5% level and is shown in table 6.4. This confirthatt on average, the two groups

behave differently in using market research to guicbduction targets.

Table 6.4 Results of test on the use of market research
Zz p
‘350 units pa or more’ vs. ‘less than 350 units pa’-2.550 0.011

The responses toDb variables under consideration vary between ragi® were
split 50/50 regardless of firm size (table 5.10hwever, initial evidence from the
answers to the open questions indicate that géyénal same group of variables are
cited, land supply, planning, labour, finance andrkain-progress. This would
suggest that the factor affecting production dovasly greatly between regions; this
Is not to say that the values of the variablesher gensitivity to them do not vary

3 Tests whether two independent samples are froraaime population.
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between regions. The responses to this questiorwaether respondents thought it
was that the variables vary between regions ortti@tvalue of the variables varies
between regions will be considered further in tlextnchapter, which examines
secondary data on potential ‘independent’ variables

Land Holding — The questionnaire responses to developmentiandversuggested
differences in behaviour between the two groupsl@®.11). It appears that larger
firms are more likely to draw from their land barfks development land, whereas
smaller firms predominantly develop land as soorp@ssible after purchase. This
difference was tested using the MWU test, which sigaificant at the 1% level; the
results are shown in Table 6.5. This confirms tifliergnce in behaviour and suggests
that larger firms have a higher degree of flexipiin output levels and potentially the
ability to significantly influence local land sugpand with it land prices within the

local market.

Table 6.5 Results of test on development land turnover
z P
‘350 units pa or more’ vs. ‘less than 350 units pa’-2.636 0.008

As with the previous question an important diffexerbetween the two groups was
observed between the relative sizes of land hoddifndeasured as a proportion of
average annual completions it was found that ‘360nore’ group of firms have
relatively larger land holdings. Two thirds of thggoup had three to four years’
supply of land, whereas sixty per cent of the sendlrms had between one and two
years supply. This was tested using the MWU tekichvconfirmed the difference
and was statistically significant at the 1% leuwbk results are shown in Table 6.6.
This further supports the hypothesis that largendi gain a degree oharket power
from their land holding practices.
Table 6.6 Results of test on land bank sizes

z P
‘350 units pa or more’ vs. ‘less than 350 units pa’-2.541 0.011

There was no statistical difference between the gvomups on the proportion of the

land holdings with planning permission.

93



No tests were performed on the responsesNbdt proportion(of land holding)is
held on ‘options’ or ‘conditional contracts’?as there was little difference between

the ‘average’ responses of each group.

No statistical difference was found between the gnaups with regard to preference
for large/small or green/brown-field sites. Howewestatistical difference was found
when testing between firms with more than/less %@ completions per annum. The
larger firms showing a greater preference for ldngmvn field sites. Results shown in
Table 6.7.

Table 6.7 Results of test on site size preference
z P
‘500 units pa or more’ versus ‘less than 500 upéts  -2.291 0.022

This is possibly an indication of the greater ekiperrequired to develop such sites
and of the concentration of these skills withirg&rfirms.

Production flexibility — No tests were performed on the responseatavhat level

is there flexibility in the budgeted productiondats? as almost all the responses fell
into two categories: a) multi-regional firms, withst three firms indicating that their

decisions were taken at national level and all bbm operate in just two regions
with an average output of four hundred completipasannum or less, and b) single-

regional firms, to whom the question was irrelevant

No tests were performed on the responses Ab Wwhat intervals do scheduled
production reviews occui?as there was little difference between the ‘ageta
responses of each group. Although there appeardzk ta small difference in the

distribution of unscheduled production reviews thigs not confirmed statistically.
No tests were performed on the responseio d&verage, how quickly are you able

to change your rate of starts in response to a geain demand?as there was little

difference between the ‘average’ responses of gemip.
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Output and price sensitivity to market changes — Developers were asked to
indicate whether they weliely or unlikely to change price or production levels in
response to increases in new or second-hand pocesnarket activity. The
observation that house builders appear to paydsstion to the second hand market
than the new market when making pricing and pradocatiecisions was confirmed
statistically. Table 6.8 shows the results; théedénce in response with ‘price’ was
significant at the 5% level and the difference @sponse with ‘production’ was
significant at the 1% level. Although the resporais® seemed to indicate that house
builders are more likely to review prices than prcitbn levels in reaction to

increases in either market activity or price trosild not be confirmed statistically.

Table 6.8 Testson reaction to market changes
Z P
Ap — AshmavsAnma -2.44% 0.014
Ap — Ashp vsAnp -2.236 0.025
Ao — AshmavsAnma -3.162 0.002
Ao — Ashp vsAnp -2.828 0.005
a. based on negative ranks

Where:  p = price; o = productiop; = “a change in”; np = new house prices; nma = maawket activity; shp = second-hand
house prices; shma = second-hand market activity

Again when we separate the firms into two groupaesmteresting results are found.
Larger firms are more likely to respond generablychanges in the second-hand
market. In particular they are almost twice as ljikeo react with price to either
changes in second-hand prices or changes in séwoimarket activity. Table 6.9

shows the results, which were all significant & 596 level.

Table 6.9 Testson reaction to second-hand mar ket changes

Z P
How likely are you to review prices:
when second-hand house prices increase -2.440.015
when second-hand market activity increases -2.133.0330

In general it would appear that larger firms areremiikely, or more able, to adjust

their behaviour in response to changes in geneageh conditions.
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3.

Summary of questionnaire findings

This section summarises the responses to the qoeatre and begins to draw out the

main requirements needed for a model of house-ubéhaviour and from there an

explanation of market housing production. The mabservations from the

questionnaire are then:

In all except the case fales revenudong run goals were rated ‘more
important’ than short run. In particuldong run profit was rated more
important than eitheshort run profitor growth of the firm

All but four of the firms that trade in more thameoregion set separate
regional targets. The four that do not set sepasatgets for each trade in only
two regions and have average annual completioBS@br less.

All but three of the firms that trade in more thame region set targets at a
regional level. The three that do not set targetsragional level trade in only
two regions and have average annual completiod®®@br less.

Eighty per cent of all firms target both profit andits. Of the remaining five,
four target profit alone whilst only one targetstsiand not profit.

Eighty-nine per cent of all firms have a long-testrategic plan. The
remaining three firms have average annual compigtid 250 or less.
Two-thirds or firms producing less than 350 unigs annum do not undertake
formal market research, whereas over 80% of firmslycing 350 or more do.
Around half of the respondents felt that the vdaabnfluencing production
differed between regions. However, it is possildkattthe question was
misinterpreted and taken to ask whether the ‘vabfethe variables varied
between regions. Most of the smaléngle regionfirms did not answer this
guestion.

Eighty-seven per cent of firms with average anragahpletions ofless than
350 indicated that over seventy-five per cent of tHamd purchases were
made with the intention of immediate developmetiteathan for addition to
their land bank.
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By comparison of the group of firms witB50 or moreaverage annual
completions fifty per cent indicated that less thHaalf was for immediate
development.

Sixty per cent of firms with average annual coniplet of less than 350
indicated that they had between one and two yeerd supply in their land
banks. A further twenty-seven per cent of this grdwad two to three years
supply.

In comparison of the group of firms witB50 or moreaverage annual
completions two-thirds held between three and f@ars supply of land.
Whilst there seems to be an even spread of respdrmsa theless than 350
group, over 80% of th850 or morefirms indicated that at least 60% of their
current land bank had planning permission.

Over sixty per cent of all respondents indicateat tess than twenty-five per
cent of their land holdings are held with ‘optios’‘conditional contracts’. A
further twenty-three per cent indicated that betwkeenty-five and fifty per
cent was held using these arrangements. There @pfmede no difference
between the groups of larger and smaller firms.

There is a two-thirds/one-third split between prefiees for small or large
sites amongst all respondents, although this wgbktll higher for the350 or
more group of firms. There was no significant differenimm preference for
brown or green field sites.

Unsurprisingly the level at which decisions to atljproduction are taken is
the same as with setting production targets, oemally at a regional level,
either the regional board of a national firm or ttaional board of a regional
firm. As with target setting there were a few smiafirms that do not fit this
classification.

Twenty-four of the twenty-seven firms (eighty-niper cent) indicated that
production reviews occur monthly. One indicatedt ttheey regularly occur
more frequently (weekly).

There is a small difference between the frequeriaynscheduled production

reviews between th850 or moreand theless than 35Q@roups. The most
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common response for ti#0 or moregroup was ‘often’. Whereas for thess
than 350group of firms the most common response was ‘ocoaly’.

» Two-thirds of all firms indicated that they woul@ Bble to respond to changes
in demand within three months. Another twenty-sepencent indicated three
to six months. There was a slightly greater tengdocthe350 or moregroup
to indicate the ‘less than three months’ option.

« All firms are more likely to respond to changegshe new house market than
second-hand and are more likely to respond witltepthan production
changes. There is an increased likelihood that3%@ or moregroup will
respond to the second-hand market and with changesduction levels.

 The most commonly cited factors influencing productare land supply,
planning, labour, finance and work-in-progress. Takative importance of
these varied for the two groups.

e To the question on output differences between thihNWest and East Anglia
there appears to be a predominancelerhand-siddactors in the responses.
But for the question of the individual firm’s outpii was mainlysupply-side

factors that were indicated.

4. Analysis of questionnaire findings

The distribution of output between firms illustrdtey Figure 4.11 demonstrates that
the new housebuilding in England is highly concatew. It is would be useful to
examine this at a regional level to match the fomluhis research project. However,
data is not published to this level of detail anould require the collection of more
primary data, which is likely to prove problemats much of the information
required would be commercially sensitive and fira® unlikely to reveal the
information. It is argued here that the degreeafcentration of production seen at
the national level is repeated at the regionalllane in some regions is greater. The
model of house builder behaviour developed froms tiesearch and from there the
explanation of regional variations in output wilked to recognize the potential

effects of this concentration of output.
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Most firms, regardless of size, were found to givere importance to long-run goals
rather than short-run. The assumption here isth®atlong-run’ refers to a period of
at least two to three years, the short-run beiggaa or less. Not only is this the case
generally but more specifically, with long and sham profitability. Additionally
growth of the firmwas found to be at least as importantshert-run profitfor the
majority of firms. This together with the finding&t nine out of ten firm have a long
term strategic plan suggests that the model of ddusider behaviour should allow
for production decisions that give outcomes othantshort-run profit maximisation;

in fact this is unlikely to be the prime motivafor firms.

The degree to which decisions on levels of outpat devolved within firms will
influence any explanation of the variation in neausebuilding between regions.
Firms who trade in a single region aside it wouppear the majority of ‘multi-
region’ firms devolve output decisions to a regipiwa pseudo-regional, level; this is
with regard to the internal structure, target sgttand flexibility of output. It is
reasonable to assume that the few firms that ddvanee this level of devolution do so
because their output levels are low enough for thenimit their management
structures. Although the evidence supports the ldéea of production decisions to
regional management, it is not suggested that mationanagement have no
influence, they unquestionably will have. Also thecision-making processes will be
similar if not the same, certainly within regiormgderations of the same firm and quite
probably across individual firms of similar sizeBhe model of house builder
behaviour must, implicitly if not explicitly, allovior this devolution of production
decisions, strengthening the explanation of redigaaations in house building.

The question of whether firms generally adopt doma structure because as Ball
(2003) contends they have reached the limit oett@nomies of scale or whether they
view each region as, at least approximating, andishousing market area, which is
sufficiently different from neighbouring regionsuwarrant separate consideration. An
old institutionalistexplanation might follow the lines of Churchil’sve shape our

building and then our buildings shape”ug the same way firms may structure
themselves to correspond to government office regeven though it may not equate

99



to any kind of individual ‘market’. The answer toig may become clearer with the

investigation of secondary data in the next chapter

Some of the most interesting and noteworthy finging the questionnaire relate to
the land holding practices of housebuilding firrrs.particular it is the differences
between firms of differing sizes, with the group lafger firms holding relatively
larger land holdings; with three-quarters of theawihg at least three years supply at
current development rates. Whilst half of smaliem$§ have between one and two
years supply and a further quarter having two tedlyears supply. It is unsurprising

then that smaller firms are much more likely toelep land as soon as it is available.

This ability to secure a key factor of productiomsnbestow on larger firms some
real benefit. If this were not the case they woulnt invest the capital or the
management time. It would also appear that largersfare no more likely to use
options or conditional contractgo secure this advantage; if anything smaller girm
are marginally more likely to do so. The questienthen why do they go to this

expense and trouble, what benefits or advantagéseyagain?

As land is a key factor of production an uninteteagpsupply is essential if house
builders are to be able to continue to trade. Bgihg what might be considered to
be excess land, they reduce the uncertainty they &oout future supplies of this
resource. Not only in terms of the level of demanbich may increase quicker than
it is possible to identify, purchase and obtaimplag consent on suitable additional
supplies, but also in terms of location. By holdiagd in different locations a firm is
able to adjust production rates to match changetemand. Again it would appear
from the analysis of the questionnaire responsaisatigher proportion of the land
holdings of larger firms have current planning piesion. This will augment the
increased flexibility of production these firms leéh from with their larger land
holdings.

The analysis of questionnaire responses also meHlat most firms review

production rates monthly, some more often. Largend are marginally more likely

to review levels between scheduled reviews, suggeagain that they enjoy greater
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flexibility in production. Two thirds of firms indate they are able to change
production rates within three months, another guasithin three to six months. In
contradiction to earlier observations the respotsédse question ospeed of change
suggest that it is the group of smaller firms tlagipear better able to adjust
production. The slower response from larger firmaynbe due to inflexibility in

factors other than land supply.

The responses to the questionnaire suggest théitradl are more likely to change
price than production levels (i.e. inelastic supmnd that they are more likely to
react to changes in the new housing market tharsebend-hand market, although
smaller firms are slightly less likely than largems to respond to the second-hand
market. The group of larger firms are slightly mbkely to change production than

the smaller firms.

The main characteristics of a model of house-builtEhaviour/regional production
should capture are:
* Longer term focus, evidenced by:
- long run goals on average rated more important shant run
- majority of firms having a longer term strategiampl
* An awareness of thgroduction through timésues, evidenced by:
- land banking
- the use of options and conditional contracts
» Regional variation in output, evidenced by:
- devolved target setting and production reviews
* Multiple goals evidenced by:
- most firms have profit and units targets
- responses to open questions, e.g. comments sutdtiéisation of land
bank to achieve targeted ROCE Requirement to grow pre-tax profits
progressivelyand “Investor strategy and profit targéts
» Difference in behaviour between smaller and lafgers, evidenced by:
- speed of development of sites
- relative size of land banks
- frequency of unscheduled production reviews
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- answers to open questions, e.g. the relative irapoet of land supply and
planning
* Flexibility in production/price, evidenced by:
- frequency of scheduled and unscheduled productiaiews
- speed of change in production rates

- responses to price and demand changes

Here again there is a time or continuity element biehaviour. Further, the

management of housebuilding firms need long-termpleyment (at least they expect
to need it) so they are motivated to plan in suelag that increases the probability of
the firm continuing to trade. Whilst endeavouringensure that the firm rewards the

owners, they avoid exposing the firm to high lewalsisk.

It has already been established that firms hawmgelr-term perspective, they plan to
be in business in the future, however, as residedgvelopment is not an instant
process housebuilders face conditions of unceytawhen making decisions

regarding future levels of production. Residentalelopment has several definite
stages, site identification and purchase, planajmgroval, development and finally,

sale. The last two stages are often combined, ohgslisold from plan, to reduce the
total development time and therefore the uncestaifdced. However, the

development process is still likely to take in essef six months, and probably
longer, for the first sale to occur; for largeesithe last dwelling may not be sold for
several years. Given this it is impossible for lehbsilders to make decisions about
future demand with an unqualified degree of cetyaidevelopment decisions are

taken under conditions of real uncertainty.
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Chapter Seven

Housing: Factors Of Supply And Demand

1. Introduction

This chapter examines general secondary data tor$abat are thought to affect the
level of output. Data from both the supply and dedhside are examined. Primarily
the concern was to determine if there were anyifssgnt differences in these data
between the regions that may help explain variatiaroutput. The choice of ‘factor’
has been guided mainly by the responses to theiguaeaire, but also with reference
to other theories and research identified in ttexdiure review. On the demand side
these include population and migration, employmemeéls and types, and income
levels and distribution. On the supply side housidimg land transactions and
prices, the volume of planning decisions and plagnielays as well as labour
supply and skills will be examined. The data présgrcompares and contrasts the
differences between the regions, how they havegdthbetween 1995 and 2002 and

begins to consider how they might influence housiatput.

The chapter is divided into six sections; the nexamines data on the three key
supply-side factors land, labour and capital. ka tthird section demand-side factors
are examined, the choice of many of these was duimethe responses to the
guestionnaires. In the following section both newd aecond-hand house price data
for is examined. In the fifth section a more detilexamination of the East and
North West regions. This mirrors the examinatiordentaken in chapter four re-
examining the data from sections two, three and fougreater detail. The final
section summarises the finding and makes some widing observation with some

hypotheses that are examined in further detaihapter eight.

2. Supply side factors

This section examines national and regional datéherfactors of production: land,
labour and capital. Land as an input is differestt iousebuilding, than for other
forms of production. Rather than being used asfeit¢the manufacture of products

that are then distributed to the market place, lendonsumed by the process of
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production and cannot be reused, at least notanshort-term, output is therefore
locationally fixed and cannot be moved if demanseligps elsewhere. Given this
housebuilders view the availability of land muchtire way other manufacturers
might view other raw materials such as steel or Bile availability of land for

development will be considered from a number ofpectives, firstly the volume

and cost of land being traded for residential degwelent. Secondly, as it potentially
has a considerable effect on the regional variaimnhousebuilding and was
identified by a significant number of respondentshte questionnaire, planning, both
in terms of the volume of permissions and the spdedhich decisions are made.
Other raw materials are consumed in the constmuaifohousing but these, for the
moment will not be considered here as they were flegged up by the

guestionnaires and are assumed to be in suffigepply. Although there may be

short-term supply issues if demand were to increadeenly.

In terms of capital this analysis will be limited tinancial requirements only as
housebuilding is in the main a labour intensivedpiciion process with relatively
few automated procedures and as widther raw materials any mechanical
equipment or processes are assumed to be in suffisupply as they were not
flagged up by the questionnaires. Unfortunatelyaricial data on some areas of
house-builder activity is commercially sensitivedatimerefore not published. The
collection and analysis of this data would theelftgonstitute a separate research
project. As a consequence the analysis here wilirbiged to general market data

such as interest rates with a further discursiayais in later chapters.

As the availability of labour with the requisiteilids both manual and managerial, is
probably the other key factor of production, agaientified by a considerable
number of questionnaire responses, it will be atergid in some detail. As a factor
of production, however, it is reasonabtyobile and its potential to help explain

regional variation in output may be limited.

Development land supply— in response to the questiowhat long-term variables
are considered when setting production tar@etshe majority of respondents
identified land-supply/availability as a key issukable 7.1 shows the average

number of plots sold annually. This figure was gated by dividing the number of
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hectares sold for residential development by theraye density for each region;
these were reported iHousing Statistics 2003There are some limitations to this
data; firstly it only records sales of sites of famr more plots. However, as major
house-builders are unlikely to purchase sites uttdsrthreshold it should not affect
the general conclusions of this project. Secorttily,data is based on all sites known
to be for residential development, but excludese¢hwhere the area was not known.
This may have some effect on the strength of therences made from this data as
any land that is purchased speculatively, for examptside the current Local Plan
and away from the boundaries of current residergtialas. This long term land
banking may eventually feed into the system and mat have been picked up by
this data set, although it may be reasonable tonaesghat the ‘error’ from this is on
average the same in all regions and thereforeelagive volumes is useful. Thirdly,
“transactions are reported, on average, about ninekseafter the completion of
sale. The lag between agreement of price and cdioplgaries considerably, but
about three months is believed to be tygi¢@IDPM, 2003). The effects of this lag
will be considered latefhere were no sales recorded for London in 2001280@.

Table 7.1 Additions to residential building land sbck
Average plots per yedPlots per 000 population

East 8,885 1.67
East Midlands 9,875 2.38
London 984 0.19
North Eas 3,990 1.57
North Wes 9,340 1.38
South East 9,329 1.18
South West 15,711 3.22
West Midlands 6,117 1.16
Yorks & Humber 8,109 1.64

Source: ODPM (2003)

There has been considerable annual variation ingtlantity of land transactions,
whether measured by hectares or plots, which iarpnising given its lumpy nature.
The third column in table 7.1 shows the numberlofspweighted by population, in
the same way as completions were in chapter fcus dllows some comparison to
be made between the rates at which developmentisabding replaced. The only
region in which it is being replaced faster thais ibeing depleted is the South West,
the figures for which may be distorted by two yesrsvhich the volume of land

transacted was double the average. Of the othemggexcept London, the shortfall
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is anything from slightly under a third, in the E&&dlands, to just over a half, in the
South East. London, as always, seems to suffer tonditions unlike those in any
other region, which will make it unwise to applyteame generalisations that hold

for other regions.

There is an important caveat that must be congsideteen using these figures, as
they do not take account of the stocks of land thate in place before 1995;
although it does seem unlikely that there was &cserfitly large surplus being held
in eight of the nine regions that house-buildengehizeen able to cover a shortfall of
fifty per cent per year for eight years. It is mdilely that there has been some
under-recording of land transactions. This will dmnsidered further when data for
the East and North West are examined in more détai$ data should offer a useful
insight, the previous caveat aside; into housedeuilexpectations about future
demand in certain regions as development land septe a key input into the

development process.

Table 7.2 Average annual land price increases
Average increase

East 20%
East Midlands 13%
London 19%
North Eas 13%
North Wes 13%
South East 18%
South West 14%
West Midlands 12%
Yorks & Humber 7%

Source: ODPM (2003)

Table 7.2 shows the average annual increase inifgolend prices between 1995
and 2002. The regions can be divided into threeggpthe first group, centred on
London and with clearly the highest average growmtHand prices, are the East
(20%), London (19%) and the South East (18%). Tde®isd group contains all of
the remaining regions, with the exception of Yoiksh& Humberside, where the
average increase is between twelve and fourteenceet, with Yorkshire &

Humberside by comparison at a modest seven per Again these are likely to
reflect housebuilders future expectations of demand growth in house prices,
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although they will also reflect the availability &nd suitable for development and

the current levels of demand for housing.

Planning decisions and delays- this section looks at both the volume of planning
decisions (acceptances and rejections) and plarideigys’, i.e. the proportion of
applications that are decided within the eight #mdeen week periods. Table 7.3
shows the average number of planning applicatidvas were granted per year
between 1996 and 2002 (no published data for 196 faund) weighted again per

thousand head of population.

Table 7.3 Average number of applications granted @96-2002)
Per 1,000 population

East 23.4
East Midlands 204
London 16.3
North Eas 14.8

North Wes 15.6

South East 25.2
South West 27.6
West Midlands 17.0
Yorks. & Humber 17.1

Source: ODPM - Live tables

The highest relative level was recorded in the BSo\est, as with the volume of land
transacted, at 27.6 permissions per 1,000 headmilation. The South East, East
and East Midlands form the second group with betm@&@4 and 25.2 permissions
per 1,000 head and the remaining regions rangeeleeti4.8 and 17.1. There are
some significant limitations to this data howevEitstly, the figures include all

planning applications, many of which will be by Ilseholders requesting

permissions for alterations and extensions to iexjsproperties. The question is
whether it is reasonable to argue that this idyite be a similar proportion in each
of the regions and therefore comparison betweemellagive levels is meaningful or

not. In addition there is no data to confirm oresthise that those applications which
are for new housing have a sufficiently similar ragge, in terms of the number of
dwellings. It is probably unwise, therefore, to makny strong inferences, or draw
any definite conclusions, from this data. Howevisrapparent correlation with land
transactions is worthy of further consideration aswiggests that it may be

representative of the relative level of applicasion
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Although the speed at which planning applicatioresdecided should make little or
no difference to the total output within a regi@ayrticularly in the longer-term, as
any ‘delays’ would be scheduled into the projecthimysebuilders, it is considered
here briefly as it was cited by a number of questere respondents. Table 7.4
shows the percentage of applications that wererdbcepted or rejected within the
Governments eight and thirteen week target peridtiese figures do not include

those applications on which no decision could bdenéor example, those that were
referred back to the applicant for further claation.

Table 7.4 Speed of decisions on applications (192602)

Applications granted

% within 8 week$6 within 13 weeks

East 65 85
East Midlands 65 85
London 59 79
North East 68 89
North West 64 86
South East 64 84
South West 64 84
West Midlands 64 85
Yorks & Humber 61 82

Source: ODPM - Live tables

There is little variation between the regions, agaith the exception of London. The
North East has the highest level of decisions wittie two target periods, three
percentage points above the nearest. The restydngl Yorkshire & Humber and
London, are within two to three points of each othérkshire & Humber are on
average three points behind the main group, withdoo three points further adrift.
The similarity between the regions and allowing towuse-builders ability to
‘absorb’ delays within the development process satgthat the explanation of
regional variation in output is not likely to be agesult of differences in planning
delays, with perhaps the exception of London whédrehas already been
acknowledged the conditions are unlikely to be simio the rest of the country.

That is not to suggest that the time taken to gianning permission does not add an
additional cost to the development.

Financial capital — Although the cost and availability of finance watd by a

number of respondents to the questionnaire theme i®gional variation in cost and
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availability is more likely to be dependant upoe firm in question. It is unlikely
then to affect the regional levels of output unlédss need for external funding
effects a particular group of housebuilders, foaragle smaller firms, and that a
greater proportion of the output of some region$rasn that group of firms. As
house-builders use ‘residual’ pricing for developiland any increase in the cost of
finance could be absorbed in lower land pricesgaiing, to some extent at least,
any regional variation in the sensitivity of outpatfinance costs. There is also some
evidence that some house-builders do not factémerfull cost of land holding (see
for example Gerald Eve and Department of Land Eopnol992). The cost of
finance is more likely to affect the demand for siog and this will be considered
further later in this chapter. The Bank of Englé&nade rate between 1995 and 2002 is

shown in figure 7.1.

Figure 7.1 Bank of England base rate (1995-2002)
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Source: ODPM (2003)

Labour supply and skills — The availability of labour with the requisite ki both
manual and managerial, were identified by a nundieguestionnaire responses.
Figure 7.2 shows the average regional unemploymates between 1995 and 2002.
Whilst this gives an indication of the ‘pool’ of glus labour available to support an
increase in output, it does not give any indicawdnts skills base. So whilst there
may be a theoretical surplus of labour, there ignaication whether the ‘surplus’
has, or is willing to gain, the appropriate skiits support any increase in output.
Given the relative mobility of labour it is unliketo be a significant determinant of
the regional variations in production. However, réhedoes seem to be an
approximate correlation between unemployment agobnal levels of output, which
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suggest that this may be a demand-side factorrrétha a supply-side one and will

be investigated further in the next section.

Figure 7.2 Average regional unemployment rate (1998002)
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3. Demand side factors

This section examines regional data on the fadtwat are likely to affect demand.
As with the supply side these will be either thosentioned in the questionnaire
responses or identified in the literature or ottemearch. They include population
and migration, employment levels and types, andnre levels and distribution. It
will re-examine some of the factors consideredectisn 2, as these have a possible

dual effect.

Population and migration — as the primary purpose of a dwelling is to previd

habitation, although in some areas the demandefmrsl homes may be a significant
factor, the first factor to be considered in théstgon is changes in population and
household numbers. Figure 7.5 shows the changesé&et1995 and 2002. London

has had the strongest growth over the period alvarage of almost one per cent per
year. The remaining regions can be divided intedhgroups: firstly the East, South

West, South East and East Midlands growing betv@ek¥ and 4.1%.
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Table 7.5 Change in population (1995-2002)

Average number of new
% change 1995-2002 households per year

(000s)
East 4.1 11.2
East Midlands 3.1 6.6
London 7.2 271
North East -2.3 -3.2
North West -0.9 -3.1
South East 35 14.2
South West 3.8 9.6
West Midlands 0.9 25
Yorks & Humber 0.5 14

Source: ODPM (2003)

The second group are the West Midlands and YorkshiHumber where growth
has been almost neutral for the period at 0.9 abdd3pectively, and the North East
and the North West with negative growth (—2.3% a@®% respectively), although
the change in the North West is very small and effoee almost neutral.
Unsurprisingly the growth in the average numberhofiseholds matches these

changes in population allowing for the differencepopulation sizes.

Table 7.6 Average household size (1995-2002)
Average size% Change

East 2.39 -0.05
East Midlands 241 -0.04
London 2.28 -0.02
North East 2.35 -0.06
North West 2.39 -0.05
South East 2.40 -0.05
South West 2.36 -0.05
West Midlands 245 -0.04
Yorks & Humber 2.37 -0.02

Source: ODPM (2003)

The demand for new housing from population growghtranslated by average
household size and moderated or accentuated bygeban this. Table 7.6 shows
both the average household size and the percerdlagege in household size
between 1995 and 2002. There is only a small diffee between the regions in
terms of average household size; London has thdeshaverage, at 2.28 and the
West Midlands the highest, 2.45. Although therenly a difference of 0.17 between

the two regions this equates to a need for an dhirty thousand dwellings per
million head of population.
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Changes in population are driven by two main fa;toratural growth (births less
deaths) and migration (both international and netgponal). Although the effects of
migration are contained within the overall popuwatifigures, shown in Table 7.5,
difference in the sources is likely to have andciffen the type of housing demanded.
For example, it seems reasonable to suggest teatdemand for private owner
occupied housing from internal or interregional ratgn is at least equal to the
proportion of owner occupied housing for Englanttetnational migration is less
likely to display the same consistency. In Londimm,example, there is a high level
of net inward migration; a number of these will foem the international business
community who will require the flexibility of priva rented accommodation. Others
may be political migrants who have little wealthincome and will require social
housing. If the mix of migrants varies regionallyist may explain some of the

differences observed.

Figure 7.3 Average annual migrations
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Figure 7.3 shows average internal, internationdl @&t migration for 1995 — 2002.
As before the region can be divided into two geingraups: the first with both

positive internal and international migration ovitle period. Again this group
includes the East, the East Midlands, the South &as$ the South West. London is

included in the second group this time, due toigant negative internal migration,
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along with the West Midlands, North East, North Wesd Yorkshire &
Humberside.

The picture is different if we look at the figurks ‘net’ migration, shown in table
7.7. Here the division of the regions into soutktean and north-western groupings
returns. The first group all have strong positie¢ migration, London returns to this
group by virtue of a high level of net inward intational immigration more than
offsetting the high level of negative internal nagon. The remaining north-western
regions all have low levels of internal and inte¢ior@al immigration, which in all
except the case of Yorkshire & Humberside, resuld inegative net overall figure.
The significant difference once again in the figufer London are probably due to
its status as a capital city, and probably inflemndoth the type of dwelling
constructed and the ownership characteristics alyspl but this is not a question that

is being directly considered by this research mtoje

Table 7.7 Net migrations

000's

East 24.36
East Midlands 14.46
London 21.05
North Eas -2.58

North Wes -3.20

South East 29.92
South West 32.66

West Midlands ~ -0.91
Yorks. & Humber 2.52
Source: ONS (2003)

Interest rates — Whilst there is no regional variation in intdreates, other than
possible small differences offered by local buitdisocieties, there is likely to be
differences in the levels of exposure between reggigigure 7.4 shows the average
annual mortgage rate, which fell from 7.83% in 199%5.03% in 2002. This fall will
have had a greater effect in regions where the cdtmortgage advances to incomes
was highest. In this case as the cost of borroviatlg those households with higher
advances to incomes ratios would find that they aadrger nominal saving on
mortgage payments. The question is whether thiddvoe translated into increased
demand for new housing, higher house prices ongbamation of the two.
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Figure 7.4 Average annual mortgage rates (1995-2002
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Table 7.8 shows the average mortgage advance arse lpoice to income ratios for
the UK. It increases from 2.14 in 1995 to 2.36 02 So whilst the cost of
borrowing is falling borrowers are increasing tmeoant of their borrowings, which
suggests that households prefer, during this peatddast, to use any surplus from

lower interest charges on increased mortgage adganc

Table 7.8 Mortgage advance and house price to incamatios
Mortgage Price

1995 2.14 2.95
1996 2.14 2.95
1997 2.15 3.05
1998 2.18 3.03
1999 221 3.19
2000 2.26 3.33
2001 2.30 3.34
2002 2.36 3.60

Source: ODPM (2003)

The ratio of new house price to income over theéogeincreased from 2.95 in 1995
to 3.60 in 2002. As the ratio of new house pricentmmes increased faster (twenty-
two per cent) than the mortgage advance to incatie (ten per cent) this suggests
that at least some of the increase in borrowinigeisig absorbed by higher prices.
Whether this was due to unresponsive supply or gfast more general increase in

prices for all housing will be considered later.

Economic activity and income —the second group of factors most likely to affect
the demand for private sector housing in Englanéngloyment and income, as
these will affect household ability to obtain amgpay mortgages. Table 7.9 shows

the average employment, unemployment and econoctiidty rate for each of the
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English regions between 1995 and 2002. The rage@fomic activity includes both
those in and those seeking employment; the gradigay from London can be seen
again is these figures. Although looking at thaseemployment alone London falls
in the middle of the range as is has the secorftesigevel of unemployment.

Table 7.9 Economic activity rates
Employment Unemployment Economic

rate rate activity rates

East 61.8 4.9 66.8
East Midlands 60.4 55 65.9
London 59.0 8.5 67.5
North Eas 52.8 8.8 61.6

North Wes 56.3 6.6 62.9

South East 63.3 4.5 67.7
South West 60.0 4.9 64.9
West Midlands 58.4 6.7 65.2
Yorks. & Humber 57.4 6.7 64.1

Source: ONS, Labour Force Survey

London aside the south-east/north-west divide ¢tsmlze seen in the unemployment
figures, this time with the levels rising towardsetnorth-west. The East, East
Midlands, South East and South West all have aboeeage employment rates and
below average unemployment rates, the reverse liniegfor the West Midlands,
Yorkshire & Humber, North East and North West. Lonchas both above average
employment and unemployment rates. Possibly réfigch need for greater

household income to meet higher living costs, iditig housing costs, in the Capital.

Figure 7.5 Average annual earnings 1995-2002
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Figure 7.5 shows the average annual income oftifa- employees between 1995
and 2002. The south-east to north-west gradiergpgeated with London the highest
at almost £24,000 per annum, falling to just urflef,000 in the North East. As with
employment the East, East Midlands, London, Souwatst Bnd South West all have
average annual incomes for the period above thdidgbngegional average and the
West Midlands, Yorkshire & Humber, North East andriN West are all below

average.

During informal interviews with house-builders prio the questionnaire being sent
it was suggested that the type of employment iagion influenced the decision to
develop; this was also cited in the responses ¢odinestion on the differences
between the North West and East of England. Fomeley areas with a higher
proportion of the workforce employed in banking dmdncial services rather than
manufacturing were seen as a good indicator ofdéutiemand for new housing. It is
presumed at this stage that this focus is drivenlifigrences in income levels and
general strength of the sectors. Table 7.10 shbevsetative levels of employment in

the manufacturing and construction, financial anditess services and public
sector.

Table 7.10 Employment by sector
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% % %
East 19.3 22.3 19.1
East Midlands 18.7 24.1 14.2
London 9.8 19.5 33.0
North East 22.4 30.0 13.4
North West 21.0 26.1 16.2
South East 15.3 22.5 23.2
South West 18.8 26.1 16.9
West Midlands 24.2 24.3 19.6

Yorks. & Humber 23.0 26.1 14.2
Source: ONS: Labour Force Survey

The highest level of manufacturing and construceomployment was in the West
Midlands at twenty-four per cent. All of the nonthegroup of regions have above
twenty per cent of employment within this sectdneTremaining regions, excluding
London, have between fifteen and nineteen perioghe sector, with London below

ten per cent. Again we see the north-western/seakern divide or gradient.
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Unsurprisingly London has the highest proportioneaiployment in the financial
and business services sector at thirty-three per ¢de South East is the only other
region that stands out form the rest at twentyelper-cent, the remaining regions
range between thirteen and nineteen per cent. dtik-western/south eastern divide
is less clear except perhaps in a more concentfated around London and the
South East.

There is no evidence of the south-east/north-wégtlel in the proportions of
employment in the public sector other than to ribt# London had the lowest level
and the North-east the highest; reflecting perhthpsrecent government policy of
moving some of the administrative functions awagnfrthe Capital for various

policy reasons.

It would appear from the data in the previous s&cthat household are inclined to
utilize at least some of any increase in their déspiole income on housing, up to a
pre-determined limit, rather than save. Therefdtejs worth examining any

differences in regional incomes as they may leadifferences in regional demand

or prices.

4. House prices

Average prices for both new and second-hand dvgsllim England increased
steadily between 1995 and 2002, shown in figure@oéh having more than doubled
by the end of the period. New prices, however, w@rage increased faster doubling
the gap between the two. They rose from an aveddgeighty thousand at the
beginning of the period to one hundred and sixgpethousand in 2002, whereas
second-hand houses increased from an average tyftsemen thousand to one
hundred and thirty-eight thousand. However, thepad take no account of the mix
of dwellings being sold. If house-builders were Ithnig and selling a higher
proportion of detached houses than being sold seband, as they might be
inclined to do as the return per metre squaredgisen for detached houses than for
terraced and semi-detached houses, then the averiageof new dwellings would

be biased.
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Figure 7.6 Average dwelling prices (000s) 1995-2002
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On average, new dwellings have a price premium seeond-hand dwellings. The
exceptions to this occur where the ‘average’ nevellimg is a distinctly inferior
product. Table 7.11 shows the average premium &w dwellings in England
between 1995 and 2002. As figure 7.6 shows thiseased rapidly from 18% in
1995 to 29% in 1998 after which it evened out befialing again in 2002 to 21%,
just above its 1995 level. Here again it must meembered that these figures are not

adjusted for mix and may therefore not give an esteuaccount.

Table 7.11 Premium for new dwellings (1995-2002)

Year Premium
1995 18%
1996 24%
1997 24%
1998 29%
1999 29%
2000 30%
2001 29%
2002 21%

Source: HMLR (Bespoke data set)

Table 7.12 shows the average annual price increaisal dwelling types between
1995 and 2002. London shows the strongest aveedgeof growth at 26% for new
and 20% for second-hand. The remaining regions stimaller new house price
increases with the South East, South West and Aaglia with average annual
increases of seventeen per cent. The West andMidi&tnds had average annual
increases of fifteen and fourteen per cent resgalgtiThe North West at twelve per

cent and both the North East and Yorkshire & Hundiezleven per cent. This data
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are reflective of theipple effectoften observed (Cook and Thomas, 2003; Drake,
1995; Meen, 1999). In all cases, except the Soast &d South West, second-hand
houses increased by one to three per cent lessyermage, than new house prices. It
iIs London again which is out of line with the otlregions, showing the greatest
growth in the average difference between new asdrngehand dwelling prices, at
6% it is double the best of the others. This mdlecea poorer quality generally in
the stock leading to a stronger demand for newihgus a distinct difference in the
type of dwelling being built.

Table 7.12 Average annual price increase

New  Second-handifference

East Anglia 17% 16% 1%
East Midlands 14% 13% 1%
London 26% 20% 6%
North 11% 8% 3%

North West 12% 10% 2%
South East 17% 17% 0%
South West 17% 17% 0%
West Midlands 15% 13% 3%
Yorkshire & Humber  11% 9% 1%

Source: HMLR (Bespoke data set)

Table 7.13 shows the average new dwelling pridetypks, as a percentage of the
average for all regions. Here again it is Londoat thows the largest gains relative
to the rest of the country. The northern trio a# thorth, North West and Yorkshire
& Humber show the largest relative losses withréraaining regions showing either
modest gains or losses. One observation of notleaisthe region with the highest
average number of completions (per 000 populatitie) East Midlands, has shown a
5% fall in its relative price. This measure does take account of the ‘mix’ of
dwelling types however. Giving rise to the anomalythe 1995 figures that the
average price for each dwelling type being highetoandon than for the South East
but the South East has an overall higher averagetduthe greater number of
detached houses being built at that time. Thess @tgrowth do not tally precisely
with the increases in dwelling prices and may hawere to do with future

expectations of house prices and demand; this issre that will be considered
later.
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Table 7.13 Relative prices 1995 & 2002
1995 2002

East Anglia 90% 94%
East Midlands 88% 83%
London 117%158%
North 84% 71%
North Wes 90% 77%
South East 1219427%
South West 94% 99%

West Midlands 93% 92%
Yorks & Humber 90% 75%
Source: HMLR (Bespoke data set)

5. A North West and East regional comparative

In this section a more detailed examination is nzeteveen the North West and East
of England. These two regions were chosen becausee tappeared to be a
significant contrast in their relative outputs (2dd 3.2 completions per thousand
head of population respectively). This section xamines the data from the earlier
sections in greater detail, including some longitatas well as spatial observations.
As with the previous sections the factors of praiung the supply side, are the first

to be examined.

Land transactions and prices— There has been considerable annual variatiomein t
guantity of land transactions. Figure 7.7 shows dhaual number of plots sold,
weighted by population in the North West and Ed€rmyland. As before this figure
was generated by dividing the number of hectarés feo residential development
by the average density for each of the regionsh Begions start at similar levels that
rise between 1995 and 1997. The East rises agdif98 before falling every year,
apart from 2001, until 2002. The North West by cangon falls every year after
1997, apart from 2000 and 2002, which is the omgrythat it is higher, in relative
terms, than the East. Both the North West and firash on levels marginally higher
than they started, but as observed earlier is Ildlgan the levels needed to replenish
the land being used in development at 1.38 and regectively. Although this does
not seem a large difference the output in the Bastld be twenty per cent higher
than the North West if they had similar size popafes. However, the caveats stated
in section 2 regarding this data continue to halol;as previously suggested it is

unwise to draw too many conclusions on the basikisfdata alone.
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Figure 7.7 Relative additions to land stock 1995-2@2
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If it is assumed that the average ‘error’, bothemnms of the stocks of land that were
in place before 1995 and the under-recording af lansactions, are the same, then
it is possible to offer some tentative hypothesgmrding house-builder expectations
during this period. For the first two years thempears to be an increase in the
demand for development land and then a slowengpbiway towards the end of the
period. This may indicate that there was an iniggbectation that the demand for
housing would rise earlier, which was either natlised or caused to change after

1997, and more strongly in the North West.

Figure 7.8 Annual land price changes
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Figure 7.8 shows the annual change in housing jmincgs for the North West and
the East between 1995 and 2002. Again, as obsavitadthe number of housing
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land transactions, the two regions follow similattprns but at different levels.
Initially lower growth or falling slightly and themcreasing strongly in the second
half of the period. This would suggest that thereaicommon factor affecting the
general pattern of change in land prices acrosgeifiens, with perhaps other factors

causing regional variations.

Planning decisions and delays Table 7.14 shows the average number of planning
applications that were granted per year in the IN@/est and East between 1996 and
2002 weighted by population. As before the numbepplications granted exceeds
the number of new dwellings completed for each ,ybat as with national data
include permissions for alterations and extensitin®xisting properties. In both
regions there is an upward trend across the pevittdthe East around fifty per cent
higher. It is not possible from this data to detewenwhether the increase is from

change to existing properties or from new housé&ling or indeed both.

Table 7.14 Number of applications granted per 000gpulation

East North West

1996 6.6 4.5
1997 9.1 6.1
1998 9.4 6.1
1999 9.6 6.3
2000 10.2 6.6
2001 105 7.1
2002 11.3 7.7
Mean 9.5 6.3

Source: ODPM — Live tables

The question remains whether it is likely to beirailar proportion in each of the
regions and therefore comparison between the velakevels is meaningful.
Therefore whilst it is not possible to make anysty inferences or draw any definite
conclusions from this data, however, when usedmunction with other data it may

add some ‘weight’ to an argument.

Table 7.15 shows the percentage of applicatiortsibee either accepted or rejected
within the Governments eight and thirteen weekdapgriods. Although the speed
of planning application decisions should be schedluhto the development by
housebuilders and therefore make no differenceéhéotdtal output any significant
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changes may have at least a short-term effect. sivtiie eight and thirteen week
averages for the North West and the East are sintiiss hides a dramatic
improvement in the North West against the eightin@enchmark. At the beginning
of the period sixty-two per cent of applicationsrevgranted within eight weeks, by
the end of the period it was seventy per cent. Aigh again it is not possible to
determine if these were householders requestingipsions for alterations and
extensions to existing properties or for new hobséding. However, if it was
assumed that the proportions remained constant ttiisnwould indicate that the
ability of house builders to respond to increasesiemand had improved in the
North West.

Table 7.15 Speed of decisions on applications (192602)
Applications granted

% within: East North West
8 weeks 65 64
13 weeks 85 86

Source: ODPM - Live tables

As the average speed at which decisions are maderyssimilar it is unlikely that
planning delays are likely to provide a significgairt of the explanation of regional

variation in output.

Labour supply — The availability of a suitably skilled workforeeas identified by a

number of questionnaire respondents. Whilst uneympémt figures may give an
indication of the ‘pool’ of available labour theigeno indication of the skills-base of
this pool. There is also a reasonable level of hitglmf labour in England with over

one million recorded interregional migrations in020 Although a number of these
will be local movements on the ground with some nequiring a change in

employment it does give an indication of the gehemability of the population. The

main limitation to any migration will be the incoméo cost-of-living ratio, i.e. the

workforce, it can be argued, will move providingeithstandard of living can be
maintained; in particular the cost of housing kel to be influential in this. The

supply of skilled labour may be considered fromeéhpositions, the total supply
nationally, regional differences in the incomesagt-of-living ratios and differences
in regional demand for those skills.
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Population — Between 1995 and 2002 the population of the &aBhgland rose by
four per cent compared to a fall of one per certhenNorth West. Figure 7.9 shows
the annual change in each region. However, as \theage household size fell in
both regions the number of households grew adduagper cent to the changes in
population. This gave a six percent increase tanthaber of households in the East

whilst the North West grew by one per cent.

Figure 7.9 Annual population change (North West andeast)
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Figures 7.10 and 7.11 show annual internal (wittie UK) and international

migrations for the two regions. The level of int@rmigration in the North West was
negative in all but 2002, whereas in the Eastnitai@ed strongly positive throughout
the period, which is unsurprising as outside of dam it had the highest average

annual growth.
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Figure 7.10 Annual internal migrations (North Westand East)
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The picture for international migration shows neagltrend, with both regions on
average net receivers of international flows betw&895 and 2002. During this
period over fifty per cent of population changepuoth the North West and East, has

come from internal migration.

Figure 7.11 Annual international migrations (North West and East)
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Economic activity and income —Figure 7.12 shows the percentage of the
population in full-time employment. Again thereaisimilar trend with both the East
and North West rising across the period, 2.2 ar@® [@r cent respectively.
Unsurprisingly, therefore, both regions see aifalinemployment, 3.4 and 3.6 per
cent respectively. Interestingly a combination bége figures suggests that the
proportion of the population that is economicaltyiee fell in both regions, over one

per cent in the East. This is possibly due to angbain the proportion of the
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population who are in retirement. As before theypears to be a commonality in the

trends but with different relative levels.

Figure 7.12 Full-time employment/ Unemployment
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As employment type was suggested during informahiews house-builders and in
the responses to the question on the differencegeba the North West and East of
England as a key indicator of demand. Table 7.1®wshthe relative levels of

employment in the manufacturing and constructiamrfcial and business services

and public sectors.

Table 7.16 Employment by sector (East and North Wés

Manufacturing
&Construction
Public Sector
Financial &
Business
Services

X
O\O

%
East 19.3 22.3 19.1
North West 21.0 26.1 16.2

Source: ONS: Labour Force Survey

Interest rates — Although there is no regional variation in intdreates there is
likely to be differences in the levels of exposbetween regions. Tables 7.17 and
7.18 show the average mortgage advance and prioedme ratios for new housing
in the East and North West. For both regions tiegare relatively stable between
1995 and 1998 after which they increase, with tiigedo incomes ratio showing the

larger increase, which is similar to the nationatyre.
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Table 7.17 Mortgage advance and price to income Table 7.18 Mortgage advance and price to income

ratios (East) ratios (North West)

Mortgage Price Mortgage Price
1995 2.18 2.97 1995 211 2.84
1996 217 2.98 1996 2.16 2.79
1997 2.15 2.97 1997 211 2.83
1998 2.16 3.03 1998 2.24 2.94
1999 2.22 3.26 1999 2.20 3.02
2000 2.31 3.59 2000 211 3.01
2001 2.36 3.56 2001 221 3.06
2002 2.49 4.01 2002 2.30 3.32

Source: ODPM (2003) Source: ODPM (2003)

The East sees the largest relative increases héthmortgage advance to incomes
ratio fourteen per cent higher and the price tomes ratio thirty-five per cent
higher by the end of the period, whereas the N@rést's increases were nine and
seventeen per cent respectively. This suggestsvinatre likely to see larger relative
increases in new dwelling prices in the East. Tdrgdr increase in the price ratio
would suggest that on average a smaller propodfaihe price is being borrowed.
Given that in most cases any ‘cash’ paid towardsctyst of a new house comes from
equity released from the sale of a previous hohisenmiight indicate that the number
of first-time buyers to has fallen over the perigkgain the ‘similar trends at

different relative levels’ is observed.

It would appear from data in the previous sectibat thousehold are inclined to
utilize any increase in their disposable incomehonsing, up to a pre-determined
limit, rather than save. Therefore, it is worth mxang any differences in regional
incomes as they may lead to differences in regidaealand or prices.

Figure 7.13 Average annual income
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House prices— Average new house prices in the North West anst Baglia
increased steadily between 1995 and 2002 (showfigime 7.14), however the
average price increased by one-hundred and eigipeecent in East Anglia whilst
the increase in the North West was eighty-two pamt,cincreasing the average
difference from five hundred pounds to just undeerity-seven thousand. Second-
hand housing saw a smaller per cent increase weprover the period in both
regions, one-hundred and twelve and sixty-ninegeeit respectively, but the price

difference, already greater than for new housingrgased to forty-thousand pounds.

Figure 7.14 Average new dwelling price for the Nott West and East Anglia
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The new dwelling price premium was double in thetNdVest over much of the
period. Both regions followed similar trends, remiag flat until 1998 then rising
and falling back by 2002 as with the national trehde greater difference between
new and second-hand prices in the North West &ylito be due to poorer quality in
the existing stock. Figure 7.15 shows the averagmjpim for new dwellings in the
two regions between 1995 and 2002. It must be rereesd that these figures are

not adjusted for mix and may therefore have a degfdias.
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Figure 7.15 New housing premium in the North Westrd East Anglia
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6. Summary and concluding observations

Supply factors — There was considerable variation in the quantty land
transactions each year. Based on these figuresnllgaegion in which development
land is being replaced faster than it is being etel is the South West. However, it
is important to remember that these figures dotalat account of the stocks of land
that were in place before 1995. It is likely tha¢re has been some under-recording
of land transactions that will account for the $fabl; but these figures offer a useful
insight into house-builder expectations about fitdemand if we assume that they

are at least proportionate to actual sales.

The regions can be divided into three groups whoakihg at prices of land for
residential development. The first group, whichludes London, the East and the
South East. The second group contains all of theamang regions with the
exception of Yorkshire & Humberside, which by comgan saw on average
increases of half the rate of the second group.imAgizese are likely to reflect

housebuilders future expectations of demand andtgrm house prices.

The regions can again be divided into three gromben considering the relative
level of planning decisions. The South West, af wie volume of land transacted,
saw the highest levels. The South East, East astl Mallands form the second

group, with the remaining regions making up thedhgroup. There are some
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significant limitations to this data however, whigkere discussed earlier in the

chapter.

There is little variation between the regions widgard to the speed of planning
decisions with the exception of London and Yorksh& Humber, which was on
average three points behind the main group, withdoo three points further adrift.
The similarity between the regions and allowing towuse-builders ability to
‘absorb’ delays within the development process satgythat the explanation of
regional variation in output is not likely to be agesult of differences in planning

delays

The availability of labour with the requisite skillvas identified by a number of
questionnaire responses. Whilst unemployment fgyugwe an indication of the
‘pool’ of surplus labour it does not give any ingion of its skills base. Whilst there
does appear to be an approximate correlation betweggonal unemployment rates
and levels of output, however, this would appeabdca demand-side factor rather
than supply-side, which is unsurprising given tetive mobility of labour. There

may of course be a national shortage of approfyiakéled labour.

Demand factors— As with the most of the supply side factors pgapon growth
shows a general gradient from south east to ntirte.highest in London followed
by the East, South West, South East and East Midlarhere the growth has been
relatively strong. The West Midlands and Yorksh&rédumber slower growth over
the period, with the North East and North West withdest negative growth.

The picture with migration is a little differentgke the regions can be divided into
two general groups. The first with both positiveermal and international migration

over the period, the East, East Midlands, Southt Bad South West. The second
group, which includes London, along with the Westlsihds, North East, North

West and Yorkshire & Humberside, has negative iv@leand positive international

migration. Although the reasons for London showtliiferent characteristics from

the first group are likely to be different from ththers in the second group.
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Taking the economic activity rate as a proxy fa tlemand for employment’, i.e.
those in plus those seeking employment, the scaghte north-west gradient can be
seen again. Although London remains the ‘centrgra¥ity’ in this case by virtue of
the second highest unemployment rate, looking atsehin employment alone

London falls in the middle of the range.

Looking at average income levels the south-eastotth-west gradient is repeated
with London again the highest and levels falling/dods the North East, which has

the lowest.

During informal discussions with house-buildersvdas suggested that employment
types are a factors in deciding where to build. Exyytpent in manufacturing and
construction was higher in the more northerly ragjovhich seen in a more negative
light by house-builders. Employment in financiadadousiness services, which was
seen as more positive, is highly concentrated arduemdon particularly in the South
East. Whilst employment in this sector was not mhigjner than the average in the
East and South West these regions are relativaigresn commute to from London

and the South East and therefore likely to beffih this concentration.

House prices— Average prices for both new and second-handlohgslin England
increased steadily between 1995 and 2002 with,verage, new dwellings showing

a price premium over second-hand dwellings.

Perhaps unsurprisingly London shows the strongestge rate of growth in prices.
The remaining regions showing the south east tthneest gradient observed with
many of the other variables, indicative of tiygple effect At the end of the period

the difference in average house prices had incdebstwveen north and south; this
may have had some effect on labour mobility, anaeghat will be considered again

later.

The East and North West— Generally for all the factors examined the Easd
North West followed similar trends but at differinglative levels reflecting the
broad north west/south east differences observeddta for all nine regions. This

also mirrors the differences in output betweenréggons noted in chapter four.
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Chapter Eight
A Model Of Residential Developer Behaviour

1. Introduction

This chapter takes forward the findings of the lowsilder questionnaire and
synthesises them with theories of the firm developésewhere, predominantly
within post-Keynesian and Kaleckian literaturethe next section the findings from
the questionnaire responses are re-examined. Ehidome to pick out the key
behavioural characteristics that can then be usetkevelop a conceptual model of
residential developer behaviour. In particular,sidaration will be given to whether
each of the characteristics are a consequencesadrtironment in which the firms
operate or whether they are an attempt to influehee environment, although in
most cases there is likely to be feedback in thposipe direction. The possible effect
of these will also be considered on the ‘marketconte’, i.e. the number of new
dwellings completed each year.

The third section looks at theories of the firm eleped primarily within the post-
Keynesian and Kaleckian economic traditions but al8o consider ideas developed
within old institutionalist and behavioural themieThe basis and underpinning
assumptions of these theories will be considerdatl gpecific reference to the key
characteristics identified in the previous sectidhe fourth section looks at the
residential development process and the main feaiirthe residential development
industry. It considers some of the attributes thay model of a residential
development firm must accommodate; in particuldodks for evidence to confirm

the observations from the questionnaire and thiewesf theories of the firm.

The fifth section will provide a synthesis of the&idence gathered from the
questionnaires with the theories of the firm andesbations of the residential
development process in the previous section to Idpva conceptual model of
residential developer behaviour. This model willused in chapter nine to develop a
realist explanation of residential developer bebavand subsequently to answer the
research question explaining the relative regiowatiations in private sector

housebuilding. This model will also explain sometlud irrational behaviour noted
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in Monk (1999 p6). The final section of this chaptell provide a critique of the
model presented in the previous section, consigesame of its potential strengths

and weaknesses in explaining observed market o@som

2. Review of questionnaire evidence

In this section the questionnaire responses aexaalined to pick out and develop
the key behavioural characteristics at both tha fand industry level. It will look

specifically at each of these and considers whethey are as a result of
environmental and structural factors or whether taee more suggestive of firms
attempting to manipulate their environment. Howevas the firm/environment
relationship is a dynamic one, these influencesatenecessarily unidirectional and

it is expected that some feedback will occur.

The distribution of sample firms show a strong etation, based on output, with the
observed distribution in figure 4.11 showing all B registered housebuilders.
With around 50% of total output produced by the 1886 of firms there is strong
evidence to support a hypothesis that the houddibgiindustry in England is

tending towards oligopoly. The concentration of durction over time towards a
smaller number of large firms has been noted elsesyHor example Gillen (2004a)
and Wellings (2006). A number of hypotheses hawenbeut forward as possible
explanations for this phenomenon such as takeomads mergers in order to
consolidate land holdings (Hooper, 1994; Wellin2806). Further hypotheses will
be presented in section four of this chapter as iargued that this is a key
behavioural attribute of all firms (not only thasethe housebuilding industry) and is

an example of firms attempting to influence comuhis within their environment.

For most firms there was a stronger long-run foeut) growth of the firmandlong-
run profit being the key targets. This long-run focus is supga by responses to
other questions. This opens the possibility of lebusiding firms accepting neutral
or negative profitability in the short-term, as dpas there is the anticipation of
profitability ‘on average’ over a longer tradingripel or of future profits which
compensate for the current cost of investment gsds. This again is a key aspect of

the psychology of firms and will be discussed inrendetail later. This is likely, to
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some extent, to smooth out some of the peaks andhs in production as firm take
a longer view seeking to keep production ‘tickinged even when demand falls and
not always increasing output to correspond to demaareases. This phenomenon
has been noted elsewhere, for example, within lakocanomics where theories of
‘labour hoarding’ have been developed (Nickell, &@Bome of the responses to the
questionnaire also identified this need to ‘stabiliproduction; statements such as
the ‘requirement to grow pre-tax profits progressiveind “investor strategy and
profit targets are indicative of this.

As already noted the responses to questions oettaggting and decision-making
hierarchies support the hypothesis of Ball (200%t tthe benefits of size over
managerial diseconomies of scale reach its limihatregional level. It is important
though to remember the caveats regarding acceptingnistrative areas as good
proxies for Housing Market Areas. However, thera gossibility that housebuilders
find these predefined areas useful terms of reterdhemselves as much of the
available data offiactors of demande.g. population growth, unemployment rates,
etc., are reported on this basis. Here then we hiree possibility of the
‘environment’ conditioning the structure. Alternadly of course it may be that the
‘regional’ structure of many firms is merely a cement configuration
administratively and that firms perceive demand atuch more local level, looking
at locations where there is a correlation of exgedtiture demand and available land

with the likelihood of planning permission.

The difference in responses between the two graafpgirms, @50 or more
completions per annurandless than 350 completions per annuparticularly the
factors influencing supply, highlight one of thevadtages that the larger group of
firms gain from increasing size. Most large firrdentify land-supply/availability as
the key long-term issue, whereas smaller firms weaoee likely to identify planning.
This demonstrates one of the advantages that ldirges gain from greater land
holdings. With a larger land holding firms are aetin all stages of the development
process simultaneously. They are continuously logkior and identifying new
development opportunities, applying for planningnpission, developing sites, etc.
This allows them to develop expertise in thesesavath employees specialising in

the different aspects of the development process.
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Smaller firms, however, tend to have a more iteeatievelopment process with less
opportunity for specialisation. This also leavesnthmore susceptible twld-upsin
the process, e.g. planning delays, where a sigmifidelay at any one stage of the
development process can significantly affect thie @& completions. They have
smaller land holdings with a lower proportion hayiplanning permission, which
means they are less able to take advantage ofasesein demand. However, just
over two thirds of all firms indicated that they w be able to respond to demand
changes in less than three months, which suggkatsniost firms are operating
below full capacity.The responses suggest that smaller firms are ugbater
pressure to develop land as soon as possible @itehase; this is probably due in

part to greater financial pressure identified iater five, section 3.

The majority of firms also identified ‘demand’ fact as important in setting
production targets. This suggests that levels ofmaitel, or at least firm’s
expectations of demand, will provide a significpatt of the explanation of housing
output. Thisdemand-siddocus was again identified by housebuilders wheked

about the differences in relative output between North West and East Anglia;
typically economic outlook, demographic changes emgloyment were identified.
When asked about their individual output supplyesidctors were more dominant.
In particular most firms identified labour supply as the most amant factor in

adjusting the rate of production.

The dichotomy between the perception as to theenites on output at an aggregate
level for a region, mainly demand factors, and itifeiences on the output of an
individual firm, mainly supply factors, is an ingsting one. It could be argued that
this implies there is little or no shortfall betwe¢he amount of new housing
demanded and that supplied, at least at some tdvabgregation. It would then
follow from the same evidence that although housklers may not see significant
shortfalls in aggregate output but at an individieakl, they would be prepared to
supply a larger proportion of the total if they hadcess to additional factors of

supply.

It does not follow from the preceding argument thatd’ for housing is necessarily

fully satisfied. As Oxley (2004, p19) argues theeéd for housing is a socially
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determined requirement for accommodation. A houselhmay have a need for
housing but not have the money to demand that hgisie. they are demand
constrained. This constraint is determined by tlemegal income and wealth
distribution of the population and the total suppfynew and second-hand housing.
The determination of price, and the affordabildf,housing is not a question that is
directly addressed by this research project, howgwdoes overlap the project and

will require some discussion.

Four key characteristics have been identified is $lection. Two of these, a stronger
long-run focus and differences in the perceptiams lehaviour of firms of differing
sizes, can be considered internal to the firm.ilt e shown later that the longer-
term focus, in particulagrowth of the firmis driven by the advantages gained by the
benefits of industry relative ‘size’. This behauiogives rise to the pyramidal
industry structure noted earlier in chapter foud &énom the questionnaire responses,
the third characteristic. The final observation tiee perception by residential
developers that the level of output, at a regibma| at least, is determined primarily
by demand-side factors. In section five these fkay characteristics will be
integrated into the conceptual model of residewmteadeloper behaviour.

3. Post-K eynesian and Kaleckian theories of the firm

This section considers a number of aspects of ig®of the firm developed within
non-mainstream economics. It looks at various tlespror parts of theories from
post-Keynesian, Kaleckian, old institutional andhddoural economics that can be
used to explain the key characteristics of residedevelopment that were identified
in the previous section. These ‘schools of though€re considered the most
appropriate areas of focus as their methodologipploaches coincide closely with

the realist methodology chosen for this researofept.

The primary objective of the firm has been the sobjf extensive debate both
within post-Keynesian and other non-mainstream aishof thought in economics.
Various goals have been put forward, for examptevgr’ (Galbraith, 1972; Lavoie,
1992), ‘growth’ (Eichner, 1979) and ‘long-run ptofiSkott, 1989). Lavoie (1992,
p99) contendsthat there is no reason to presume that differemid will behave
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identically, in pursuing their objectives and it can be argdadher that the
supplementary objectives of an individual firm magry both spatially and
temporally. Robinson (1977) argued that it is ingdole to reduce the motivations of
‘multi-dimensiondl organisations into a single objective or commast lof
objectives. The argument here is that the reasahthere is little agreement on
which of these is the primary goal is that they atesecondary to a further
overriding objective. The primary objective of &fims is its long-term survival, as
Galbraith, for example, argues ‘] any organisation, as for any organism, the goal
or the objective that has pre-eminence is the oggion’s survival (cited in
Lavoie, 1992 p100). Success in the pursuit of th@sen supplementary objectives
gives the firm some level of control over its eowment, which is crucial to

achieving this primary objective.

The reason a firm strives for ‘long-run profitatyilior ‘growth’ or ‘power’ is to gain

greater control over its environment, through iaflae over the market, its
competitors or the political and social structuttest it faces. By exercising control
over these the firm reduces the uncertainty itdamed by reducing uncertainty the

firm increases its chances of long-term survivalcértainty is defined as where:

“the probability of an outcome is unknown, whenualkle of an outcome is
unknown, when the outcomes that can possibly rdsuth a choice are
unknown, or when the spectrum of possible chogemknowr. [This can be
distinguished from risk]Where each choice leads to a set of specific outspm
the value of which is known, each outcome beingaa®d with a specific
probability’ (Lavoie, 1992 p43-4).

By reducing uncertainty it increases the chancestoflong-term survival. For
example, firms face uncertainty over the futureicast of their competitors. By
controlling a greater market share, the firm sekseduce the impact that other
firms may have on its activities and therefore timeertainty it faces over future

demand and land holdings.

Survival of the firm is also important to the emy#es as they face uncertainty over

replacement employment if the firm fails. It is aegl here that the current employees
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and shareholdemare the firmas it is currently constituted and have an intareshe
firm’s long-term survival. The managers of a firmvest’ time and effort in order to
develop the often very specific skills necessarjutther their careers; these can be
regarded as ‘sunk’ costs and may not be transietaldlternative employment. They
are therefore motivatedr’ making administrative decisich$o prefer ‘policies that
[favour the] long-term stability and growth of their enterprige those that

[maximise]current profits (Chandler, 1977 p84).

It has been further argued that ‘even if’ firms weble to amass all the relevant
information regarding future demand and the respomd their competitors to this
demand it is improbable that they would have thgndove ability to deal with it, a
concept referred to alsounded rationality(Simon, 1961). The idea of bounded
rationality is that although the intention is td eationally, often less than ‘optimal’
decisions are made due to the limited ability taaldwith all the available

information, which may also offer conflicting sigea

Faced with these two factors the argument is tinatsfdevelop strategies. These
strategies can, where the situation or problem ssmgple one, be simple rules-of-
thumb, routines or habits; alternatively for momanplex problems decision makers
may use a more procedural method, where probleare ‘decomposed in
hierarchical manner and tackled sequentiallizarl, 1995 p68). These strategies are
followed as long as the outcomes achieved are miotess satisfactory. When the
outcomes are unsatisfactory the rule-of-thumb,ineubr procedure is changed until
a satisfactory outcome is once more achieved.nbtgossible for the firm to know
which of rival strategies would have produced tbptimum’ outcome, i.e. a firm
cannot decide both to develop and not to develsipeaat a particular time in order

to compare outcomes, therefore, there is a tendem@rdssatisficingbehaviour.

“Managers ... seek a “satisfactory” route (satisfit®sed on several
objectives and constraints, and taking accounheflimited information

at their disposal. (Herbert Simon, cited in Beaud & Dostaler, 1995)

Firms base their expectations of future demand wrent levels of and trends in

demand. As Keynes wrote, “[firmspkubstitute for the knowledge which is
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unattainable certain conventions, the chief of Whig to assume ... that the future
will resemble the pas{The] usual practice is to take the existing situatiamda
project it into the future, modified only to thetext that[they] have more or less
definite reasons for expecting chahdeited in Meeks, 2003 p23). The greater the
degree of recent change, or instability, in demamdthe factors thought to affect

demand, the larger the degree of uncertainty fagetie firm.

Eichner (1976) identified four important characi&ds of the modern firm (Lavoie,
1992 p95), of which the observations that a firmarginal costs are approximately
constantand that itoperates in an oligopolistic industigre of particular relevance
here. For most post-Keynesian theories the firdhese is partly derived from the
use of an L shaped average cost curve. HoweverecKian theory adopts the
position that it is the short-run that is importartien deciding pricing and therefore
only variable costs are important, which gives azumtal cost curve. When either
of these are combined with the fact that most fiamesoperating below full capacity
results in firms gaining from constant returns tocals in the short-run and

potentially, in the long run, increasing returnsetale.

Kalecki (1954) in chapter Eost(s) and Pricesuggests that there are twardad
groups’ of goods in terms of the way in which prices aetednined. In the first
group prices arglemand determinedlrhese are primary goods (raw materials) in
which supply is fixed or slow to adjust, at leastthe short-run. In the house-
building industry ‘development land’ is the mostvaus example. The other group
is manufactured goods (Kalecki uses the term fieds goods’); where prices are
cost determinedt is Kalecki’'s model of pricing behaviour forishsecond group that

is of interest here.

Weston (2002) discussed the similarities betweededkés (1954) model of pricing
behaviour and that displayed by house-builders {seexample Gerald Evet al,
1992 and Golland & Thrower, 1999 for a useful exjms of these practices).
Whilst there are some differences between Kaleckiglel and the price setting of
the residential development industry there are atsue striking similarities and it
offers some useful insights into their activitiddark-up pricing is not new to

economics; such ideas have been discussed sincE8ts. Gardiner Means, an
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‘old’ institutionalist, in the United States dissasl the prevalence chdministered
pricing (Means, 1936), and in the United Kingdom Hall ahiitch’s (1939)
observation of full cost pricing are two early examples. Since then othease
examined the phenomena including Ahmed and Sca@8®3), Andrews (1949),
Blinder (1991 & 1994), Downward (1994), Lee (19861894), and Shipley (1981).
Although the concept is known by mangm de plumethey are all variations on a

theme, essentially cost-based pricing rules.

In Kalecki’'s model price fixing by the firm is deteined by average unit costs
(Kalecki refers to these gwime costy and the prices of other firms producing
similar goods. The model is formallyg = mt + np, whereu is the unit cost an®

is the weighted industry average price. The coeffits m andn “characterise the
price fixing policy of the firm"and the degree to which the firm is able to eserci
monopoly power, and importantiin the process of price fixing it will not be
assumed that the firm attempts to maximise itdtpriof any precise sort of manner”
(Kalecki, 1954 p).

Whilst this research project is primarily concernedh production not pricing
decisions, the model offers a useful starting pdiom which to consider how
differences in the size of firms and industry carcation may impact on production
decisions. Consideringp, pricing decisions of house-builders will depenbu the
degree of monopoly the firm has in the local markBbte higher the firm’s
proportion of local development activity, the gerathe degree of monopoly and
therefore the greater the control over pricingkakecki suggests,

“a firm [representing a substantial share of thetput] knows that its

price p influences the average prigeand that, moreover, the other

firms will be pushed in the same direction becausé price formation

depends on the average prige. Thus, the firm can fix its price at a

level higher than would otherwise be the cag&alecki, 1954 p)

Importantly decisions on pricing and output levéthsKalecki’'s model, are separate

administrative decisions. Price is set in relatmicosts and monopoly power; output
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levels are based on expectations of ‘normal’ demasdh post-Keynesian theory.
That is not to say that the decisions are complételependent but that they are not
an automatic response to changes in the otheralédki’'s model is to be used as a
basis for a model of housebuilder output theretaceinitial questions that must be
answered; (a) can the house-building industry befully characterised as
oligopolistic (Kalecki's model is based on this @sption); and (b) can differences
be observed in the behaviour of firms with diffdreglative levels of output? The
answers to these questions will be assessed imetttesection and section five where

the model of residential developer behaviour isetigped.

Thus if a firm controls a significant proportion tife available development land
within a local market area it is able to influeribe level of output in that area and
through this the pricing of new housing. An impattpoint here is that the degree of
monopoly control will also vary dependant on thab'stitutability’ between new
dwellings and those from the existing stock; ttetif there is a high degree of
substitutability between the two the degree of npatyis reduced.

The review of non-mainstream economic theories daklen here has identified a
number of important features that should be comsttievhen constructing a model
of residential developer behaviour. Critical to tthevelopment of the conceptual
model is an understanding of the ‘Keynesian’ uraety that causes firms to
develop strategies and conventions in order togatii this. Two of the features
correspond closely to the key characteristics ifledtin the previous section that
established the key behavioural characteristichefresidential development firm:
firstly the focus by firms on the longer-term anecendly the differences in the
behaviour of firms of differing sizes. It is arguétht advantages are gained from
relative size within an industry, particularly ieducing the uncertainty faced by the
firm. This behaviour gives rise to the oligopolsindustry structures that is the basis
for Kalecki’s model of pricing behaviour. The finabservation is the separation of
pricing and output decisions, where both are adstrative assessments based on the
longer-term strategies of the firm rather than mabc responses to changes in
market conditions. These features will be integtateo the conceptual model of

residential developer behaviour developed in sedtic.
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4. Residential development

This section looks at the residential developmeat@ss and considers some of the
attributes that any model of a residential develepinfirm must accommodate. It
looks for evidence of the structures, conditiond aehavioural attributes that will
confirm the observations from the questionnaire dredreview of theories of the
firm. In particular it seeks to confirm the existenof conditions of uncertainty and
strategies to deal with this.

Residential development can be divided into foagss; land purchase, design and
planning, construction and sales & marketing. Thet Itwo stages often run
concurrently where dwellings are sdicbm plan reducing the total development
time and the uncertainty faced by the residentaletbper and also improving cash
flow. These stages are broadly reflected in thermal structure of residential
development firms; this is more so in larger firmisere specialisation occurs to a
greater degree. Whilst the primary interest of tl@search is the outcome of the
residential development process, i.e. the numbepwoipletions for a location at any
point in time, because housebuilding is a processhich the sale of the completed
dwelling is the last in a series of ‘linked’ eveng understanding of each of the
stages, how they are linked and the potential effédeey may have is critical to
understanding the causal processes. It is thergieminent to consider how
decisions are made at these earlier points andgb&ntial impacts on the outcome,

in term of the volume of dwellings constructedttué development process.

The development process occurs ‘through time’ awdah individual firm can be
both a consecutive and concurrent process. Thébrign individual site it can be
thought of as a consecutive set of events stawitigthe land identification through
to the final sale of the dwellings. At the sameeimithin an individual firm each of
the processes may be occurring concurrently. Ehespecially likely to be the case
with larger firms where they have specialised sfadft are responsible for only one
stage of the process. There is also the need ros fto maintain cash flow and a
continuous development process will assist thisseOm site has been purchased and
the appropriate planning permissions have beenrmutdhe developer can vary the

speed at which a site is developed. It is poss$drl¢he developer to vary the number
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of starts, the rate of construction and therefoeerate of completions and therefore

the rate at which completed dwellings reach theketar

Land purchased for development is divided into tyees, strategic and current.
Strategic land is that bought for addition to aaleper’s land bank. It will be bought
with a view to potential demand at least two yelaemce and potentially much
longer, especially if it is outside the ‘Local Plarea. In some cases land is not
developed by the purchaser but sold to or traded ather developers; larger sites
are often built-out by several developers reduaingertainty. Current land is that
designated for development over a much shorter tionzon. It is much more likely
to be within the Local Plan area or in a locatibattthe developer feels they can
‘make a case’ for development. Here the average thom purchase to sale of the

completed dwellings is normally less than two years

Developers use residual valuation to determinent@imum price that they are
prepared to pay for development land (Oxley, 2028)pThis involves estimating
total revenue from a site and deducting all expmectests, including an allowance for
required profit. Once a suitable site is identiftbe& developer negotiates with the
landowner based on the residual calculation; thel fprice paid for the land will
depend upon local market conditions and the redabiargaining positions of the
developer and landowner (Oxley, 2004 p134-6). Factoch as current and expected
future house price movements and the level of ldemhand for both development
land and new dwellings will influence this (Gerd&de and the Department of Land
Economy, 1992).

When developers begin the design and planning stbitle process they are looking
on average at a time horizon of just over one yea@ompletion and sale. The level
of development activity at this stage is likelylt® heavily influenced by the current
levels of demand as well as expectations of fule@and. Their plans are of course
moderated by the current state of their land hgldind the anticipated time required
to gain planning approval. Any large increase @ mlamber of applications is likely

to result in increased planning delays as locahauties have fixed, at least in the

short-run, resources to deal with these. This oftads developers to view the level
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of planning approvals as fixed. It is not unusualdevelopers to allow four months

or more for negotiation with the planning authoatyd planning approval.

When starting the construction of individual prdpes developers are looking at
expected demand at a time horizon of about six h®td one year. Data from the
NHBC Private House-Building Statistic$2002) publication indicates that the
average time taken to buildfor the English regions was 10 months in 2001/02.
Again the level and quality of the land flowingontheir land banks and the rate of
planning approvals will moderate this; also the ilabdity of skilled labour,
materials and capital will have effects. The rateampletion of the dwellings will
reflect emergent demand, both in terms of salessates enquiries, and as before the
decisions made in the earlier land purchase anthplg stages and the number of

starts.

The *final’ stage of the process is the marketing aale of the completed dwelling.
This stage is often combined with the later phasfethe construction stage. This
‘selling from plan’ where the developer agreesgake with the purchaser before the
dwelling is complete, in some cases before thetoactton phase has begun, has two
benefits. Firstly, and most importantly, it reduddé® uncertainty faced by the
developer; in agreeing the sale at an earlier stageleveloper is better able to time
the development of the site. Secondly as the sall@ecur shortly after completion

the developer’s cash flow is improved.

The critical feature of residential developmentabbshed here is not just that
production occurs ‘through time’ as it does with &tpes of production or
manufacturing but that it occurs over an extendexiiod during which the demand
conditions can have altered significantly (Ball,969p28). As a result of this
residential development firms are faced with resdastainty over future demand; the
cost of financing unsold stock can be critical,ezsglly for smaller firms who do not

have ready access to the stock market.
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5.

A Theory of the Residential Developer

This section develops a conceptual model of res@edeveloper behaviour that

uses as a starting point the evidence gathered thhemuestionnaires, the review of

theories of the firm and observations of the redidé development process in the

previous sections. This model will be used in tlegtrchapter to develop a realist

explanation of residential developer behaviour toah to develop an explanation of

relative regional variations in private sector robsilding.

It is worth reiterating at this point the key charmistics and features that have been

uncovered in the preceding analysis as these wilthe main components of the

model. These are:

Expectations of future demand are based on cutes@ls of and recent
trends in demand and are modified to take accduay probable changes;
As production occurs through time residential depets face real
uncertainty over future levels of demand;

Strategies and conventions are developed and is$iathl to cope with
uncertainty;

The residential development industry is tending ams oligopoly and a
firm’s ability to realise its goals are affecteditg/relative market share.

In addition there are some key features of houamd)the housing market that must

be considered when developing a theory of the easial development firm:

There is a basic need for shelter, i.e. housing;
Housing is a durable good;
Housing is spatially fixed,;

The location as well as method of constructioregutated.

The durability of housing gives rise to two furtlieatures that are of importance:

There is a significant second-hand market.

Housing has an investment as well as consumptiactifan;
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Any theory must accommodate these features, andédfiects, if it is to provide a
robust explanation of the housebuilding process laank the potential to explain

spatial variations in residential development.

Although all goods take time to produce, the tinads@nd the locational specificity
of housing underlines the uncertainty faced by tésidential developer. As a
consequence of the time taken to purchase andajesaetite, residential developers
face a significant degree of uncertainty over tttere levels of demand (Ball, 1996
p28). Given this it is impossible for house-buikléo make decisions about future

demand with an unqualified degree of certainty.

A model of residential developer behaviour thengedse to incorporate these
characteristics and features, with current outpageld on expectations of future
demand, where these are some combination of réeesis and trends in demand.
These expectations are then moderated by the degvaach the firm is certain that
the recent/current levels of demand will continlienust include the strategic goals
of the firm, including the personal goals of thenagement team. Finally it must

recognise the potential for differences in behavlmtween firms of a different size.

The model proposed here is:

o0 =(&v) +(n0)

Where:
0 = The residential developer’s output;
£ = The expected level of demand;
v = Degree of uncertainty faced by the firm;
n = Strategic goals of the firm;
) = Industry weighted average output within a gil@zation.

The residential developers output)(is equal to the firms expected demare) (

moderated by the degree of uncertainty faced byittme(v). A ‘premium’ output is
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then added that is based on the strategic goalsedirm (n), which is moderated by

the firm’s industry weighted average outpat)(

The research aims did not set out an intentiorptrationalise the model, although it
may be possible to gather data that captures the faetors argued to influence
residential developers’ output and even to suggastonable proxies for some of the
behavioural variables. It is argued that it igl stillikely to produce useful results, as
there are significant data gaps for some of theehral variables and some of the
non-behavioural are likely to be considered toariomercially sensitive’ for firms to
disclose. As a behavioural model the purpose waeveal the motivating factors in
output decisions to assist in developing an expianaof regional variations in

output.

In this model current levels of and recent trendsdemand factors such as
demographic changes, income levels and distribuirdarest rates, lending policies,
unemployment levels and general consumer confidergether with recent levels of
demand enter through the firm’s expectations olrkitlevels of demandeg().
Demand expectations are the nucleus of the ougweld formation in this model in
which the other aspects act as moderators. Howéwerelative importance of the
demand factors will vary between firms and locagicas evidenced by the responses

to the questionnaire.

There are two aspects to the level of uncertaiated by the house building firm.
The first is the uncertainty over future levels dgmand, which increases as the
magnitude of recent change or instability in demdactors increases, reducing
future ‘predictability’. The second aspect of urtagtty is that of competitor actions.
This increases as the firm’s share of productiothiwia given location falls; as a
firm’s share of production falls the influence aingpetitors’ actions has a greater
impact, increasing uncertainty faced by the firm. the model the degree of
uncertainty is represented oy, which has a value between one and zero; where one
represents ‘absolute certainty’ and zero ‘no cafak’ in predicted demand. As

uncertainty increases the value @ bgcomes smaller and consequently(the

firms output) reduces.
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The second part of the modelg , is similar tonp in Kalecki’s pricing model. The

strategic goals of the firm are representechbys argued earlier these goals vary
between firms and may vary both spatially and temlpofor an individual firm. It

is further argued that the primary objective ofrenfis its long-term survival, which
is supported by other supplementary goals suchegrowth of the firmandlong-

run profit, which were identified from the responses to thesgionnaire.

The ability of the firm to realise the strategicatpis dependant upon its ability to
influence its local market conditions. This entdre model througho, which can
also be characterized as the degree of monopobmnin given location. For the
residential development industry the degree of mpohocan be considered in regard
to both the weighted average output within a gil@ration and the extent of the
firm’s control of the development land within tHatation. As development land is a
key factor of production and is locationally fixéddcan have a disproportionate
influence compared to the other factors; it is ¢fi@ene essential that it is included in
the model.

The impact ofno will depend upon the degree of monopoly the firas fin the
local market. As the firm’s share of local develag activity and control of
development land increases (ncreases), the firm enjoys greater market powdr a
its ability to realise its strategic goals enhanddse increased control over market
conditions has an additional benefit for firms &asalso it reduces the level of
uncertainty; as a result both and 0 increase and as a consequence the firm’s

market power increases further.

6. Critique of the model and conclusions

This final section of the chapter will provide atique of the model presented in
section five. It considers some of the potentigdrggths and weaknesses of the model
in explaining regional variations in market sechmusing production. In the next
chapter the theory of residential developer behavmesented here will be used to

explain relative regional variations in productiamd explain that these are a
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consequence of behavioural responses by firms torogrmental and structural

forces.

This conceptual model of residential developer bgha has been constructed by
synthesising primary data collected from surveypoeses with the analysis of
existing general theories. The model incorpordteseffects of uncertainty central to
much of Keynes’ work and develops further somehefitleas in Kalecki's ‘pricing’
model, in particular ipicks upthe idea that a firm adjusts its behaviour asnigsket
share changes. It assimilates Keynes’ theorieexjiectation'sor ‘animal spirits
(Dow and Hilliard, 1995) into the analysis of thengey responses and shows that
residential behaviour is not dependent on macramoan factors in a mechanical
sense, but that it is a more discontinuous andsiimdit response to stimuli, which is
heavily dependant on the context. The underlyingu@aptions do not deny that
spatially, price and new construction patterns temaverlap to a partial extent;
however, association is not the same as dependéntkee model a firm's output
involves an interaction between the uncertainty tnaexecution of own strategy,
the latter affecting the former recursively. Theeaer the power to influence the

market, the lesser the uncertainty faced by time. fir

Whilst the model does not have any direct inputftbe supply side these issues can
enter indirectly through the formation of demangentation or strategy and may
even influence the outcome via land-holding. Respento questionnaire survey
indicate that house-builders believe that the plameystem limits the overall supply
of land, affects the spatial distribution of deyeient and creates delays in the
development process. Comments suchoas ability to adjust production has been
mainly affected byour ability to securefhe right planning consents in a timely
fashion” (respondent 006) are typical of this. The argotmeere is that whilst the
there may be some short-term ‘distortion’ of outputterms of total volume, the
planning system is responsive to demand and platedong-term constraint on the
volume of dwellings constructed. Analysis of theesfionnaire responses indicate
that any short-term changes in demand can be meat frurrent land holdings,
although smaller firms may be able to be less nesipe.
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Research by Bramlegt al (1995) confirms this and suggests that even veithge-
scale additional land release through the plansiyggiem the increase in owner-
occupation would only be between 3-6%. They sugtiedtincreases in the release
of land are more likely to lead to reductions ie ttlensities of development than
increases in the total output. Although the striectof the planning system is
determined via policy, once in place it becomesogedous or part of the system.
Developers adjust their behaviour to the givenddétules’. If the planning system
delivered quicker decisions then developers wowddable to reduce their land
holdings, but it would not have an effect on theeleof long-term output, as this is

demand determined.
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Chapter Nine

Explaining Regional Housing Production: A Realist Rrspective

1. Introduction

This chapter provides a synthesis of the modebofk-builder behaviour developed
in the last chapter with the secondary data exasmime&hapter seven on the English
housing market and the factors that are hypotheéssanfluence demand and supply
for new housing. In the next section the modelesfidential developer behaviour
presented in chapter eight is reviewed and coredideris given as to how to move
from a micro model of individual firm decision maki to an explanation of the
observed output of all firms within a region. Tle#ldwing section explores in more
detail the aggregate data from all nine regionsgmted in chapter seven. It begins
to look for the factors that most closely correlatéh completions and how they
influence the level of output within a region. lecgon four the more detailed data
on the East and North West of England are examimetyding some temporal as
well as spatial observations. In the following satthe ‘causal chain’ is developed;
in this section the issue of ‘cause and effecttaosfronted and an explanation of
regional variation in private sector completionsamen 1995 and 2002 is argued. In
section six the model of residential developer beha is revisited and used to
explore the explanation of regional variations utput. The final section draws
together the evidence presented in the chaptercandiders the strengths and

weaknesses of the explanation offered.

2. Review of the model

The model of residential developer behaviour puivérd in the previous chapter is
one of individual firm behaviour. However, this easch seeks to explain regional
variations in private sector production in Englaiitde problem then is how to move
from a micro model of individual firm decision maki to an explanation of the

observed output of all firms within a region atam in time.

To do this each component of the model will be gasidered to see whether the

characteristic it attempts to capture can be apmiea more aggregate level; and if
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not then what modification if any is possible. Thesdeveloping of the model based
on an understanding of the motivations of individfians will create a general
model of industry behaviour, from which it will bpossible to move to an
explanation of regional output. This achieved a panson of regional outputs and

the determining factors will provide the answetfte research question.

In the model the firm’s output is represented dyFor the industry this could be

represented by o, or Zo, for a particular region. Data for these are awddand

examined in detail in chapter four, section fourtlué thesis. There are potentially
some problems of aggregation other than those derex already in chapter four.
As noted in chapter four some regions have larggruas of smaller dwellings such
as flats and maisonettes, whilst others have aehigiroportion of detached
properties. Whilst this may be as a result of dédfees in demand, such as a higher
proportion of smaller households or the availapiit development opportunities, it
is likely to distort the results of any analysis.

For example, two regions may have the same popalddut regiona has a mean
household size of 2.5 and regibra mean of 2.0. This would result in a demand for
dwellings twenty-five per cent higher in regibnthan in regiona. Therefore it is
necessary to weight the measure of output usetlignrésearch, completions per

thousand population, for differences in mean hooisesize between regions.

At the same time, although not directly addressethis research, the differences in
the type of dwellings developed are likely to be,sbme extent, influenced by the
demand for those types of dwelling. However, tHati@ship is not unidirectional.

In some regions where land available for residéwlgvelopment is at a premium,
for example London (see Table 4.6), the averagdlidgenay be smaller or more

flats and maisonettes are built; this in turn mayehan influence on household
formation. This will be both in terms of the numizerd size of households. Some
account of the probable effects of these will hevée made in the conclusions of

the research.
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The first explanatory factor in the model @gpectations, represented by . The
rationale for this was based on Keynes’ assertiah firms will base their output on
expectations of future demand and that firms asdhatethe past is a good indicator
of the future unless they have specific reasonsaficipating a different outcome
(Meeks, 2003 p23), such as a likely change in gowent policy. It is further
asserted here that this appliesttend changes as well as to constant levels of
demand. For example, if the recent out-turn has leeemall increase in demand
over the period then the firm’s expectation willtbat this will continue. According
to the model, firms see past levels of, or tremdsdemand as a good indicator of
future levels of demand. Therefore it is arguedehbat previous levels of, or trends
in, sales are a good indicator of future expeatatitiowever, it is not assumed that
firms automatically attempt to meet, or are capablemeeting, demand to the same
extent year-on-year. Other intervening factors imnflyence this. Given the ‘realist’
philosophy of this research, it is not suggested fgast sales can be used to predict
future levels of output, but rather the data canubed to develop eetroductive
explanation of output. The issue of a firm’s wigjimess and/or ability to meet current
levels of demand will be discussed further latethis chapter.

The second explanatory factor in the modainisertainty, represented by, which
reflects the degree of uncertainty faced by the.fiThe rationale for including
uncertainty in the model is based on the argumdet®loped in section three of
chapter eight and is drawn mainly from post-Keyaesliterature (Lavoie, 1992
p44). As with expectations, there are problems \aiffgregating individual firms
uncertainty. Again this is best overcome by lookfng a good proxy that can be
taken as reflecting uncertainty. However, it is iofgable that a singleariable can
be identified that will provide a close substitiibe, and capture the movements in,
uncertainty. It is more likely that a combinatiohaonumber of factors would be a
better indicator; it will be argued later thatstthe recent volatility in certain factors

that provides this.
The third variable in the model i3, the strategic goals of the firm. As with the ffirs

two variables this captures a behavioural charsti@rfor which no directly

comparable data exists. However, the responsdgtsurvey questionnaires provide
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a basis upon which a good proxy can be based. EaBlen chapter five identifies
two goals of the firm that were on average ratedhast important; these were the
growth of the firm andlong-run profit. These two motivations are closely related as
one of the ways in which a firm can increase itsfiptevels is by growing, the other
being to use current resources more intensely.odljh this may have the effect of
improving the rate of return rather than increasabgolute profit levels. Growth can
be achieved in two ways, firstly by increasing prciibn, i.e. building more
dwellings, which can be accomplished within currenarkets given sufficient
demand and factors of supply or by expanding i@ markets. The second option
is to achieve growth through acquisitions and mesgeis therefore argued here that
it is reasonable to assume that ‘on average’ fintischoose to increase production
given sufficient demand, or confidence in that dedhamerging, and the availability

of supply factors.

The final variable in the model ig, the firm’s industry weighted average output
within a given location. When aggregating all firméthin a region this variable
effectively becomes equal to one and thereforedoap of the model. However, it is
possible that the differing concentrations of prddwn within a region will affect
regional output. Unfortunately there is no publghdata on this, so the possible

effects can only be debated, although their pakatfect should not be ignored

There are three possible measures of expectati@s®db on output;starts,
completions andnet starts, all of which were examined in chapter four. Aatiog to
Gillen and Golland (2004) starts are a better iattc of the activity within the
industry as the decision to commence development e critical to a firm’s
survival, whereas the rate of completions can bedi to coincide with emerging
demand, which can lead to varying lag times betvwataris and completions. Each of
these reflects a firm’s expectations of demand ifierdnt timescales; starts at a
longer horizon, typically nine months, and comples at a shorter horizon possibly

less than one month.

As contended earlier, net starts, originally pragebby Ball (1983 p106-7), provides
a superior measure than either starts or compkebartheir own. The reason for this
is that it captures the level of ‘work in progressid as such whether residential
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developers expect future demand to increase orlfafiet starts’ is negative then a
fall in demand is expected, conversely a positiski® indicates the expectation of
an increase in demand.

The aim of this research is to explain completiang therefore it is pertinent to
consider those factors that are likely to affecesging demand. However, dwellings
cannot be completed unless they have been staxefdctors informing the longer

horizon in an earlier period must also be consilere

3. Explaining regional variations in output

As suggested earlier the choice of measure forihgusutput can depend on the
perspective of the user and the purposes for whiehinformation is required.
Chapter four examined a number of potential meastivat could be used in this
research. The specific measure of market housiadyation that this research will
explain is ‘completions per thousand head of paparia Spatially this will be done
at the regional level. Table 9.1 shows completjpeishead of population for each of
the English regions.

Table 9.1 Average private sector completions 1995@2
Completions per 000 head population

East 3.2

East Midlands 3.3
London 1.4
North East 2.4
North West 2.4
South East 2.6
South West 29
West Midlands 2.3
Yorkshire & Humberside 2.5

Source: Housing Statistics 2003

As there are population differences between regibngould be expected that, other
things being equal, the region with the largestytajon would have the highest
level of output. The rate ‘per head of populatiar@s therefore used to give relative
comparisons between regions, as there are sigmiftiferences in the populations
of the English regions. The average completiorsraéey from 3.3 in the East to less
than half that in London at 1.4. The East Midlahds a rate similar to the East, one
point lower, with the South West a further threenfolower. The following group

containing the remaining regions with the exceptadnLondon and have rates
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ranging between 2.3 and 2.6. The East and the N@dst provide a useful contrast

to each other and will be used as a case study late

The examination of the regional housing market sftbwome valuable contrasts.
However, these did not always reflect the northifsalivide that is frequently cited
as a useful characterisation. Overall a north-wesath-east grouping, with a line
drawn from the Bristol Channel to the Wash, appéwebe the most consistent. The
East and West Midlands are bisected by this anéctethe ‘instability’ of their
inclusion in one group over the other. In some sds®vever the differences would
be better characterised as a continuum radiatingfrom the South East. As a
consequence the East of England and the North jvesided a valuable case study
with which to examine the regional variations inrmaletail as in most cases they

fell into opposing groupings and therefore offerangseful contrast.

Chapter four presented data on output for the Badt North West of England
covering the period between 1995 and 2002. Althaihghtwo regions appeared to
trend together for most of the period they did sdifiering (proportionate) levels.
Two possible hypotheses are put forward as potestjalanations for this: firstly it
may be that there are two sets of factors at wanmlk; affecting the changes over time
in the level of output and the other affecting Spatial difference, i.e. between
regions. Alternatively it is a single set of factdhat affect the regions to different
degrees. There is also the possibility that boththefse are correct for different
variables. Factors can also be split into thosealathe same across all regions, for
example interest rates, and those that vary acneggons, for example
unemployment/employment rates.

Table 9.2 Mean household size (1995-2002)

Region Average size Index

East 2.39 1.01
East Midlands 241 1.01
London 2.28 0.96
North East 2.35 0.99
North West 2.39 1.01
South East 2.40 1.01
South West 2.36 0.99
West Midlands 2.45 1.03
Yorks & Humber 2.37 1.00

Source: Housing Statistics 2003
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Section three raised the issue of differing houkkhizes; Table 9.2 shows the mean
household size for each of the regions between 28852002. As noted in chapter
seven the mean household size for all regionsafglbss this period, however, it is
taken that the mean sufficiently captures thesengds for the purposes of this
research. In the final column an index of mean Bbakl size has been calculated,
which was calculated by dividing the average hoakkehize for the region over the
period of study (1995 — 2002) by the average hanldetize for all regions over the
period. This will be used to weight the average hernof completions per thousand
head of population for each of the regions withardgto the differences in mean

household size.

Table 9.3 shows the average annual private seotapletions per thousand head of
population for the period 1995 — 2002 weighteddifierences in average household
size. Weighting has changed the output in just divohe regions to a significant

extent. It has increased the relative output invitest Midlands to 2.5 and reduced it

in London to 1.3, which moves London further outioé with the other regions.

Table 9.3 Weighted private sector completions 19952002
Completions per 000 head population

East 3.2
East Midlands 3.3
London 1.3
North East 24
North West 2.4
South East 2.6
South West 2.9
West Midlands 2.4
Yorks & Humber 25

The next section will examine the factors influerycoutput. The choice of these will

be guided by the responses to the questionnainegwand they will be grouped

according to their effect. Previously, with regémdheir spatial effects, these factors
were grouped into those whose value varied by regamd potentially at other

spatial levels, and those whose value was fixeidmaty; these will be referred to as
regional andnational factors respectively.

Section three considered the way in which the maddhouse-builder behaviour

developed in chapter eight could be adapted framicao model of individual firm
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decision making to an explanation of the obserwggut of all firms within a region.

Each of the components was considered in turn armetevappropriate an approach
was suggested. For the model the output of a firrthe current year or period is
based on the previous year or relevant period and sould be argued that an
explanation of output within a region should use #ame starting point. However,
this research is concerned with spatial rather tearporal differences in output, so
for the moment the focus will be on differencesn@sn the nine English regions. In
the next section where the East and North Wesbmnsgwill be examined in greater

detail an element of temporal investigation willibeoduced.

This section considers further the factors sefrmghapter seven, examining whether
they have a contribution to make in terms of expig the regional variation in

output detailed in table 9.3. Demand-side factatsh& considered first as it is these
that determine the value of the first half of thedal (¢ —v). Firstly the data will be

examined to look for correlation between output dhd demand factors; their
theoretical inclusion will also be appraised. Otki@ngs being equal it would be
expected that there would be a strong correlatetmvéen the demand factors and

output.

Whilst relative populations have been used to wetigh regional measure of output
to enable a useful comparison to be made, growthopulation is an indicator of
new housing need, which given other factors sucknagloyment and income are
translated into effective demand. It would be exged¢hat,a priori, a higher rate of
population growth should be associated with a highte of completions; therefore
the expectation is for a strong positive correlatibable 9.4 shows the correlation
coefficient between the average annual number ofpbtetions and population
change for the period 1995 — 2002. Whilst the d¢oiefiit for all nine regions is weak
and wrongly signed with London excluded the relalup is signed as expected.

The ‘London’ problem will be considered in morealklater.

Table 9.4 Correlation between output and populatiorchangé

Correlation coefficient -0.168
(excluding London) 0.762*

! Throughout this chapter * and ** are used to derstatistical significance at the 95% and 99% level
(2-tailed) respectively.
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The contribution of migration, both internationahda interregional, to overall
population change can be significant, but varigg/een regions and within a region
from year on year. The correlation between net atign and completions gave a
similar result to that for population growth, 0.28d 0.63 respectively for all nine
regions and all regions excluding London. Howeitewas hypothesised in chapter
seven that the source of the migration, i.e. ietggonal versus international, is likely
to have an effect on the type of housing demandedwvas suggested that
interregional migration would predominantly generdemand for owner occupied
housing, whereas international migration would getee a demand for a higher
proportion of private or social rented accommodytighich to some extent may be
subject to astock-flow dynamic where inward migrants fill vacancies ocedaby
outward migrants with little or no net change ie gtock required. Table 9.5 shows
the correlation coefficients for completions/ingggional migration and
completions/international migration. Interregionaigration, as hypothesised, shows
a strong association with completions. This indisatthat the majority of
interregional migration movements are by owner-peens and they generate a

considerable proportion of the new demand for hausiithin a region.

Table 9.5 Correlation of completions and migration

Interregional International
migration migration

Correlation coefficient 0.915* -0.826**
(excluding London) 0.735* -0.369

The correlation coefficient for international migoa although strong is negatively
signed. This would indicate that international ratgyn does not generate significant
levels of demand for private sector housing and nmaylemanding alternatives

crowd-out owner-occupier housing.

The second group of factors likely to affect thended for private sector housing in
England is employment and income, as these wilcaffiousehold ability to obtain
and repay mortgageA.priori it is expected that the correlation between cotigie

and employment will be positively signed, althouggmay not be a strong as either
population growth or interregional migration asragortion of owner-occupiers are

‘cash’ buyers and do not, therefore, need to complth normal financing
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conditions. Table 9.6 shows correlation between metions and the average
employment rate for the English regions betweerbld®tl 2002. As with population
change the association is stronger when Londoxdisiged, rising from 0.34 to 0.60,
although the correlation including London is nobngly signed this time.

Table 9.6 Correlation of completions and employment
Correlation coefficient 0.339
(excluding London) 0.600

It would be expected again that the correlatiorwbeh completions and the second
of these two factors, income, should be positigdyned and of a similar magnitude
to that for employment as it affects the abilityexpress demand through the same
mechanisms. However, as can be seen from Tablié® &ssociation with income is
much weaker than for employment and wrongly signexkluding London it
becomes correctly signed but is still statisticallgignificant.

Table 9.7 Correlation of completions and income
Correlation coefficient -0.490
(excluding London) 0.309

The weaker relationship between income and congpletmay be as a result of the
differences in house price to income ratios, iighér incomes lead to higher prices
rather than to increased output. This will be coeed further later in this chapter.

There was an indication in chapter seven that hbugders see the type of
employment in a region as a good indicator of pmdémlemand. The example of
those employed in banking and financial servicéeerathan manufacturing were
cited. However, chapter seven did not find larg&edences in the level of
employment in these sectors apart from financidllausiness services sector being a
substantial employer in London and the West Midtahdving a slightly higher
proportion involved in the manufacturing and comstiion sector. Table 9.8 show the
correlation of completions with employment in thectors examined in chapter
seven. Thea priori expectation based on the findings from the sumygsstionnaire
would be that the coefficient fofinancial and business services will be of a
moderate magnitude and positively signed. The mwefft for manufacturing and
construction would be neutral or weak and negatively signed.tHa case of

160



employment in financial and business services tefficient is large and is wrongly
signed for all nine regions, but with London exdddit is small enough to be
considered neutral. Employment in manufacturing emdstruction by comparison
has a positively signed coefficient of moderatersgth for all nine English regions;
with London excluded is of a similar magnitude metgyatively signed, which is
closer to expectations. This suggests that eittierdata is insufficiently sensitive to
differences in the types of employment does notehavsignificant influence on
demand for private sector housing.

Table 9.8 Correlation of completions with employmehsectors

Manufacturing & Public Sector (%) Financial &
Construction (%) Business Services
(%)
Correlation coefficient 0.454 0.275 -0.698*
(excluding London) -0.508 -0.507 -0.021

The final demand-side factor to be examined is @quices. Again theory would
indicate that a strong positive association is etggk i.e. positive sloping supply
curve. Table 9.9 show the correlation coefficiefds completions and average
annual change in house prices for 1995 — 2002 cok#icient for all nine regions is
moderate but negatively signed; again with Londariugled the coefficient is of the
same magnitude but becomes positively signed, wikicloser to expectations. This
result is not altogether unexpected as many othelies have noted the inelastic
response to price increases (Braméeyl, 1995;Meen, 1996b). This issue will be

discussed in greater detail later.

Table 9.9 Correlation of completions and house pres
Correlation coefficient -0.514
(excluding London) 0.516

In all cases because London has significantly loleeel of output it acts as an
outlier skewing the results when it is included; the dffacomany cases is so severe
that it causes the sign as well as the magnitudthefcorrelation coefficient to

change.

This next section examines the association of cetiguls with supply-side factors;
again using data from chapter seven. The firstofaes the volume of land
transactions over the period. In chapter severetivese converted to average ‘plots’
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and weighted by population. It is expected that@ng positive association would be
found as land is a primary component in developnagt house-builders would be
expected to replace developed land at approximé#telgame rate as consumption in
order to maintain a stable rate of production. €aBl10 shows the correlation
coefficient of completions to plots transacted. eépected the coefficient is strong
and positively signed. However, this does not anshe question of which is ‘cause’

and which ‘effect’; this will be considered furthater in this chapter.

Table 9.10 Correlation of completions and plots trasacted
Correlation coefficient 0.773*
(excluding London) 0.578

The second supply-side factor to be examined isint@ permissions (unlike

chapter seven, land prices are not considereddutdater in the chapter). Again this
was weighted in chapter seven using population.wih land supply it was

expecteda priori, that the correlation would be strong and podyiwegned, as the

development process requires a steady supply dfvain planning permission and
that this would be a continual process. Table &haws that the association is
weaker than the land supply relationship, for aflenEnglish regions; this may be
due to the number of non-construction related appbns, i.e. those that are
householders requesting permissions for alteratiand extensions to existing
properties. Again the number of permissions canexteed applications and
therefore, again as with land supply, the questbnvhich is ‘cause’ and which

‘effect’ is raised.

Table 9.11 Correlation of completions and permissits granted
Correlation coefficient 0.555
(excluding London) 0.585

The third supply-side factor that is considerecehsrspeed of decisions as this was
cited by many of the respondents to the questioarsairvey. In chapter seven it was
suggested that to some extent house-builders videet@ ‘absorb’ delays within the
development process and therefore any explanafioegeonal variation in output is
not likely to be as a result of differences in pleny delays, with perhaps the
exception of London where it has already been asledged the conditions are
different to the other regions. They are also midkely to be more directly
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associated with housing ‘starts’. Given the sméfietences between most of the
regions thea priori expectation based on this would be that there Idhioa little
association between the speed at which permissaomsgranted and the rate of

completions.

Table 9.12 Correlation of completions with speed gfermissions
% within 8 weeks % within 13 weeks

Correlation coefficient 0.606 0.509
(excluding London) 0.092 -0.192

Table 9.12 shows the correlation coefficients fampletions and speed of
permissions. The coefficient f@ermissions within 8 weeks for all nine regions is
positive and reasonably strong compared to somer atbrrelations, although not
statistically significant; this is contrary to expations and may be picking up an
acceleration of output with some planning authesitnore willing or able to react to
this.

As the inclusion of London in the foregoing anadysaused the results to skew in
many instances it will be excluded from the follagiassessment. Of the ten
demand-side factors that were investigated for agason with completions only
three gave the expected result, population chamgerregional migration and
employment rate. These all demonstrated the stpmsgive correlations that were
expected, indicating that they are the importactdis in shaping the demand for
new housing. As interregional migration is a majonstituent of population growth
it is unsurprising that they both correlate strgnglth completions. Employment as
suggested earlier enables the ‘need’ for housingdotranslated into effective
demand and again it is not unexpected to find tlreng association with

completions.

It must be remembered at this point that it is #werage rate of completions,
population change, migration and employment over dlght-year period, 1995 to
2002, which is being considered. This will disgumany of the effects of the lags
that may occur between the changes in the detargifaictors and completions. It
will also even out some of theeaks andtroughs that may occur with temporal data.

However, given that a number of respondents togthestionnaire survey indicated
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that there was a tendency to increase oytpagressively year-on-year antb plan,
rather than in response to, potentially temporengnges in the level of demand it is

probable that there would not be any noticeabletdkan change in output.

The correlation between completions and internatiomigration is weak and
negatively signed. This indicates that in is nofaator in explaining regional
variations in output. However, it may be signifitan specific markets such as
London that has much higher levels of inward irdéional migration than the rest of

the country (see Figure 7.3).

The a priori expectation was that the correlation between cetigpis and income

should be positively signed. A higher level of ine@allows the need for housing to
be translated into effective demand. The associanas, however, weaker than
expected, which may be as a result of a ‘dual’ afiehere higher incomes lead to

higher prices rather than, or as well as, increasgplut.

Based on responses to the questionnaire surveyhichvhouse-builders indicated
that they see the type of employment in a regiom @®od indicator of potential
demand it was expected that the association beta@@pletions andinancial and
business services would be of a moderate magnitude and positivegyesil and that
the coefficient formanufacturing and construction would be neutral or weak and
negatively signed. For employment in financial &ndiness services the coefficient
was small enough to be considered neutral, wholsemployment in manufacturing
and construction it was moderate but negativelyesg It would appear from this
that employment type acts as more of a constrhart & determinant of new housing
demand, but to some extent a region’s relianceoti industries for employment

does appear to affect the relative levels of output

Theory would indicate that the association betweempletions and house prices
would be strong and positive, i.e. positive slopsupply curve where increased
prices signal to firms a profitable opportunity.eTtoefficient was positively signed,
as expected, but moderately rather than strong$pcisted. Although correctly

signed this was weaker than expected and may beesldt of the earlier suggested
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association between incomes and prices. This veéllifvestigated later in this

chapter.

The association between completions and all thrgeplg-side factors analysed
above produced the expected result. Both the nuoflererage plots transacted and
planning permissions granted were expected to hawmd, had, strong positive
correlations with the average annual number of detigms, as land with planning
permission is the primary component in developmamd house-builders would
require a steady supply at approximately the saate as consumption in order to

maintain a stable rate of production.

Whilst speed of planning decisions was cited by ynahthe respondents to the
questionnaire survey as a limitation to their &pito alter production rates this is
likely to be a short-term effect as house-buildmes able to programme the ‘delays’
into the development process. Ta@riori expectation was that any explanation of
regional variation in output is not likely to be agesult of differences in planning
delays and therefore there would not be a strosgcéstion between completions
and decision times. However, the coefficients fothbthe 8-week and 13-week
periods were stronger than expected. Possible mexipbens for this will be
considered later.

For all except house prices the demand-side fa@mrsexogenously determined.
House prices are determined by the level of supmigtive to demand and the
distribution of income and wealth. However, alle®rsupply-side factors are at least
partially, if not entirely, endogenously determind&the question of which is ‘cause’

and which ‘effect’ will be considered further laiarthis chapter.

London has a significantly lower level of outputdaacted as amutlier in the
correlations skewing the results when included wite other nine regions. The
effect was, in many cases, so severe that it catligesign as well as the magnitude
of the correlation coefficient to change. As obsérthroughout chapter seven and
has become apparent in this chapter London musthtd as a special case. Many
of the observed differences will be as a resultthed particular economic and

development conditions within the region due tosiztus as capital and as a ‘city
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region’. This imposes on it conditions unlike thosethe other regions, where the
type of demand and conditions under which developinend is available affects

production.

4. Output in the North West and East of England

This section examines data from the East and Néfdst of England in greater

detail, including some temporal data to improve stegistical reliability. Firstly the

observations on the output of the two regions fidrapter four are revisited. Table
9.13 shows the annual number of private sector éetiops per thousand head of
population for the two regions. Throughout the gtpdriod the level of completions

in the East remains above the English average6ofwilst the North West does not
achieve this level. In chapter four it was obsertlet the two regions appeared to
follow the same general trend but at differenttreéalevels of output. Two alternate
hypotheses were put forward to explain this. Thst,fithat there are two sets of
factors at work; one influencing the changes oimetand the other influencing the
spatial difference; and the second, that it isnglei set of factors that influence the
regions but to different degrees. A third couldaoeled to this, which is ‘both of the

above'.

Table 9.13 Private sector completions

East North West  Difference
1995 3.5 2.3 1.2
1996 3.5 2.3 1.2
1997 3.6 2.5 1.1
1998 3.2 2.5 0.7
1999 3.1 2.4 0.7
2000 2.8 2.4 0.4
2001 2.7 2.0 0.7
2002 2.9 25 0.4

As with the previous section the demand-side isestigated first. Bivariate

correlations were run to check for association ketwcompletions and each of the
demand-side factors. As the data now includes teahps well as spatial data it is
the ‘difference’ in the factors between regionst tisaanalysed, for example, the

difference in output between the two regions witl tifference in the employment
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rates. This will reveal any connections betweeffetdhces and changes in output

and the relative levels of the demand and supipfs.

Table 9.14 shows the correlations between eachhefdemand-side factors. The
reduction in the number of completions in the Eeet echoed by a fall in population
growth. In the North West the number of completioasiained more stable whilst
population change became positive. The differeretevden output and population
change narrowed between the two regions resultinga istrong positive, but
statistically insignificant, association. Whilsttenregional migration in the East
remained strongly positive throughout the periodhie North West it changed from
strongly negative to slightly positive, resulting the association with completions
being slightly weaker than with population changg &till positive. However, the
correlation between population change and inteoreji migration remained
significant (0.892**), which confirms interregionatigration as a major source of
population change. This indicates that the fathie differences in population change
and interregional migration were associated witfalain the difference in output

between the East and North West.

Table 9.14 Correlations of demand factors with annal completions
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The employment rate increased slightly faster i North West over the period
resulting in a one per cent fall in the differeletween the two regions, although the
rate in the East remained five per cent higher.hWitrelative improvement in
employment opportunities in the North West it wobhklexpected to see a fall in the
level of outward migration and therefore a reductio demand for new housing in
the receiving regions. However, as the fall in thigerence was not continual the
association with completions was weak. Average nme® in the two regions
increased steadily over the period, however, to&tir was considerably stronger in
the East resulting in an increasing difference eetwthe two. As a consequence this

resulted in a strong negative association betweidferehces in the level of
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completions and income levels. Whilst this findmgght be contrary to expectations,
as it would be expected that there would be movéntewards higher paid

employment, it needs to be considered in conjunctith changes in house prices.

House prices increased faster than income in begioms, which resulted in an
increase in both the mortgage and house pricectmmes ratios. However, as house
prices increased faster in the East the differemcatios also increased, particularly
house prices to incomes. As a result of the fathim number of completions in the
East the correlation coefficients are all strongbgative, i.e. the difference in the
number of completions between regions fell whihg tost, relative and absolute, of
buying increased substantially faster in the Edse substantially higher ‘real
increases in the cost of buying in the East aedyliko have been one of the causes in

the fall in output within the region.

Table 9.15 shows the correlations between eachhefsupply-side factors. The
correlation between land transactions (in plots(@9 population) and completions
is small enough to be considered neutral. Thioissarprising as given the volatility
in the data examined in section five of chapteeseat would not be expected to see

a strong association based on time-series data.

Table 9.15 Correlation of supply factors with annuacompletions
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The remaining two supply-side factors, land priaed planning permissions, both
show strong negative associations with completidausg price being statistically
significant. Land prices, like house prices, ineeghin both regions across the period
and similarly again they increased faster in thst Earee hundred and fifty per cent
compared to two hundred and thirty). Unsurprisingien land prices show a
stronger association with house prices than comoplet The relationship between
house prices and land prices will be explored &nrih the next section. The number

of planning permissions granted also increaseaih tegions and again faster in the
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East. However, as pointed out in chapter severethgsres include applications for
change to existing properties as well as for newshw. This wrongly signed
association might then be explained by an increasize number of applications for
changes to existing properties as it may be chdapdérouseholders to extend rather
than move. These figures may also be registerirfgllain the average size of
development site as government policy encouragedréhuse of brownfield sites

resulting in a larger number of smaller developra¢aking place.

This section examined data from the East and Nuvést of England. It was
observed earlier that the factors thought to sloajput in the two regions appeared
to trend together but at different relative levalshough output in the East ended the
period on a lower level whilst the North West fimsl at much the same. Three
hypotheses have been put forward to explain thithat there are two sets of factors
at work, one influencing the changes over time tredother influencing the spatial
difference; b) that it is a single set of factomatt influence the regions but to
different degrees; or ¢) a combination of ‘a’ abd Bivariate correlations were run
to check for association between completions amth @ the demand-side factors

using temporal as well as spatial data

As with the national data population change andratign were strongly associated
with completions. The correlation between populatamd interregional migration

remained significant confirming interregional migoa as the main source of
population change. However, the association betweempletions and employment
rates was not as strong as with the national da&strong negative association was
found between completions and income. The assonidbetween mortgage to
income ratios, house price to income ratios andséqurices to completions were
also found to be strongly negative indicating ttegt real cost of buying increased
faster in the East. This is probably the reasoritferfall in completions and therefore
the negative correlations with income and houseepri Of the supply-side factors
the correlation between land transactions and cetiopls was small enough to be
considered neutral. Whilst the association betwemmpletions and land

prices/planning permissions was strongly negafive results for all but population

change and interregional migration are not whatldibave been predictepriori.

169



However, when considered in combination a poss@Xplanation does begin to

form; this will be discussed further in the nexttsan.

5. The causal chain

This research seeks to explain spatial variationgrivate sector production at a
regional level. Several of the factors examinedsaction 3 demonstrated a close
association with completions; others, includingsthsuggested by the respondents to
the questionnaire survey, demonstrated weaker ctions. This section examines
the data again, this time to consider the possibdf interlinked relationships or
associations. To do this a causal chain needs ¢stabdlished so that the determining
factors can be identified and their contributiondetermining output estimated. As
developers adjust the rate of completions to matchmuch as possible emerging
demand it can be argued that it is a good proxefi@ctive demand. The factor with
the strongest association with completions is paput change, so accepting for the
moment that population change is the key determinamrrompletions/demand the
key determinants of population change must be ifiletht It has already been
acknowledged that interregional migration can dbaote above two-thirds to
population change; the second most important dauttsry factor is natural change,
l.e. births minus deaths. International migratienthe third and smallest factor to
contribute to population change. The importancthe$e factors does, however, vary
from region to region. In London for example thatibution from natural growth is
much higher than for the other regions and, asdlretated, whilst net migration is
small it is constituted from high levels of net @ntgional outflows and net

international inflows.

To assess the strength of association between gtepulchange and interregional
migration (excluding London) a bivariate correlativas run. The expectation was
that a strong positive association would be founderg the contribution of
interregional migration in most regions. The catiein coefficient for the two
factors is 0.874**; this confirms expectations. Apting this as the next link in the
causal chain the motivation for interregional migma, or, as may be the case, not
migrating, must be identified. The most plausibkplanation of this would be to

secure a higher standard of living. Generally twsuld be through improved
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employment prospects or higher levels of incomew&tt 2002b), both factors were

also cited by respondents to the questionnairesgurv

As before, to test the strength of the associatietween these factors and
interregional migration a bivariate correlation was. Population change was also
included in this for completeness. Tlaepriori expectation was that all of the
associations would be strong and positively sigribd; results are shown in table
9.16 (a flowchart containing the flows and coe#fitis can be seen in Appendix 3).
Apart from the correlation of income and interregib migration all of the

correlations are strong and positively signed, iconilg expectations. Whilst the

association between income and interregional manraf0.563) is not as strong as
with the other factors it is strong with populatig@680) and is stronger than its
correlation with completions (0.31). Interestinglhe association between
employment and population change was the strongki&.may be an indication that
higher employment levels encourage individuals twmtmigrate to other areas,
strengthening the effect of natural growth in papoh, in addition to attracting

migrants from other regions.

Table 9.16 Correlations with interregional migration
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Interregional migration -
Employment 0.727*
Income 0.563 0.818* -
Population change 0.874*  0.942**  0.680

The question now remains as to where the remaidegified factors, house prices,
land prices, land transactions and planning apgdics, fit into the causal chain.
House prices are likely to be influenced by the edactors as completions, i.e.
employment, income and population change. The fiivst of these enable demand

(population change) to become effective in the miaskctor.
To assess the strength of these associations dtivarorrelations were run between

these factors. The expectation was that all offdloeors would show strong positive

associations with house prices. Table 9.17 showsdhrelation coefficients. All of
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the associations were strong and positively sigoaafirming expectations. This
would suggest that it is a combination of thesedhfactors that determines house

prices.

Table 9.17 Correlations with house prices

[%]

Q

L

&

Q

2]

>

]

T
Employment 0.853**
Income 0.749*
Population change 0.878**

The strength of the association between housespacd completions was examined
in section 3 and was not as strong (0.516) as dtdwtors. However, given that
house-builders use a ‘residual valuation’ of depeient land it would be expected
that the association between house prices andpdnd to be strong. A bivariate

correlation confirmed this with a coefficient off@7*.

Many of the remaining factors mentioned above heedupply-side factors. Table
9.18 shows the coefficients for these remainingofac The association between
completions and land transactions and planningiegns is moderate but not
significant. As land with planning permission isetlprimary component in

development and house-builders require a contisupply in order to maintain a
stable rate of production a positive associatios wapected. However, given the
lumpy nature of development land it is not surpgsihat a stronger relationship was
not found. Whilst land supply and planning areha beginning of the development
process, they are a reaction to land being usddnnilhis explanation, rather than a

factor determining production, and therefore atehe of the causal chain.

Table 9.18 Correlations with completions
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Completions -

Land prices 0.453

Land transactions 0.578 -0.044

Planning permissions 0.585 0.587 0.548
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This section revisited the factors examined inisach to establish a causal chain
linking the determining factors. Using this procéssdevelop an understanding of
the possible underlying causal mechanisms. Befbee data was analysed for
associations between the factors a theoreticafigagion for the next causal ‘link’

was sought.

Many of the factors examined in section 5 demotexira close association with
completions; others, including some from the questaire survey, demonstrated
weaker connections. Starting with the regional llefecompletions the factor with
the strongest association was population changs.al$o ‘fitted’ theoretically as the
primary purpose of a dwelling is to provide a platdabitation. Of the components
of population change interregional migration cdnstis the largest proportion in
most regions, with natural change the second larg@stributor and international
migration the smallest. It was hypothesised that ghme reason for interregional
migration was for improved living standards, i.ettbr employment opportunities
and higher average income levels (Stewart, 200RImumber of the respondents to
the questionnaire survey also cited these facwimsfluential on the relative levels of
output. Analysis found that of the two factors, émyment and income, it was
employment that had the strongest statistical @sSme with interregional
migration. It was also found that employment hadsteong association with
population change, other than through interregionigiration, suggesting that these
areas generate a ‘gravity’ effect that also disages significant population

movement away.

It was hypothesised that house prices would beienited by the same factors as
completions, employment, income and demand (i.pulaion change). Statistical
analysis found strong associations with all thesgois, particularly with population
change and employment. From house prices the hekt was hypothesised to be
with land prices given that house-builders useidu valuation’ for land pricing.
The possibility of a link between land prices ane humber of land transactions was
also investigated, i.e. higher demand for land dpeassociated with higher land

prices, but this was not found statistically.
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The two remaining factors investigated in sectignbbth supply-side, are land
transactions and planning applications. As the laltween land prices and land
transactions was not established it was hypothédisat the link might be with

completions as land with planning permission is tm@mary component in

development and house-builders require a contisupply in order to maintain a
stable rate of production. The statistical assmmabetween completions and land
transactions and planning applications was founidetonoderate but not significant.
Given the lumpy nature of development land, andefloee planning applications, it
was not surprising that a stronger relationship waisfound. Also as indicated in
chapter seven the data for planning applicationsuldvanclude a significant

proportion of applications for alterations to exigtproperties.

A causal chain has now been established betweeriogment levels through

population change (in particular via interregionagration) to completions. Then

from completions to land transactions and planrapglications, there was also a
strong statistical association between populatioange and planning applications,
again possibly indicating an intensification of thiee of the existing stock through
alterations. Although land supply and planning ate the beginning of the

development process in this model they fit at thd ef the causal chain, being a
reaction to rather than a motivation for developm&oncurrent to this chain is
another that is linked at various points. Start@ggin with employment levels, this
time to house prices, partially through income Igvand on to land prices, with a
link between population change (i.e. demand) angsé@rices. The remainder of
this section uses this causal chain to examineldte from the East and North West

of England.

Employment or the expectation of improved employm@mospects powers
population change, predominantly through interregiamigration. The association
between population change and interregional migmatian be clearly seen. Inward
interregional migration remained strong throughth# period in the East and this
was reflected in population growth. In the North 3/enterregional migration
changed from strongly negative to marginally pwesitiwhich was mirrored in
population change. In the East employment incre§8d@%) driving the growth in
population (4.6%), although both fell slightly &etend of the period. In the North
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West employment also increased (3.3%), as a rpeplilation growth changed from
negative to positive (although it was 1.09% loweerothe period). In both regions

employment prospects were improving and therefopfation growth increased.

Population change is the primary driver for new ding demand (though not
necessarily demand for new housing). With substhptipulation growth in the East
throughout the period the demand for housing reethstrong and as a result new
housing supply (completions) remained above avei@gie country. The picture in
the North West was more complicated. Although papaih growth changed from
positive to negative, the supply of new housingaered relatively stable. A number
of respondents to the questionnaire survey idextifhe availability and price of the
existing stock in the region as an influence onettgwment. When demand for the
existing stock falls there are two main options,t@)demolish and rebuild with
(generally) higher specification and at lower deesj or b) to refurbish, again at
higher specification. During the first part of theeriod the former will have
dominated; either this or a considerable numbeproperties were unoccupied.
Towards the end of the period the price of the texgsstock will have fallen
sufficiently for refurbishment to become a viablation. It is reasonable to assume
that many of the demolished dwellings during thdieraperiod were unsuitable for
refurbishment. The new supply for the later perafdstronger population growth
would then have come from a combination of refurivients and new house

building.

Table 9.19 Demolitions by clearance order
East North West

94/95 22 885
95/96 25 694
96/97 7 698
97/98 21 353

Source: Housing Statistics 2003

The correlations concerning the differences indbmpletion rates and the demand
factors in section five highlighted the differeménids in the East and North West
regions. It is important to note that by using eliéinces the analysis picked up the
relative changes between the regions. As employment, @giemal migration and

population change appear before completions incthesal chain we can conclude

that it is the relative levels of employment that amportant in determining
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population change and therefore completions. Howesethe land transactions and
planning permissions appear after completions ey an ‘effect’ rather than a
‘cause’ of development and it is therefore the eission between completions and
these within a region that is relevant. However,stsed earlier the nature of
development land and data on planning permissioakemit unlikely that strong

statistical associations will be found.

Table 9.20 Correlations with income (East)

[%]
g g 2 ¢
s 8 = D-%
£ o S g £
g 2] o S 0 cEe
0 ] g 58 S5
£ T | a5 oo
Income - -
House prices 0.970** - -
Land prices 0.932*  0.990**
Land transactions 0.110 -0.079  -0.165

Planning permissions 0.908**  0.862* 0.806* 0.018 -

For the remaining causal links between income, @opsces and land prices
identified in this section the correlations coea#fits are shown in tables 9.20 and
9.21 for the East and North West respectively. ddefficients between these factors
remain strong, income with house prices 0.970 amasé prices with land prices
0.990, confirming the association. A caveat shdiddhttached to these, however, as
the data is likely to be non-stationary. There  association between land
transactions and any of the other factors. Howetleste appears to be a strong
association with planning permissions. Given thatnpssions do not correlate
strongly with completions it must be concluded tttadse are for applications for
changes to existing properties or the data is teyig) a fall in the average size of

development site as suggested earlier.

Table 9.21 Correlations with income (North West)

[%]
g g 2 ¢
s 8 = D-%
o o S 3 R=gg!
g 2] ° RN} EE
0 ] g 58 S35
£ T | a = oo
Income -
House prices 0.990** - -
Land prices 0.965**  0.989** -
Land transactions -0.077 -0.126 -0.229

Planning permissions 0.898** 0.903** 0.843* -0.057
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6. The model and explaining regional output

Whilst the intention was not to operationalise thedel it is useful at this point to
consider the main concepts of the model and inyaipossible correlations with
actual outcomes. This will bring together the tihe®of the firm examined in the last
chapter with evidence of firm behaviour from theesgtionnaire survey with data

relating to regional output.

The aggregate model for output within a region psmal in section 2 of this chapter
is S0, =(&,0,). This research seeks to explain regional variatimn production
measured by completions per thousand head of pigpulaherefore herezo,
represents ‘completions’ for region It was argued earlier that house builders base
their expectations of demand,() on past experiences of demand. On this basss it i

expected that there would be a strong associattweden completions this period

and sales in the same period last year.

Table 9.22 Correlations of sales with completions

g g, ¢

2 28 2 o

o oS0 K=l <]

2, 2% <£3f

s &% 58t

[GN)] O a Oad0o
East 0.572** 0.435* 0.329
East Midlands 0.495** 0.331 0.135
London 0.021 0.337 0.146
North East 0.624** 0.507** 0.440*
North West 0.357* 0.491* 0.092
South East 0.668** 0.545** 0.405*
South West 0.430* 0.052 0.191
West Midlands 0.566** 0.459* 0.285
Yorks. & Humber 0.487** 0.423* 0.160

The first column of table 9.22 shows the coeffitsefor correlations between sales
and completions in the same period for each of riime English regions. This
analysis is based on quarterly data from HM Landifey, for sales, and the ODPM
for completions. As house builders attempt to mantg level of completions to
emerging demand so that they reduce the level sbldnstock held, a strong
correlation between the two would be expected. linbat one of the regions,
London, the correlations were statistically sigrafit. Despite the distorting affects

on the data of the reporting delays and recordasgeas discussed in chapter four,
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which will have reduced the correlations, this iscamvincing indication that house
builders are reasonably successful in their attertgpimatch emerging demand and

reduce levels of unsold stock.

As stated previously it would be expected, basedhenmodel, that completions in
the current period would show a strong correlatiorsales in that period in the
previous year. The coefficients for correlationsAmsEn completions in periddwith
sales in period., are shown in the second column of table 9.22. &3s®ciation is
not as strong as between completions and salé® isame period. However, for six
of the nine regions it is still statistically sifjoant. The development process occurs
over an extended period and requires a high degfreenfidence in future demand
on the part of the house builder. During the intaixg period the level or trend in
demand may have changed; this will have affectedetel of starts, which will have
a knock-on consequence for output (i.e. complejiddsuse builders will not always
make the correct judgement and therefore it issuoprising that the correlation is

not stronger.

The second explanatory factor in the modglrepresents the degree of uncertainty

faced by the firm; this has a specific affect oa behaviour of house builders. It is
argued here that there are asymmetric costs fosehbuilders in making incorrect
judgements on output. The cost of under-estimatiigre demand results in lost
profit opportunities, although dependant on thesleand stage of work-in-progress
there may be a possibility to regain some of tBg. contrast the cost of over-
estimating demand will, at the very least, incaaficial penalties, as the investment
in the unsold stock has to be financed. This w8baeduce the cash available to
finance the purchase and development of other pieantially resulting in further
lost profit. However, holding large volumes of ulisstock for any lengthy period,
particularly when this is externally funded can smuconsiderable cash-flow
problems and may result in bankruptcy, as happemadumber of house builders in
the early 1990s (Wellings, 2006 p95-96). As a cqueace of this asymmetric cost it
is further contended that developers are likelyp¢ocautious in their estimation of

demand. This results in smaller numbers of dwedlinging built than might be sold.
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7. Conclusions

This chapter has established a causal chain beterm@ioyment and demand. The
first ‘link’ in the chain is between employment apdpulation growth. Population

growth, particularly that generated by interreglomégration, is strongly associated
with areas of higher than average employment ledéle strong correlation between
employment and population growth directly may bentifying a gravity that in

addition to attracting inward migrants also disem&s outward migration. The
increased rate of population growth creates higleenand for housing. At the same
time the increased levels of employment, partigiipugh income, and demand are

reflected in higher average house prices.

Private sector house building, predominantly fornewoccupation, is developed
speculatively, that is, house builders begin thecgss of development without
having first identified a purchaser for the endduct. Attempts are made to mitigate
this by selling from plan and timing completionsrte@et emerging demand, but a
significant level of investment must still be mdmkfore this stage of the process can
be reached. This is uncertainty over future leeéldemand if further exacerbated by
the significant time lag between initial investmemtd sale of the dwelling. This
uncertainty over the over future levels of demamdl dhe penalties of over-
estimation cause house builders to be cautiousein plans, which has consequences
for the volume of housing brought to market. Idiiiecreases in demand are more
likely to be met by rising prices than by highetpmu, with house builders reluctant
to increase investment and risk the consequencessoid stock. They are generally
contented to take the additional profits, partidyld the higher demand is sustained,

as it will result in increased land costs.

Earlier in this thesis the question as to whethlmmra were two sets of factors
affecting output, one affecting the changes overetiand the other affecting the
spatial difference, i.e. between regions, or whetheas a single set of factors that
affect the regions to different degrees. It haskestablished here that it is the same
set of factors but that their influence varies lestw regions and that this varies over
time due to differences in exposure to these. Tlaker relationship between

population change and completions found in the Bestlikely to be as a result of
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the differences in house price to income ratios;ghibstantially higher ‘real’ cost of
buying causing a fall in demand and therefore itpouwithin the region. However,

generally the higher levels of regional completidnstween 1995 and 2002,
particularly in the East, East Midlands and SoutlksYV are associated with and

explained by higher population growth.

The next chapter will assess the strength and aaptins of the research. It will
review both the methodology and methods used asgetf®e consequences for the
success of the research. The model developed rearlibe thesis will be assessed
and the consequences of this for both future rebeand policy. The final section
will provide an overall critique of the researchemtfying its strengths and

weaknesses together with future possibilities othfer investigation.
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Chapter Ten

Conclusions

1. Introduction

The purpose of this chapter is to consider the egquesnces of the chosen
methodological approach and methods employed. lit &so review the main
findings of the research and argue for a particutaderstanding of house building
firms and the house building industry. Finally illyresent the key consequences of
the findings of the research, both for future awsnof investigation and potential
policy implications of the evidence and conclusionise next section considers the
methodology and methods employed arguing that tlegséo a richer more holistic
approach that produced greater insights into botlsé building firms and the house
building industry. Section three presents the kajcames from the research. It
develops the arguments presented in earlier clsa@ed draws out the main
conclusions of the research and offers some reflexton the findings of the
research. The following section considers whathirtquestions and avenues for
research exist and how the understanding of thesdibuilding firm presented
affects key policy questions. The last section reffeome final reflections on the
research.

2. A realist per spective

It was argued in that the social world is complestisuctured, with changing causal
mechanisms underlying all phenomena being expextenor observed. To
understand the spatial variations in private selstrse building it was necessary to
discover the causal mechanisms that regulate ampestihe environment in which
house-builders function, and to understand how dduslders adapt to this
environment. However, the ability to theorise u@omd undertake research into, in
this case, the house building industry dependshenekistence of relatively stable
underlying mechanisms or processes. In an opelssorld these mechanisms are
not always discernible as they will vary throughdi and may be obscured by other

countervailing mechanisms or processes.
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Given that causal mechanisms are not directly eabée, occurring at theeal rather
than empirical level of reality, they must be identified usingnt@stives or demi-
regs, such as variations in relative regional owstpar correlations between house
prices and land prices. Based on an initial expilmmaof housing market secondary
data a number of hypotheses were put forward, itteé $election of which was on
the basis of explanatory power. Observation ofgpast or tendencies in the data, in
this case from a questionnaire survey and secorstarsces, were used to identify
and outline the causal mechanisms and processesseThources were then
triangulated with theory and a realist explanatiees developed that attempted to
capture the complexity of the data. The resultimgpty of the structures and causal
mechanisms shaping spatial variations in privatetoseproduction provides an
explanation of the observed levels of output.

The aim of this thesis was to develop an open systeory that provides a logical
explanation of market housing production. Initiglpbtheses were developed in
Chapters Five, Six and Seven from the questionrsireey results and secondary
data. These were revised and developed as thendataxplored in greater detail,
uncovering the factors that best explain the spasigation in production during the
study period. Given that it is argued that the leobsilding industry is part of an
open system there is no expectation that any fdroowering laws will be detected
and that any causal mechanisms will necessarilgonstant or unchanging through

time, only that they provide the best explanationtfie period being researched.

It might be argued that by using other inferenstdtistical techniques, such as
regression analysis, it might have been possiblaisocern the strength of the
influence of each of the determining factors aneréfore estimate their individual

contribution to output. This reductionist approacds rejected in favour of a mixed
methods approach, which it is argued strengthehedanalysis, providing a more
holistic explanation. The research recognized tiative benefits and hazards of
data collection using ‘stated’ and ‘revealed’ mekhobut in applying both it is

argued that a greater balance was created redti@ngpssibility of spurious factors
selection. It is argued that the triangulation o&liative and quantitative methods,
and theory employed were the most appropriate aattled the identification of a
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causal chain as well as developing a clearer utatetig of house builder

behaviour.

3. The house building industry and house-building firms

During the last two decades the house building strguand its impacts on the
economy as a whole has generated considerablécpablind academic interest (see
for example Bramlegt al, 2004; Bramley, 2007; Clapham, 1996; Mezral, 2001,
Stewart, 2002b). This is not only because of theichaeed for shelter but also
because of the economic and social effects on itierveconomy. House prices have
risen in real terms over this period having sigmifit consequences for wealth
distribution and labour mobility (Barker, 2004).i$hesearch sought to explain the
spatial variations in private sector house buildatga regional level. It did this by
firstly examining the housing market, both new a®tond-hand, and the house

building industry.

A number of interesting characteristics were ided firstly that there was an
increasing concentration of output within the indygGillen, 1994a; Wellings,
2006). Although there are still a large number @fywsmall house builders registered
with the NHBC many of these produce one unit os iesa year, building often on an
opportunistic basis where small sites become aMailaAt the opposite end of the
spectrum there are a small number of very largesédawilders who account for
around fifty per cent of new house building in ame year. Although the number of
such firms has also fallen slightly over recent atlss the share of output has
continued to increase as a number of the largersfinave merged (Wellings, 2006).
It is argued that this tendency towards a greabecentration in production must
benefit to the firms, otherwise there would be mzentive for firms to expand, either
by merger or through natural growth.

The second important characteristic identified withhouse building was the
significant time delay between the initial purcha$se¢he site and the confirmed sale
of the dwelling; this could often be as much as pears. An increasing number of
new dwellings are built for owner occupation; nollsndhe sale of these is not

agreed until the house builder has at least stdénedievelopment. Therefore house
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builders face the possibility that dwellings wilbtnsell, at least for some time after
completion. This highly speculative nature of thmu$e building industry creates a
high degree of uncertainty within the industry (BaPR96 p28; Barker, 2004 p104;
Leishmanet al, 2000). It is argued that these two key charactesisire fundamental

to understanding firm’s behaviour and thereforel&rmg the observed levels of

output.

In order to understand more of the motivations iom$ within the industry a
questionnaire survey was conducted. It was desigmedpture the key behavioural
characteristics of firm’s behaviour, in particularrelation to the two key industry
characteristics identified in the initial investigms. Two main features were
identified from the responses; firstly, most firinad a clear longer-term focus, in
particular long-run profitability and growth of thi@m. There are two possible
explanations for this, firstly a recognition thabst-run profitability may be difficult
to achieve consistently because of fluctuationsdémand. Secondly, and more
importantly, it is a clear indication that firms pect to be trading in the future,
supporting Chandler’'s (1977) premise the manageasfiom are motivated to make
decisions that promote the long-term stability mdwth of the firm rather than
those which maximise short-run profits. That is tesay that they do not wish or
need to achieve reasonable profit levels, theyMiast house-building firms, like
other firms, have shareholders who require a returrtheir investment; the price
they pay for their shares is based not on shorteturns but on an ‘income stream’
paid over time. There is, therefore, an expectakhioth on the side of the firm’s
management and the owners that the policies pumsilel@ad to long-term stability
and steady growth in the firm and its profits. Thé also be seen in some of the
answers to the open questions on the questionnaitieh have typically included
statements such as a ¥duirement to grow pre-tax profits progressively
(respondent 006) andtHis group has focused on sustainable growth infi{g'o

(respondent 001).

The impetus to achieve growth in firm size linkshe other main feature identified
from responses to the questionnaire survey. Theeebanefits to the firm in
achieving higher levels of output; analysis of Hugveys data suggests on average

three hundred and fifty units or more per annunthes point at which these are
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realised. Above this level the average answer rdiffdor a number of key factors.
Firstly, the relative size of land bank held ingeé to above that which is
technically required for efficient functioning ofi¢ house-building firm. Allowing
for planning delays an average of two years forwargply of land is required to
ensure uninterrupted production (Lee, 1999; Menaf02). Whilst two-thirds of
small firms hold less than this, the majority ofgler firms hold between three and
four years requirement. Although some of the laoldiing is required for the normal
functioning of the development process there isxaress held by the larger firms
over what is technically required. This ‘excesstlige, at least in part, to competition
for this resource. Although not fixed, land supyrelatively slow to respond to
increased demand in the short-run; this may beeiimg of site identification, the
negotiations for purchase, delay in the planningcess, or the response of
landowners in releasing land. The need to holdaefit land to ensure continuity of
production is a consequence of the uncertainty oftgure availability of
development land and the levels of future demanédasing.

The question of how the behaviour of larger firrmpacts on output is more difficult
to determine, but the difference in land-bankingctises are an indication that their
influence is likely to be disproportionate. Furthtére finding that there is a greater
likelihood of their responding to stimuli with paacchanges and accepting Kalecki’s
model of pricing, as this thesis does, then theustry price will reflect the larger
firms behaviour, at least in the longer term. Faareple, if larger firms are able to
increase their prices they will be able to pay ghbr price for replacement land,
unless smaller firms follow suit they risk beingiged out’ of the land market. Many
studies suggest that by increasing the availabdityland through the planning
system the price of land and housing will fall asduction increases; this thesis does
not subscribe to this view. House prices are dentetdrmined (Meen, 1996b). It
would take a significant increase in new housingpouto affect this as it contributes
only one per cent to the stock of housing and isnooe than a seventh of sales in
any one year (RICS, 2003; Oxley, 2004 p220-222% difiect of releasing more land
through the planning system would be to shift magaver away from landowners
to developers, as this would move the market furdiweay from a monopoly supply.
The consequences of this would be to reduce the afolnd to the developer,

dependant on competition in the particular locateomd the relative bargaining
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positions. The contention of this thesis is thawdauld neither reduce house prices

nor increase production significantly.

A second benefit of firm size was also identifi&maller firms were much more
likely to cite ‘cash-flow’ or ‘financial’ constrais as an inhibitor to increasing
production, both for starts and completions. Thiatiee importance of financial

constraints compared to the other determining facteas also higher for smaller
firms. Larger firms are likely to have greater a&axéo additional funding streams,
such as equity finance. Smaller firms by comparis@y have a greater reliance on
retained profits, as other forms of finance suchdabenture and other interest

bearing loans require repayment whatever the tgaciimditions.

Smaller firms were also found to begin developmanch sooner after purchase,
confirming both the availability of a smaller lanesource and the need to maintain
cash flow. Several of the smaller firms made commsaach as: “[wg never flex
production. We are a production line. Sales mutdeatever production producés
(respondent 017),Build team rarely told to slow. Growth is about ¢arplanning
and build not salés(respondent 022), Bottom up production target based on
available plots (respondent 022),Get in — Get on — Get du{respondent 024).
These findings confirm that house-building firmsingaignificant benefits from
growth. With larger land holdings, they are betpdaced to take advantage of
increases in demand, both in terms of having sarptapacity and having

development sites in a larger number of locations.

The factors cited most often by the questionnairgesy respondents as determining
individual firm production were predominantly supmide: land supply, planning,
labour availability and financial constraints. lhshalready been demonstrated that
increased size allows firms to moderate the effeftéand supply and financial
constraints. Much of the same reasoning can beeabfa planning constraints. The
responses to the questionnaire indicated that enage a larger proportion of the
land held by the larger firms had planning pernoissiagain bestowing greater
flexibility in production allowing firms to respondhore swiftly to increases in
demand. Planning has three possible affects onehbugding, firstly the speed at

which development can take place, i.e. by requiplagmning permission prior to the
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commencement of development a further stage iscattdthe process extending the
time taken to complete. However, house builders arath do build this into their

development schedules. This again is easier fgefafirms where they are more
likely to have concurrent as well as consecutiveettgments taking place and they

are also able to develop greater specialisatidasifs.

The second affect of planning regulation is theatmn and type of developments.
This was cited by one of the respondents to thetoqueaire survey suggesting that,
“the new planning guidance issued as PPG3 ... corttnels.. type of outlet and the
product ... which constrain demdn@espondent 012). However, it could be argued
that for most households a house in a less thaegbdocation is preferable to no
house. It is only then those that have sufficiesbime of wealth to afford additional

housing that demand will be constrained by this.

The final impact of planning regulation is its eff@n total output. This probably has
the most detrimental effect on supply. However,iraghe evidence from the
questionnaire survey indicates that larger houséddms have sufficient land
available with planning permission to increase patihn should there be sufficient
demand. For smaller firms, which cited planning stoaints more often, this is
potentially a limiting factor. However, increasirtge volume of land granted
planning permission would not necessarily increéise volume of dwellings

constructed.

The results presented here suggest that, whilssehdwilders complain that the
planning system limits the supply of land, in terafswhat is technically required
there is little evidence to support this, excepthpps in the case of the smallest
developers who do not have access to the finaresalurces of the larger firms and
are unable to maintain significant land holdingsmAre useful characterisation may
be that the total development land available idigaht in the long-run, but many
firms, although not all, would like a larger propon of this because of the
uncertainty over the volume and location of futdegnand. That is not to say that it
does not cause short-term delays as evidencedrbg sb the comments received,
“our ability to adjust production has been mainlyeafed byfour ability to secure]

the right planning consents in a timely fashidgnespondent 006). Although the
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structure of the planning system is determinedpabcy, once in place it becomes
endogenous or part of the system. Developers atljastbehaviour to the given set
of ‘rules’. If the planning system delivered quicldecisions then developers would
be able to reduce their land holdings, allowing tloe effects of competition for
development land, but it would not have an effattite level of long-term output,

which is predominantly demand determined.

Labour supply was the final supply factor citedrbgpondents to the questionnaire,
particularly in relation to the ability to increaee rate of completions in response to
higher demand. Unfortunately no data was found xamgne or verify this.
Comments such as th@vailability of labour/sub-contract trade labourpgloying
additional site staff (employed staff) i.e. finighiforeman, labourers et¢.” The
demands on finishing trades can be critical in pdapilbcations and “availability of
labour is becoming increasingly more importamtere not uncommon and there is
no reason to dispute these; Ball (1996 p33) has rad¢ed this cyclical shortage of
skilled labour.

In addition to the above supply side factors, tragamty of respondents cite demand
side factors as influential in output decisionsetastingly, in relation to the question
on output differences between the North West andt Benglia there was a
predominance of demand-side factors in the respondgereas (as noted above) for
the question of the individual firm’s output it wasainly supply-side factors that
were indicated. Most respondents cited both denfeetdrs with reference to current

output and expectations of demand when considéuinige output.

The next stage of the research examined secondsayod the factors hypothesised
to influence private sector house building. Theserewdrawn from either the

responses to the questionnaire survey or with eafay to the literature. The main
observation from this data was that most of theatedrside factors showed a general
gradient away from or towards London and the S&at (dependant on the factor).
If a line were drawn from the Bristol Channel te tivash then generally factors
such as population growth, inward migration, empient and income were highest
to the south-east of this and lower to the nortstwé less consistent picture

emerged from the supply side factors. There wts irariation in the speed at which
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planning decisions were made across the countrgpexor Yorkshire & Humber
and London, which were slightly slower. Howeverg tinumber of planning
permissions granted reflected the general regidisttibution of completions. The
volume of land transactions was very erratic andstjans were raised over the

completeness of this data, observations from teiewnconclusive.

Based on the observations from the data examinatige one of the research and
the responses to the questionnaire survey a nowneeptual model of house builder
behaviour was developed. The factors identifiethearesearch thus far, expectations
of future demand, uncertainty and firm size forntieel key elements of the model.
At the present stage of development it has not Ipessible to integrate the supply
side factors within the model. However, as theasdeis seeking to explain regional
variations in output and the evidence indicates dhahe regional level it is demand
that determines output and therefore the lack etigply-side was not considered

critical to the research outcome.

The next stage of the research analysed the d#targd in chapter seven. Using
bivariate correlation to verify association betwdba variables a causal chain was
established between employment levels through pdipal change to completions.
Therefore, during the study period, 1995 to 200ghér levels of completions can be
attributed higher levels of population growth, whitgself was driven by higher
employment levels either within the region in gi@stor neighbouring regions.
Given that home ownership is generally seen aftenum tenure movement to
areas of stronger employment growth creates betllémand and the ability to fund
purchases of private sector output. Although landpy/ and planning are at the
beginning of the development process in this madbdey fit at the end, being a

reaction to rather than a motivation for developtmen

The difficulty here as with other attempts to ursti@nd the development process has
been to capture the dynamic nature of the indu3ing analysis in chapters seven
and nine were somewhat static in nature, as musingeanalysis using secondary
data to some degree. Given that data collected &@@riod in time then aggregated

or taken from a point in time will then become egsdly ‘point’ data. This loses the
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dynamic nature of the events occurring, particylad in the case of house building

where the ‘parts’ of the process are occurring lootisecutively and concurrently.

One of the issues raised by this thesis is whathgate house-builders attempt to
fully satisfy demand, or whether the level of protion is set to conform to the goals
of the firm. This thesis argues that based on tleehof house builder behaviour
presented it is the goals of the firm that takecpdence. Evidence presented in this
thesis suggests that, to some degree at leasty leegidential developers are in fact
operating below full capacity, as Kalecki’'s pricingpdel also suggests. This is also
supported by the findings of Responses to the munestire suggest that generally
“production has tended to be adjusted in our indusbdr accord with demand, i.e.
market condition’s (respondent 006). Given that developers cannawkriuture
levels of demand and that the cost of holding uwhsibck is high, potentially
bankruptcy, it also seemmational to ‘short build’. This was also one of the

conclusions of the Barké&teview of Housing Supp{2004).

The second guestion of how the behaviour of lafigers impacts on output is more

difficult to determine, but the difference is lahdnking practises are an indication
that their influence in likely to be disproportiageaFurther, the finding that there is a
greater likelihood of their responding to stimulithvprice changes and accepting
Kalecki’'s model of pricing, as this thesis doe®rtlthe industry price will reflect the

larger firms behaviour, at least in the longer teRor example, if larger firms are

able to increase their prices they will be ableday a higher price for replacement
land, unless smaller firms follow suit they riskrxg‘priced out’ of the land market.

4. Futuredirections and consequences

This thesis has established the ‘means’ and theiveidor the short build thesis,
but proving the ‘crime’ may be more problematic.eQmay of testing the short-build
hypothesis may be to build a statistical modelhef =temand-side and compare this
with observed output levels at the regional andadronal level. However given the
availability and reliability problems with the datas is unlikely to prove successful.
Alternatively, it may be possible to find eviderafethe use of ‘market power’ in the

differences observed between the prices of newlohgsland the existing stock. An
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alternative approach would be to conduct furthexstjonnaire surveys focussing on
the formation of ‘future expectations’ and ‘uncartg. It may also be useful to take
a more qualitative approach to the research by wdmd) interviews with house

builders in order to gain deeper insights into exa@ons and motivations.

A greater understanding of the motivations and thtions of house-builder
behaviour will have important ramifications for ptang policy. The re-use of
previously developed or ‘brownfield’ land also ieases the uncertainty faced by
developers, both limiting the potential for lanchkimg and the cost of remediation.
The current policy preference for these sites tdndgavour larger developers with
in-house experience and the financial flexibilibydeal with delays in development
(Adams and Watkins, 2002), and may lead to a furtmncentration within the
industry, although Wellings (2006) observes thatimber of smaller house-builders
are successful in this area. Greater stabilityiwithe general economy will also help

to reduce uncertainty over future demand.

The central tenet of the recommendations of th&kd&dReview of Housing Supply
(2004) is that if the supply of land for developrmerere increased, this would be
taken up by a larger number of house builders,esming both the level of

competition and the responsiveness of housing gupplresponse the government
committed itself to reforming the planning systeftp ensure plans are more
responsive to changing demands, and prepare andasel more land, in the

appropriate places, and at the appropriate times, ineet future housing

requirements (HM Treasury, 2005 p5). One of the key policyuss that this was

expected to address was housing affordability, ianthis respect the government
initiated further research into the implications affordability targets on housing

supply (ODPM, 2005). The research found tHatde increases in construction do
have significant effects on affordability, ...But thereases in construction have to
be larg€ (ibid. p48).

Accepting that ‘large’ increases in house buildwdl reduce house prices, the
question remains, if more land was released foeldgwment would this result in
more houses being built? Given that much of thexci&p particularly labour skills,

has been lost during previous recessions and @netslbe replaced (Ball, 1996 p33)
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increases in house building are likely to be sldwerefore, any increase in land
supply will initially result in a shift in marketgwer enabling house-builders, rather
than landowners, to capture the larger share ofdthelopment gain (Ball, 1983
pl143-4). Neither current homeowners nor house-btslavould benefit from a fall in
house prices. Homeowners because of ‘negativeyéquit a fall in the value of
their investment; and house-builders because it meifluce the profitability of
developing existing sites. In both cases a falhaminal house prices is likely to
result in a fall the number of existing dwellingered for sale whilst homeowners
walit for prices to rise again, and house-buildeesadso likely to reduce development
until profitability returns. The alternative is émcourage more houses to be built, not
sufficient for house prices to fall, but enoughstow or stop the rate of growth in
house prices allowing affordability to improve slgwBramley and Leishman (2005)
estimated that an increase of 71 per cent in hgusiupply would be required to

eliminate house price growth.

However, this still does not answer the questiorwbéther or not house-builders
would increase production if land were made avélaBall finds the claim that the
volume and speed of planning decisions are thegpyiroonstraint to house building
“difficult to justify’ given the relative size of most house-buildersdldanks (1983,
pl12). Evidence suggests that housebuilders bailthéet demand as it emerges
(Ball, 1996 p28). Without a fall in prices, at leas real terms, there will be no
increase in demand. Without an increase in demanen builders will not build
more houses. This ‘chicken and egg’ situation, wHarge increases in supply are
needed to reduce house prices, but lower housespai® needed to increase demand
and as a result supply, suggests that simply isgrgdand supply will not increase
the supply of new housing and consequently not avgaffordability. This scenario
assumes that currently there is an ‘equilibriumtween supply and demand at
current prices, however, one of the main hypothe$ésis thesis is that it is rational
for house builders to short-build given the undatyaof future demand. If this were
the case then there is likely to be excess demandreent prices and as a result if
house builders did increase output price wouldnestd to fall for it to be sold. The
consequence of this is argument is that housedagilare unlikely to increase supply
sufficiently to reduce house prices and improverafibility. In this case there may

be as Bramley and Leishman concluderale' to be played by direct delivery
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vehicles for housing land development, to enhaheetéake-up of allocated lahd
(2005 p2237).

5. Reflections on method and methodology

The primary hypothesis of this research was that:
“there is a set or bundle of factors that determiine spatial variation in
market-sector housing production, that the valueghef factors may vary for
each region, the influence may vary regionally, ait the value and

influence will vary through time

To identify potential factors the research emplogwed methods; firstly, a literature
review was undertaken to ascertain the factorsthdtbeen identified by previous
research. Secondly, a questionnaire survey of hbusgers, to identify the factors
considered when making production decisions. Datahese were then collected
and examined for possible correlation with obsernesels of output. The intention
was to reduce the possibility of the selectionmir®us factors by the triangulation
of theory, with quantitative and qualitative metlod@he intention was to reduce the
possibility of the selection of spurious factors thye triangulation of theory, with
quantitative and qualitative methods. Whilst itaigued that overall the methods
employed were successful in achieving the reseairals, some shortcomings were
identified.

Due to the small number of house-builders meetiegsampling criteria it was not
possible to follow the established practice of foig the survey. Although a useable
response rate was achieved (useable in that ivedlostatistical analysis to be
performed) it did not allow the exploration of thesnas they emerged. The use of
interviews in this case would have allowed somgilfiéity in the investigation of
key areas. However, given that some of the keyiriggl of the research, such as the
observation that firms of differing size exhibitffdrences in behaviour, it is
considered that the benefits outweighed the shmitogs. However, the use of

interviews would strengthen further research is Hrea.
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The majority of the secondary data explored in tdrapeven was drawn from two
sources, ODPM (either directly or via ONS publicas) and HM Land Registry
(HMLR). The expectation was that the data wouldeh#een subject to similar
collection and aggregation methods, limiting sorheéhe potential problems. One
problem that was not anticipated was the differencehe delineation of the English
regions between these two sources. The ODPM usgsr@uent Office Regions
whilst HMLR use standard statistical regions. Beeaof the differences in these
four of the nine English regions have different hdaries, with in some cases quite
large areas and populations changing region. Agsaltr some of the apparent
correlations must be taken as indicative only gbgential association. The ODPM
produces a house price index based on a 5 perseemple. Whilst the sample is
collected from members of the Mortgage Lenders Cibuand so excludes cash
purchases, it is mix adjusted (i.e. the prices wegghted so that the number of
detached, semi, terraced houses etc. remain the sach period) and it is also
based on Government Office regions. However, thrgetassample of the HMLR data
was preferred, but any further research may findseful to consider the ODPM

index in more detail.

The analysis of the data in Chapter Nine attemptscdpture statistically the
influences of various factors on regional housdédmy. It also tries to order these in
terms of a causal flow. Due to the nature of seapndata the analysis is static in
nature and fails to capture the dynamic naturdefitouse building industry. It also
has no ability to accommodate ‘social relations’ ‘orstitutional structures’,

weakening the results to some extent.

Overall the adoption of a realist ontology and augided theory method has allowed
the research to move towards a robust explanatiotheo causes of variation in
regional market section housing development. Theaidriangulation has allowed
the thesis to develop a more holistic explanatibrh@use-builder decisions and
market sector housing output. However, in line vitlke SHP thesis this could be
developed further and strengthened by more detaitedlsis of the planning system,
the mortgage finance system and house buyers. fh@sis has concentrated,
although not exclusively, on the impacts associatgith the behaviour house-

building firms, but all of these areas influence tbserved outcomes.
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Sample questionnaire
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Name: ~  -----mmeomee-

Position: -~

Company: = ----mmmmmmemmee o

1. What is your average annual number of completions?

2. What is your approximate number of full time equeve employees?

3. In which of the English regions is your company\a

East Anglia East Midlands London
South East South West North East
North West Yorks. & Humber West Midlands

4. How important is each of these goals to your corgpan

1 2 3 4 5
* Growth of the firm
* Long-run market share
* Long-run profits
* Long-run sales revenue
* Long-run sales volume
* Short-run market share
* Short-run profits
* Short-run sales revenue

* Short-run sales volume
1 = very important 5 = unimportant
5. Are separate annual production targets set for eagion in which the company

operates?

Yes No

6. Do regional offices submit targets or are theynseionally?
Nationally set Regionally submitted

7. Are production targets set for:
Profit Units Both

8. Are production targets informed by a longer-termatsigic plan?
Yes No

9. Are production targets informed by formal markete@rch?

Yes No

10.What long-term variables are considered when geftinduction targets?
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12.Do the variables under consideration vary betwegions?
Yes No
13.Are there any other points you would like to malegarding the setting of
production targets?

14.What proportion of your production takes place @and purchased with a view to
starting construction as soon as possible (ratien tand drawn from your land
bank)?
<50% 50-75% >75%

15.What is your average land bank holding?
1-2Years 2 -3 Years 3 -4 Years > 4 Years

16.What proportion has current planning permission?

< 40% 40% — 60% 60% - 80% > 80%
17.What proportion is held on ‘options’ or ‘conditidr@ntracts’?

< 25% 25% - 50% 50% - 75% > 75%
18.What types of site, if any does your company prefetevelop?

Small brown-field (10 units or less) Large brown-field

Small green-field (10 units or less) Large green-field

19. At what level is there flexibility in the budgetpdoduction targets?
National board Regional board
Other Please specify =~ ----m-memmmmemmeeee oo

20. At what intervals do scheduled production reviewsun?
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Monthly Quarterly Half yearly Annually
21.How often do production reviews occur in respomsedntingencies rather than as
scheduled?
Very often Often Occasionally Rarely
22.What factors effect your ability to change youreraif starts in response to a

change in demand?

23. On average, how quickly are you able to changergiiof starts in response to a
change in demand?
< 3 months 3 — 6 months
6 —9 months > 12 months

24.What factors effect your ability to change youreraf completions in response to

a change in demand?

25.How likely are you to review prices when:
Likely Unlikely

New house market activity increases
New house prices increase
Second hand market activity increases
Second hand prices increase
26.How likely are you to review production levels when
Likely Unlikely

New house market activity increases
New house prices increase
Second hand market activity increases

Second hand prices increase

27.During the period 1988 — 1998 the average numbeiwadllings completed per
1,000 population in East Anglia was 3.9, but over same period in the North-
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West the figure was only 2.4. What factors do ylonk are most likely to have

influenced the difference in completions betweeantto regions?

28.What are the main factors that influence how mamgliihgs your company
builds each year?

Would you be prepared to participate further in tesearch by answering further
guestions in a short telephone interview or by d“ma
Yes No Telno. -

E-maill -

May | take this opportunity to thank you for takinige time to complete this

guestionnaire and assure you again that you respamifi remain confidential.
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APPENDIX TWO

Responses to open questions

What long-term variables are considered when settm production targets?

001/ Likely demand; Demographics; Labour supplyndaupply.

002/ Availability of land, labour and cash.

003/ Market forces; planning issues; land availéil

004/ Market conditions; labour availability; landrailability; costs.

005/ Plots availability; state of market.

006/ Land supply; view of housing market; managd¢roapacity.

007/ Land supply; market share; regional demographie.g. household
formations; competitive advantage.

009/ Market; logistics; land availability.

010/ Sales expectations; profit targets; cash t&sge

011/ Land availability; works in progress costslesademand.

012/ Land availability/planning.

013/ Market conditions; economy; site based factors

014/ Land availability and the time taken to ackietarts from planning; markets;
long term plans — reviewing.

016/ Interest rates; liquidity; planning constrasniand supply.

017/ Availability of land; planning times.

018/ Potential sales.

019/ Market; inflation; interest rates; land supply

020/ Investor’s strategy; market conditions; plamprestraints; land bank.

021/ Land bank; level of capital employed; capaoityegion.

022/ Land; labour; market conditions; planning censs.

023/ Market forces; land availability; planning.

024/ None.

025/  Availability of land; workforce resources; salmix; cashflow.

026/ Cost; profit growth.

027/ Exercising option agreements; prediction ftanming consent; prediction of
section 106 agreements; working with planners tocessfully gain planning

permissions.
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028/ Economy; current and projected interest ratémd availability; growth

target in 3yr business plan.
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What short-term variables are considered when settig production targets?

001/
002/
003/
004/
006/
007/
009/
010/
011/
012/
013/
014/

015/
016/
017/
018/
019/
020/
021/
022/
023/
024/
025/
027/

028/

Likely demand; Labour supply.

Group targets on margins and profit.

Local factors; Economies; Planning.

Labour constraints; booking levels; costs.

Production capacity; land in place; sales netrk

Land availability/pipeline; internal resourcgxofit targets.
Market; logistics; land availability.

Sales expectations; profit targets; cash t&sge

Cash availability; works in progress; labouralability.

Sales performance.

Site based factors; local demand.

Market for new houses; existing and/or newdpa; labour; budgets versus
plan.

Interest rates; land availability; governmealicy.

Labour supply; City bonuses; land supply.

Availability of land; planning times.

Potential sales.

Market; inflation; interest rates; land supply

Land bank; regional demand; supply constraid¢¢P bank.

Land bank; level of capital employed; capaoityegion.

Labour; sales rate; technical information;house team capacity.
Planning; consumer demand.

None.

Availability of land; workforce resources; ealmix; cashflow.
Once planning awarded - whether flats or heusground conditions;
difficulty of build; regional sales demand.

Availability of management; ditto labour.
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Are there any other points you would like to make egarding the setting of

production targets?

001/

005/

009/
012/

013/
014/

022/

024/
027/

Work in progress must be kept at a level whatisfies demand but allows a
proper return on capital employed.

If one buys land then one builds or goes bukgrefore build is driven as

much by simple site availability as by the market.

Have to be flexible.

Targets are driven by past experience of gggformance and overall

company profitability target short term.

Flexibility as year progresses.

Also within a region there are many variabéeg. pent-up demand, location
desirability.

Build team rarely told to slow. Most unitsdkior to completion. Growth is

about land, planning and build not sales. Bottompupduction target based

on available plots.

Get in — Get on — Get out.

Working with local authority to discharge ptang conditions.
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What factors affect your ability to change your rae of starts in response to a

change in demand?

001/ Principally labour supply but may also be plang restraints due to
infrastructure constraints.

002/ Planning.

003/ Local labour skills availability; planning ises; Competition.

004/ Availability of labour.

005/ Planning.

006/ Planning consents; having land in place.

007/ Labour and materials availability; strengthftanty of demand change;
return on capital.

009/  Sub-contract orders; labour requirements.

010/ Available land supply with planning.

011/ Existing stock levels; finance charges.

012/ Land holding; planning approvals in place.

013/ Extent of order pipeline; efficiency of protlan; sales targets.

014/ Planning process on available land; subcorniwaguality.

015/ Planning consents; staff resources; havingkaatrends.

016/ Labour supply; cost.

017/  We never flex production. We are a produclioa. Sales must sell whatever
production produces.

019/ Planning consent.

020/ Subcontract/supplier orders; stage of build site on other units; planning
constraints.

021/ Availability of sub-contractors.

022/ Planning permission; technical information;rido change quickly.

023/ Labour; materials; planning.

024/ None.

025/ Availability of land; the planning process;nsbruction resources available;
cashflow.

026/ Profit growth.

027/ Having good reliable labour/sub-contractorsods communication between

office and site. Good communication between saildshaad office.
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What factors affect your ability to change your rae of completions in response to

a change in demand?

001/

002/
003/
004/

005/
006/
007/

009/
010/

011/
012/
013/
015/
016/
018/
019/
020/

021/
022/
023/
024/
025/
027/

Again, supply of labour. The demands on finghrades can be critical in
popular locations.

Planning.

Local labour skills availability; planning iges; Competition.

Build time; build quality; labour and responsé external advisors, e.g.
solicitors, mortgage brokers etc.

Communication.

Production capacity; shortage of skilled sumactors.

Labour and materials availability; strengthvtznty of demand change;
return on capital.

Cash constraints; work in progress.

Available land supply with planning; labourdasupervision availability to
meet established quality standards.

Labour availability; cost of work in progress.

Short term production; stock level.

Marketing/price response.

Production/stock levels; planning consentsarfice availability.

Labour supply; cost; profitability.

Production.

Resource availability.

Subcontract/supplier orders; stage of build site on other units; planning
constraints.

Sub-contractor performance.

Production programme; labour/planning; vemnited on small sites.
Availability of labour and site staff.

Labour shortages.

Construction resources available; cashflow.

Availability of labour/sub-contract trade lalig employing additional site

staff (employed staff) i.e. finishing foreman, latsys etc.
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During the period 1988 — 1998 the average number alwellings completed per

1,000 population in East Anglia was 3.9, but overhe same period in the North-

West the figure was only 2.4. What factors do youhtnk are most likely to have

influenced the difference in completions between &two regions?

001/

003/
004/

006/
007/

009/

010/

011/

012/

013/
014/

015/

016/

Employment levels, particularly related expansof service and financial
sectors in East Anglia versus decline in manufaotum the North West.

Land availability; planning conditions.

Land availability and planning policy restimmgy the supply of land and
planning.

Market demand; availability of sites with phémg consents.

Sales demand; availability of land; perceptioh“value” by builders and
purchasers.

Desirability of area; ongoing increased age mdpulation and retirement
relocation patterns; availability of funds.

Underlying economic growth and rate of housghimrmation; speed of
release of planning approvals and willingness oftbAyrant permission; rate
of inward migration and impact on demand.

East Anglia commutable to London by train oad; stronger economy in
East Anglia due to influence of Cambridge Universénd large drug
companies; East Anglia is based on service indesstrather than traditional
manufacturing creating more confidence.

Demand from newcomers to region, my understgndas East Anglia acted
as a London overflow.

Economic growth patterns; demographic movement

We operate in neither area. In the 1980’sréf@sons were (previous company
experience) 1/ less buoyant economy in North Véesliig to lower levels of
confidence and affordability combined with cheaposel hand stock. In East
Anglia the commutability to London with relativebheap house prices
compared to the South East was a major factor. @hestors probably
pertained with the early 90’s slump to the mid %t'¢east.

Population density in East Anglia is lower;td&ie housing stocks in North
West greater and available for refurbishment; plengn attitudes and
constraints vary regionally.

Availability of land; economic (regional) catidns; demand; planning.
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018/
019/
021/
022/
023/
024/
025/
026/
027/

028/

Employment/economic prospects.

Demand; land supply.

Existing stock; under/over development inpyars; planning policies.
Market demand — reducing population in NW; loeomes; low house prices.
Consumer demand; land availability; plannirrgigdems.

Availability of work for purchaser.

Demand.

Profitability; planning.

Employment/increased opportunities; migrati@outh; migration from
London to the shires.

Market forces; strength of local market, indianigration to local areas.
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What are the main factors that influence how many dellings your company

builds each year?

001/

002/
003/
004/

005/
006/

007/
009/
010/
011/
012/
013/

014/
015/

016/
017/
018/
019/
020/
021/
022/

023/

024/

Maximisation of margins to ensure best uskmd bank, essential to retain
sufficient cash to replace land. Utilisation of thbbank to achieve targeted
ROCE. Timing of planning decisions. Building prases — new innovations
should speed up production.

Availability of resources — cash and land artgcular.

Customer demand; planning conditions; landas.

Planning is an important factor in securingith In addition availability of
labour is becoming increasingly more important.

Planning; site availability; sales demand mctions; need for growth.
Requirement to grow pre-tax profits progresliyvhaving land in place with
right planning consents; production capacity; maeagnt capacity.

Land availability; capacity; internal resourgemarket trends.

Land supply; profit requirement; planning appals.

Market supply and demand; cash constraintsfiptargets; staff availability.
Land availability; funding; potential profijpportunities.

Demand; land supply/planning.

Sites with planning; market and economic bemkigd; stock market
expectations.

Land availability and cost; market review; kerprofitability.

Availability of land and the appropriate consg financial resources; staff
resources.

Land supply; planning delays.

We build at the fastest rate possible on ep@ge of land we can buy.

Sales.

Demand; land supply; planning consent.

Investor strategy and profit targets; land #aaility and planning.

Land supply; level of capital employed; availidy of sub-contract labour.
Land and planning; usually cannot spend enkmed budget. If spent next
constraint will be technical information, then predion - not sales.

The availability of land being processed thglodhe planning process and the
market demand.

Planning.
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025/ The planning process; finance.

026/ Profit growth; planning permission.

027/ Land purchase; planning consents; sales dem@edainly land buying and
planning processes are the main factors.

028/ Land availability; cashflow.
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Have you any other comments regarding the issuesisd in this questionnaire?

001/

009/

012/

021/

022/

024/

026/

As a plc this group has focused on sustaingf@eith in profits, at a targeted
minimum. Return on capital employed. It has noti$ed on volume growth at
the expense of margins.

Government wants more housing (PPG3) — lotzirmpng authorities make it
increasingly more difficult.

The major constraint on our business is the p&nning guidance issued as
PPG3. This controls the number of outlets availatite type of outlet and the
product. All of which constrain demand. Withoutsiaeonstraints demand for
new housing would be much higher.

Level of turnover and margins are given a bigbriority than volume of
units.

Key trends — confused planning system; congiles/build; skills shortage on
site.

We target profit not turnover. We target proot number of units. We target
each project individually for sales and build omvaekly basis.

Planning delays drive decisions.
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APPENDIX THREE
Causal Chain flowchart

Employment
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