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INTERVALS IN FACE-VOICE MATCHING 2

Abstract 

Voices and static faces can be matched for identity above chance level. No previous face-

voice matching experiments have included an inter-stimulus interval (ISI) exceeding 1 

second. We tested whether accurate identity decisions rely on high-quality perceptual 

representations temporarily stored in sensory memory, and therefore whether the ability to 

make accurate matching decisions diminishes as the ISI increases. In each trial, participants 

had to decide whether an unfamiliar face and voice belonged to the same person. The face 

and voice stimuli were presented simultaneously in Experiment 1, there was a 5 second ISI in 

Experiment 2, and a 10 second interval in Experiment 3. The results, analysed using 

multilevel modelling, revealed that static face-voice matching was significantly above chance 

level only when the stimuli were presented simultaneously (Experiment 1). The overall bias 

to respond same identity weakened as the interval increased, suggesting that this bias is 

explained by temporal contiguity. Taken together, the findings highlight that face-voice 

matching performance is reliant on comparing fast-decaying, high-quality perceptual 

representations. The results are discussed in terms of social functioning.  

Keywords: face-voice matching, static face, inter-stimulus interval, person perception 
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INTERVALS IN FACE-VOICE MATCHING 3

The effect of inserting an inter-stimulus interval in face-voice matching tasks 

Whilst some studies have found that unfamiliar face-voice matching accuracy 

depends on pairing visually encoded articulatory movement to auditory speech (Kamachi, 

Hill, Lander & Vatikiotis-Bateson, 2003; Lachs & Pisoni, 2004a; Lander, Hill, Kamachi & 

Vatikiotis-Bateson, 2007), others have observed that voices and static faces can be accurately 

matched above-chance level (Krauss, Freyberg & Morsella, 2002; Mavica & Barenholtz, 

2013; Smith, Dunn, Baguley & Stacey, 2016a). Based on the results of 3 experiments Smith, 

Dunn, Baguley and Stacey (2016b) concluded that source identity information is shared by 

voices and faces regardless of whether the faces are static or dynamic (i.e. articulating but 

muted). The balance of evidence suggests that voices and static faces do provide sufficient 

concordant identity information (Smith et al., 2016a) so that it is possible to accurately match 

an unfamiliar face to a voice (Smith et al., 2016b).  

All previous tests of face-voice matching have presented faces and voices close 

together in time, with a maximum 1-second (s) inter-stimulus interval (ISI) (Kamachi et al., 

2003; Krauss et al., 2002; Lachs & Pisoni, 2004a, 2004b; Lander et al., 2007; Mavica & 

Barenholtz, 2013; Smith et al., 2016a, 2016b). Whilst this has been insightful, in everyday 

social interactions faces and voices belonging to the same person might be separated by 

longer intervals of time. For example, in a crowded place it could feasibly take significantly 

longer than 1 s to shift attention towards an unfamiliar speaker. Furthermore, any bias 

affecting performance may be dependent on time-course because the face and voice of the 

same person tend to be experienced close together in time (and space). With the aim of 

further understanding the cognitive processes underlying face-voice matching decisions we 

addressed this issue in a series of 3 experiments. To provide a baseline, static faces and 

voices were presented simultaneously in Experiment 1. In the next 2 experiments we 
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INTERVALS IN FACE-VOICE MATCHING 4

temporally offset face and voice stimuli by 5 s (Experiment 2) and 10 s (Experiment 3) to 

measure the effect of the temporal offset on matching accuracy and response bias.  

Sensory memory and face-voice matching accuracy  

Our aim to test whether temporally separating faces and voices undermines matching 

accuracy is motivated by the sensory memory literature. Presenting to-be-compared stimuli 

within a short time frame likely facilitates appraisals based on high-quality (i.e. detailed and 

accurate) perceptual representations of faces and voices. Precise representations of both 

visual and auditory information in sensory memory degrade quickly. Iconic memory typically 

lasts for a few hundred milliseconds (ms) (Coltheart, 1980; Neisser, 1967; Sperling, 1960), 

although recent evidence has been put forward for the existence of an intermediate, high 

capacity visual store which enables highly detailed visual information to persist for up to 4s 

with the help of afterimages (Sligte, Scholte & Lamme, 2008, 2009). The time-course of 

auditory representation decay is longer: echoic memory persists for longer than iconic 

memory (Crowder & Morton, 1969; Penney, 1985), up to a period of about 5 s (Glanzer & 

Cunitz, 1966; Lu, Williamson & Kaufman, 1992; Treisman, 1964; Wickelgren, 1969). Short 

ISIs of 500ms (Kamachi et al., 2003; Krauss et al., 2002; Lachs & Pisoni, 2004a; Lander et 

al., 2007; Mavica & Barenholtz, 2013) and 1 s (Smith et al., 2016a, 2016b) are likely within 

the limits of both iconic and echoic memory, meaning that high-quality representations of 

faces and voices can be compared for source-identity information. This might facilitate 

accurate identity matches. 

Response biases in face-voice matching 

Inserting a longer (>1 s) ISI in novel face-voice matching tasks may also affect 

response bias (i.e. an overall tendency to respond that faces and voices belong to the same or 

different identities). Assumptions of common identity should be more likely when faces and 

voices are presented within a brief time frame. When two events are presented close together 
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INTERVALS IN FACE-VOICE MATCHING 5

in time, attributions of causality tend to be inferred; a 2 second window appears to be the 

crucial time period within which stimuli are bound together in this way (Reed, 1992; Shanks, 

Pearson & Dickinson, 1989). 

As well as being relevant to causality judgements, temporal contiguity is clearly also 

important in face and voice processing (Stevenage, Neil & Hamlin, 2014). The research on 

audio-visual speech perception suggests that face-voice speech integration occurs when faces 

and voices are presented within a short temporal window (Munhall, Gribble, Sacco & Ward, 

1996; Robertson & Schweinberger, 2010; Van Wassenhove, Grant & Poeppel, 2007). There 

might be a corresponding temporal window during which people exhibit a bias to attribute a 

novel face and voice to the same identity.  

The hypothesis that biases are influenced by the time-course of stimulus presentation 

is supported by previous face-voice matching studies. Using a same-different task, with a 1 s 

interval between presentation of the face and voice, Smith et al. (2016a) demonstrated that 

response bias is prominent characteristic of face-voice matching performance. In each trial, 

the participants had to decide whether a face and voice belonged to the same or different 

identities. The results pointed to the existence of a bias to respond same identity, particularly 

when participants saw a face before hearing a voice. Smith et al. (2016a) also found that 

matching accuracy was higher on same identity than different identity trials, hinting at a 

general overall bias to respond same. Such a response bias might be dependent on the face 

and voice being presented close together in time. This hypothesis can be tested using 2AFC 

methodologies. The participants see a single face and have to decide which 1 of 2 voices 

belongs to the same identity, or they hear a single voice and have to decide which 1 of 2 faces 

belongs to the same identity. Consistent with the conclusion that response bias depends on 

temporal proximity, Smith et al. (2016b) found an effect of temporal position; in 2AFC face-

voice matching tasks, people tended to accept the faces and voices presented closest together 
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INTERVALS IN FACE-VOICE MATCHING 6

in time as belonging to the same identity. The participants were also more likely to accept the 

first of two face-voice combinations they encountered as sharing a common identity.  

Aims  

In 3 experiments, we addressed how face-voice matching performance operates when 

faces and voices are presented simultaneously (Experiment 1), when there is an inter-stimulus 

of 5 s (Experiment 2) and when there is an interval of 10 s (Experiment 3). In order to 

measure response bias, a same-different procedure was adopted in all 3 experiments 

(Stanislaw & Todorov, 1999).  

Experiment 1 

Faces and voice were presented simultaneously in Experiment 1 to provide a baseline 

of performance when the matching task does not impose a load on memory, and also to test 

static face-voice matching accuracy in the light of the previous contradictory results 

(Kamachi et al., 2003; Krauss et al., 2002; Lachs & Pisoni, 2004a; Lander et al., 2007; 

Mavica & Barenholtz, 2013; Smith et al., 2016a, 2016b). Taking the existing evidence 

together as a whole, particularly Smith et al.’s (2016a) observation of above chance 

performance when a same-different procedure featured a 1 s ISI, we expected static face-

voice matching to be significantly above chance level (50%). We also expected for there to 

be an overall bias to attribute the face and voice to a common identity. 

Method 

Design. In Experiment 1, identity (same or different) was manipulated within 

subjects. For the matching accuracy analysis, the dependent variable was accuracy. For the 

matching response analysis, which addressed response bias, the dependent variable was a 

same identity response. 

Participants. There were 6 male and 18 female participants (N = 24), with an age 

range of 18 – 32 years (M = 20.79, SD = 4.0). They were recruited from the Nottingham 
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INTERVALS IN FACE-VOICE MATCHING 7

Trent University Psychology Division’s Research Participation Scheme. Participants received 

research credits in return for participation. Ethical approval for all 3 experiments was granted 

by the university’s Business, Law and Social Science College Research Ethics Committee 

(ref: 2013/37). 

Apparatus and materials. The experiment featured 18 speakers (9 male and 9 

female) from the GRID audio-visual sentence corpus (Cooke, Barker, Cunningham & Shao, 

2006), which contains videos of British adults, each saying a unique 6-word nonsense 

sentence. The speakers are only visible from the shoulders up. The speakers selected from the 

corpus were white, British, between the ages of 18 and 30, and spoke with an English accent. 

The stimuli (static faces and voices) were the same as those used in previous face-voice 

matching studies (Smith et al., 2016a, 2016b). Two videos (.mpegs) for each speaker were 

selected at random from numbered files using an online research randomiser (Urbaniak & 

Plous, 2013). One of the 2 videos was used to create static pictures of faces, which were 

presented in .png format. In keeping with Schweinberger, Robertson and Kaufmann (2007), 

the static picture for each talker was the first frame of the video. Each of the static images 

measured 368 x 288 pixels and was presented in colour. The voices played from the 

second .mpeg file with the face not visible (audio quality: 256 kbits per second, 44,100 Hz, 

16 bit). All of the stimuli (static images and voices) were each presented for 2 s in total.  

The experiment was run using Psychopy v1.77.01 (Peirce, 2009). Participants 

completed the experiment on an Acer Aspire laptop (screen size 15.6 inches, resolution 1366 

x 768 pixels, Dolby Advanced Audio), with brightness set to the maximum level. The laptop 

was placed approximately 8 cm away from the edge of the desk at which the participants 

were seated. Voice recordings were presented binaurally at a comfortable volume through 

Sennheiser (HD205) headphones, which suppress external and ambient noise. The volume of 

the voice recordings ranged between 70 – 75 dB, and was measured using a Svantek (977) 
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INTERVALS IN FACE-VOICE MATCHING 8

sound level meter, with the headphones placed over a G. R. A. S. (RA0039) artificial ear 

simulator. The sound intensity was kept constant across participants.  

To maximise generalizability, a research randomiser (Urbaniak & Plous, 2013) was 

used to create 4 versions of the experiment; across versions, different combinations of faces 

and voices were encountered in same identity and different identity trials. Each of the 18 

stimulus faces and voices only appeared once in a version, so each version consisted of 18 

trials in total. There were 9 same identity trials, and 9 different identity trials. On different 

identity trials, both stimuli were matched for sex. Although the order of trials was always 

different, each individual trial (within a version) was the same.  

Procedure. The participants were randomly allocated to one of the 4 versions of the 

experiment. The procedure used in Experiment 1 is illustrated in Figure 1. Participants saw a 

face and heard a voice presented simultaneously. The face-voice combination was presented 

for 2 s. After the combination had been presented, the participants were instructed to press ‘1’ 

if they thought the face and voice belonged to the same identity, and ‘0’ if they thought they 

were from different identities. The response buttons were not counterbalanced across 

participants because assigning responses in this way is intuitive. Whilst ‘1’ corresponds to a 

positive response (i.e. identifying a match), ‘0’ corresponds to identifying no match. The 

participants used the digit keys (‘0’ and ‘1’) that appear horizontally above the letter keys. 

They were instructed to press ‘1’ with their left index finger and ‘0’ with their right index 

finger. No time pressure was imposed while they made this decision.  

[FIGURE 1 ABOUT HERE] 

Data analysis. This was a fully crossed design, with each participant encountering all 

stimuli (18 faces, 18 voices) throughout the experiment. Accounting for the variance 

associated with stimuli is crucial when investigating face-voice matching performance, 

because some people look and sound more similar than others (see Mavica & Barenholtz, 
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INTERVALS IN FACE-VOICE MATCHING 9

2013, Smith et al., 2016b). In order that both participants and stimuli could be treated as 

random effects, the data were analysed using multilevel models. This is the most appropriate 

analysis because it takes into account the variability associated with individual performance 

as well as different face and voice stimuli. This is superior to the common alternative of 

undertaking separate by-participant and by-item analyses (see Raaijmakers, 2003; 

Raaijmakers, Schrijnemakers, & Gremmen, 1999). The main advantages of multilevel 

modelling are that it avoids aggregating data (see Wells, Baguley, Sergeant & Dunn, 2013; 

Smith et al., 2016a, 2016b) and reduces the probability of committing a Type 1 error (Clark, 

1973; Baguley, 2012; Judd, Westfall & Kenny, 2012).  

The traditional approach to signal detection involves partitioning same-different data 

into hits, false alarms, misses and correct rejections. For each participant, an aggregate 

measure of accuracy would be calculated, and statistics performed on these values. This not 

appropriate with the current set of data, where it was necessary to avoid aggregation (Wright, 

Horry & Skagerberg, 2009). We took the hit rate (accuracy on same identity trials) and true 

negative rate (accuracy on different identity trials) as respective measures of sensitivity and 

specificity. The observed accuracy across same identity and different identity trials was 

compared against chance level performance (50%) in order to separate the signal from the 

noise. To measure the response bias, the percentage of same identity responses across all 

trials was compared against chance level.  

Results 

The overall accuracy (panel A) and the overall pattern of responses (panel B) for 

Experiment 1 (0 s ISI) are illustrated in Figure 2 by the left-most data points in each panel. 

This figure also presents data from Experiment 2 (5 s ISI) and Experiment 3 (10 s ISI).  

[FIGURE 2 ABOUT HERE] 
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INTERVALS IN FACE-VOICE MATCHING 10

Matching accuracy. Overall accuracy was above chance level, M = 60.7%, 95% CI 

[54.6, 66.5]. The matching accuracy analysis was conducted using multilevel logistic 

regression with the lme4 version 1.06 package in R (Bates, Maechler, Bolker & Walker, 

2014). Two nested models were compared, and both were fitted using restricted maximum 

likelihood. The dependent variable was accuracy (0 or 1). The first model included a single 

intercept, and the second model included the main effect of identity. Setting up the model in 

this way involves testing for individual effects in a similar way to t-tests or ANOVA. 

However, in all 3 experiments we report likelihood ratio tests provided by lme4 because these 

are generally more robust. In Experiment 1, the likelihood ratio test was obtained by dropping 

the null model from the main effect model. This revealed a significant effect of identity (b = 

1.184, SE = 0.232, G
2
 = 28.437, p<.001). In the main effect model the estimate of SD of the 

face random effect was 0.127 while for voice it was 0.142. The estimated SD for the 

participant effect was less than 0.001. A similar pattern held for the null model. Variability 

associated with the stimuli was much greater than variability at the level of individual 

differences. 

 Figure 3 shows the means and 95% confidence intervals for accuracy (%) in both 

conditions. Confidence intervals were obtained by simulating the posterior distributions of 

cell means in R (arm package, version 1.6) (Gelman & Su, 2013). 

[FIGURE 3 ABOUT HERE] 

Figure 3 reveals that the hit rate (same identity trials), M = 74.14%, 95% CI [67.2, 

80.1] was consistently higher than the true negative rate (different identity trials), M = 

46.57%, 95% CI [39.3, 54.21]. 

Matching response. The matching response analysis was conducted using the same 

method as the accuracy analysis. Overall, faces and voices were attributed to the same identity 

above chance level, M = 64.1%, 95% CI [56.8, 70.8].  
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INTERVALS IN FACE-VOICE MATCHING 11

Discussion 

Face-voice matching accuracy was above chance level. This result replicates previous 

findings, and provides additional evidence for accurate static face-voice matching (Krauss et 

al., 2002; Mavica & Barenholtz, 2013; Smith et al., 2016a, 2016b). Higher accuracy on same 

identity than different identity trials is consistent with previous studies using a same-different 

face-voice matching procedure (Smith et al., 2016a). In line with predictions informed by the 

results of Smith et al. (2016a, 2016b), there was an overall bias to respond same identity 

when the face and voice were presented simultaneously.  

Experiment 2 

In Experiment 2, we used a same-different procedure (as in Experiment 1), but this 

time the face and the voice were separated by 5 s. An interval of 5 s is likely to be the 

absolute temporal limit of high-capacity sensory storage, the point at which auditory and 

visual information could reasonably be expected to have transferred to the lower capacity 

short-term memory store (Glanzer & Cunitz, 1966; Lu, et al., 1992; Sligte et al., 2008, 2009; 

Treisman, 1964; Wickelgren, 1969).  

Experiment 2 also differed from Experiment 1 in that we included a manipulation of 

stimulus presentation order. Previous sequential face-voice matching studies have either 

presented the face first (visual-auditory (V-A) condition) or the voice first (auditory-visual 

(A-V) condition) (Kamachi et al., 2003; Lachs & Pisoni, 2004a, 2004b; Lander et al., 2007; 

Smith et al., 2016a, 2016b). Although an effect of order has never been detected in terms of 

sensitivity (Kamachi et al., 2003; Lachs & Pisoni, 2004a, 2004b; Lander et al., 2007; Smith et 

al., 2016a, 2016b), people do seem to exhibit more of a bias to respond same identity when 

the face is presented first (V-A condition) (Smith et al., 2016a).  

Possible order effects warrant further investigation, particularly when including 

intervals of an unprecedented duration (>1 s). The rationale for manipulating the order of 
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INTERVALS IN FACE-VOICE MATCHING 12

stimulus presentation expressed in other studies (see Lachs & Pisoni, 2004a) focuses on face-

voice asymmetries in terms of speech information, but it is also possible that differential 

memory for faces and voices will affect performance when the ISI is longer than 1 s. Voices 

are less well remembered (Stevenage, Hugill & Lewis, 2012; Stevenage & Neil, 2014), and 

more sensitive to interference (Stevenage, Howland & Tippelt, 2011) than faces. Therefore, it 

might be the case that performance is less accurate in the A-V condition when it is necessary 

to remember the voice for longer than the face.  

Although we are unable to derive a strong prediction about the expected outcome 

based on the available literature, we did not anticipate that matching accuracy would improve 

as the interval increased to 5 s. Rather, if accurate face-voice matching relies on the ability to 

compare highly detailed representations of faces and voices, the accuracy levels observed in 

Experiment 1 are likely to be compromised when there is an ISI of 5 s. If the bias to respond 

same identity only operates when faces and voices are presented within a short temporal 

window, it is possible that overall same identity responses will diminish towards chance 

level.  

Method 

Apart from the following exceptions, the methods were identical to Experiment 1.  

Design. The study employed a 2 x 2 within subject factorial design. The factors were 

identity (same or different) and order (visual to auditory (V-A) or auditory to visual (A-V)). 

For the matching accuracy analysis, the dependent variable was accuracy. For the matching 

response analysis, the dependent variable was a same identity response.  

Participants. There were 24 participants (22 females and 2 males), with an age range 

of 18 to 35 years (M = 19.8, SD = 3.7). None had taken part in previous face-voice matching 

experiments undertaken in our lab.  
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INTERVALS IN FACE-VOICE MATCHING 13

Apparatus and materials. In Experiment 2, we used identical experiment versions to 

Experiment 1. As previous results indicate that some people look and sound more similar 

than others (Smith et al., 2016b), it was important to avoid confounds relating to new 

stimulus combinations.  

Procedure. There were two counterbalanced experimental blocks. Each consisted of a 

practice trial, followed by 8 randomly ordered experimental trials. The procedure is 

illustrated in Figure 4. In the V-A block, participants saw the face first, and in A-V block they 

heard the voice first. All of the stimuli were presented for 2 s, and there was a 5 s ISI. In each 

trial, participants pressed ‘1’ if they thought the face and voice belonged to the same identity, 

and ‘0’ if they thought they belonged to different identities. They were not allowed to make a 

decision until they had seen both stimuli, and no time pressure was imposed.  

[FIGURE 4 ABOUT HERE] 

Results 

The overall accuracy (panel A) and the overall pattern of responses (panel B) for 

Experiment 2 (5 s) are illustrated by the middle data points in Figure 2.  

 Matching accuracy. Overall accuracy was at chance level, M = 57.7%, 95% CI 

[49.7, 65.3] (see Figure 2, panel A). Performance was at chance level on both the A-V, M = 

57.68%, 95% CI [47.93, 66.76] and V-A trials, M = 57.67 %, 95% CI [48.02, 66.66]. As in 

Experiment 1, the matching accuracy analysis was conducted using multilevel logistic 

regression. The dependent variable was accuracy (0 or 1). There were 2 factors, so 3 nested 

models were compared: the first model included a single intercept, the second model included 

the main effects (identity and order), and the third model added the two-way interactions. 

Table 1 reports the likelihood chi-square statistic (G2) and p value associated with dropping 

each effect, as well as the coefficients (b) and standard errors (on a log odds scale) (SE) for 

each effect in the three-way interaction model. In the two-way model, the estimate of SD of 
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INTERVALS IN FACE-VOICE MATCHING 14

the face random effect was 0.352 while for voice stimulus it was 0.303. The estimated SD for 

the participant effect was less than 0.313. A similar pattern was observed in the null model. 

Table 1 shows that there was a significant main effect of identity and a significant interaction 

between identity and order.  

[TABLE 1 ABOUT HERE] 

The cell means and 95% confidence intervals for matching accuracy in each condition 

are shown in Figure 5. The main effect of identity reveals that the hit rate, M = 65.0%, 95% 

CI [56.3, 72.9], was reliably higher than the true negative rate, M = 49.4%, 95% CI [40.5, 

58.6]. The interaction between identity and order reflects less of a difference between the true 

positive rate (same identity trials) and the true negative rate (different identity trials) in the A-

V condition (panel B) than in the V-A condition (panel A).  

[FIGURE 5 ABOUT HERE] 

Matching response. Overall, same identity responses were not made significantly 

above chance level, M = 58.5%, 95% CI [49.4, 67.0] (see Figure 2, panel B). Faces and 

voices were attributed to the same identity above chance level in the V-A trials, M = 61.9%, 

95% CI [51.6, 71.1], but not in the A-V trials, M = 54.9%, 95% CI [44.6, 64.8].  

Discussion 

The results of the matching accuracy analysis show some evidence of degraded 

performance in comparison to previous results. Although overall matching accuracy was only 

just at chance level in Experiment 2, it is noteworthy that performance was significantly 

above chance when the face and voice were presented simultaneously (Experiment 1). In 

keeping with the interpretation that performance is compromised by longer ISIs (5 s), Smith 

et al. (2016a, Experiment 2) observed above chance level accuracy using an ISI of 1 s.  

There was no overall bias to accept a face and voice as belonging to the same person 

when the stimuli were separated by 5 s. Same identity matching responses were not made 
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INTERVALS IN FACE-VOICE MATCHING 15

above chance level. This finding supports the hypothesis that biases in face-voice matching 

are explained by temporal contiguity (Buehner & May, 2003; Ginns, 2006; Reed, 1992; 

Shanks et al., 1989). As displayed in Figure 2, when faces and voices were presented 

simultaneously (0 s ISI) in Experiment 1, participants made same identity responses above 

chance level.  

Experiment 2 showed the same pattern of results as Smith et al. (2016a, Experiment 2, 

1 s ISI), with a main effect of identity and 2-way interaction between order and identity. 

Figure 5 illustrates that whilst sensitivity did not differ across conditions, the true negative 

rate (specificity) was lower in the V-A condition. Both experiments therefore highlight the 

existence of a stronger bias to respond same identity when the face is presented before the 

voice. Experiment 2 shows that the bias endures over a 5 s ISI. This interpretation is 

supported by the results of the matching response analysis. There was a significant bias to 

respond same identity in the V-A condition, but not in the A-V condition. 

Experiment 3 

In Experiment 3 we investigated face-voice matching performance with a longer ISI. 

When there is a 10 s ISI, the first stimulus should be well beyond the range of echoic and 

iconic memory by the time the second stimulus is presented (Coltheart, 1980; Glanzer & 

Cunitz, 1966; Lu et al., 1992; Neisser, 1967; Sligte et al., 2008, 2009; Sperling, 1960; 

Treisman, 1964; Wickelgren, 1969). Our interpretation of the results of Experiment 2 

informed our hypothesis that overall accuracy would deteriorate to chance level, and that 

there would be no bias to accept a face and voice as belonging to the same person.  

Method 

Apart from the following exceptions, the methods were identical to Experiment 2.  

Participants. There were 24 participants (22 females and 2 males), with an age range 

of 18 to 45 years (M = 23.6, SD = 8.0).  
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INTERVALS IN FACE-VOICE MATCHING 16

Procedure. The ISI was 10 s.  

Results 

These data were analysed using the same methods as Experiment 2. The overall 

accuracy (panel A) and the overall pattern of responses (panel B) for Experiment 3 (10 s) are 

illustrated in Figure 2 by the right-most data points in each panel. 

Matching accuracy. Overall matching accuracy was at chance level, M = 52.5%, 

95% CI [44.9, 59.9] (see Figure 2, panel A). Performance was at chance level on the A-V 

trials, M = 53.54%, 95% CI [44.19, 62.76] as well as the V-A trials, M = 51.57 %, 95% CI 

[42.27, 60.95]. The data were analysed using the same procedure as Experiment 2. The 

likelihood chi-square statistic (G2) and p value associated with dropping each effect are 

reported in Table 2, as are the coefficients (b) and standard errors (on a log odds scale) (SE) 

for each effect in the two-way interaction model. In the two-way model the estimate of SD of 

the face random effect was 0.288 while for voice stimulus it was 0.391. The estimated SD for 

the participant effect was less than 0.001. The pattern was similar in the null model. As in 

Experiment 1, the variability associated with stimuli was greater than the variability at the 

participant level. 

[TABLE 2 ABOUT HERE] 

 There was a main effect of identity. There was also a significant interaction between 

identity and order. The cell means and 95% confidence intervals for matching accuracy are 

shown in Figure 6. 

[FIGURE 6 ABOUT HERE] 

As displayed in Figure 6, the significant main effect of identity revealed that the hit 

rate, M = 60.3%, 95% CI [50.8, 69.2], was higher than the true negative rate, M = 44.4%, 

95%CI [35.0, 54.2]. The interaction between identity and order shows that there is a much 

smaller difference between the true positive rate (same identity trials) and the true negative 
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INTERVALS IN FACE-VOICE MATCHING 17

rate (different identity trials) in the A-V condition (panel B) than the V-A condition (panel 

A).  

Matching response. Overall, faces and voices were not attributed to the same identity 

significantly above chance level, M = 57.6%, 95% C I[47.7, 66.8] (see Figure 2, panel B). 

Although same identity responses were made above chance level in V-A trials, M = 62.6%, 

95% CI [51.6, 72.5], they were at chance level in A-V trials, M = 52.4%, 95% CI [41.4, 

63.4].  

Discussion 

When the ISI was extended to 10 s, overall face-voice matching accuracy was at 

chance level. Taken together with the results from Experiment 1 and 2, this finding supports 

the hypothesis that accurate performance degrades as the ISI increases (see Figure 2, panel 

A). 

As in Experiment 2, there was a significant main effect of identity, and a significant 

interaction between identity and order. As indicated by the matching response analysis, when 

there is a 10 s ISI, this interaction translates into a significant bias to respond that a face and 

voice belong to the same person in the V-A condition. In keeping with the predictions based 

on the results of Experiment 1 and 2, participants did not exhibit an overall bias to respond 

same identity.  

General Discussion 

In this paper we tested the effect of inserting longer ISIs on face-voice matching 

performance. No previous face-voice matching studies have included an ISI longer than 1 s, 

and few have investigated how bias operates. The findings show that face-voice matching is 

possible when faces and voices are presented simultaneously (Experiment 1), but 

performance is at chance level when an ISI of 5 s or more is introduced (Experiment 2 and 3). 

This supports the conclusion that the task involves guessing when traces for faces and voices 
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INTERVALS IN FACE-VOICE MATCHING 18

have decayed. Our investigation of response bias revealed that the tendency to attribute 

common identity to faces and voices reduces as their temporal separation increases.  

The pattern of variance observed in all 3 experiments shows that people differ in the 

extent to which they look and sound similar. Indeed, in Experiments 1 and 3, the variance 

associated with the face and voice stimuli was much greater than that associated with 

individual differences in matching performance. These results of the multilevel modelling 

analysis replicate those of Smith et al. (2016b), and support the explanation that 

characteristics of stimulus sets help to explain previous contradictions in the literature 

(Kamachi et al., 2003; Krauss et al., 2002; Lachs & Pisoni, 2004a; Mavica & Barenholtz, 

2013; Smith et al., 2016a). Future face-voice matching studies using other stimulus sets 

should also employ multilevel modelling (Baguley, 2012; Judd et al., 2012).  

In Experiments 1 and 3, the multilevel modelling analysis showed that the SD of the 

participant random effect was minimal (<0.001). In Experiment 2 it was larger (0.313), 

indicating that the participants were not responding uniformly to the stimuli in each trial. 

Characteristics such as the participants’ age and gender did not appreciably differ across 

groups in Experiments 2 and 3, but it is feasible that the increased level of variance is 

attributable to individual differences in sensory memory. By 5 seconds, detailed 

representations may persist in some but not other people’s echoic (Glanzer & Cuniz, 1966; 

Treisman, 1964; Wickelgren, 1969; Lu, Williamson & Kaufman, 1992) or iconic memory 

(Sligte et al., 2008; 2009). 

Matching accuracy. Consistent with previous studies showing that static face-voice 

matching might be possible when faces and voices are presented within 1 s of each other 

(Krauss et al., 2002; Mavica & Barenholtz, 2013; Smith et al., 2016a, 2016b), above chance 

static face-voice matching was observed in Experiment 1. In both Experiments 2 and 3, 

performance was only above chance level in one condition: same identity V-A. However, as 
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INTERVALS IN FACE-VOICE MATCHING 19

explained below, performance in this condition is likely to be driven by the existence of a 

bias to respond same identity in the V-A condition. Therefore, the overall results of 

Experiments 2 and 3 suggest that it is difficult to perform this task when the ISI is 5 s 

(Experiment 2) or 10 s (Experiments 3). It seems that access to common source identity 

information in static faces and voices is relatively transient. These results fit with the 

interpretation that above-chance matching accuracy depends on being able to compare high-

quality perceptual representations of static faces and voices, which are temporarily stored in 

echoic and iconic memory. These representations are likely to have significantly decayed 

after 5 s (Coltheart, 1980; Glanzer & Cunitz, 1966; Lu et al., 1992; Neisser, 1967; Sligte et 

al., 2008, 2009; Sperling, 1960; Treisman, 1964; Wickelgren, 1969).  

The overall matching accuracy results should be considered in terms of social 

functioning. During social interactions involving a number of individuals, faces and voices 

belonging to the same people are usually encountered at the same time. It makes sense that it 

is easier to accurately attribute common identity when faces and voices are presented within a 

short time frame. Being able to accurately link faces and voices that are significantly 

temporally offset would perhaps incur an unnecessary cost in terms of cognitive load.  

Matching response. The bias to respond same identity is influenced by faces and 

voices being presented close together in time. Although an overall bias operates when a face 

and voice are presented simultaneously (Experiment 1), as well as when the ISI is 1 s (Smith 

et al., 2016a, Experiment 2), it does not manifest when the voice is presented 5 s (Experiment 

1) or 10 s (Experiment 2) before the face in the A-V condition. This sits well with the 

predictions informed by temporal contiguity research, which point to associative inferences 

being more likely when stimuli are presented close together in time (Buehner & May, 2003; 

Ginns, 2006; Reed, 1992; Shanks et al., 1989).  

Page 19 of 38

URL: http:/mc.manuscriptcentral.com/pqje

Quarterly Journal of Experimental Psychology

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



INTERVALS IN FACE-VOICE MATCHING 20

Taken together with the results of Smith et al. (2016a), the results of Experiment 2 and 

3 add to evidence of a stronger response bias in the V-A condition than in the A-V condition. 

In Experiment 2 (5 s interval) and 3 (10 s interval), there was less of a difference between 

accuracy on same identity and different identity trials when the voice was presented before 

the face (A-V condition). The matching response analyses also showed that whilst the overall 

bias to accept faces and voices in each trial as belonging to the same identity does not persist 

at a 5 s or 10 s intervals in the A-V condition, it does persist in the V-A condition. The order 

effect according to bias is perhaps attributable to the strength of identity information 

associated with faces and voices (Damjanovic & Hanley 2007; Hanley & Turner 2000; 

Stevenage et al., 2011, 2012; Stevenage, Neil, Barlow, Dyson, Eaton-Brown & Parsons, 

2013; Stevenage & Neil, 2014). Faces provide more reliable cues to identity than voices, so 

voices could be subsumed by the identity of preceding faces. During conversations it is 

possible to view a face continuously, but voices are only audible when the interlocutor is 

speaking. It is a reasonable strategy to rely on the face as a cue to identity, and preferentially 

accept a subsequent voice as belonging to the same person.  

The pattern of results reported in these three experiments support the argument that 

the bias to attribute common identity to faces and voices provides a useful foundation for 

successful audio-visual speech integration. Therefore, beyond a short time frame, the overall 

lack of a bias to respond same identity is perhaps unsurprising. In speech perception, audio-

visual integration only occurs when articulating faces and voices are presented close together 

in time (Munhall et al., 1996; Robertson & Schweinberger, 2010; Van Wassenhove et al., 

2007). Furthermore, the order asymmetry in face-voice matching operates in a parallel pattern 

to biases in audio-visual speech integration. It has been shown that integration occurs from an 

auditory lead (comparable to the A-V condition) of up to around 100ms, and an auditory lag 
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INTERVALS IN FACE-VOICE MATCHING 21

(comparable to the V-A condition) of around 300ms (Munhall et al., 1996; Robertson & 

Schweinberger, 2010; Van Wassenhove et al., 2007).  

Conclusion. These 3 experiments demonstrate that face-voice matching performance 

is dependent on the time-course of stimuli presentation. The results help to clarify how 

cognitive processes driving matching decisions affect performance, emphasising how both 

accuracy and bias are reliant on comparing fast-decaying, high-quality perceptual 

representations. Finally the results offer potential clues as to the function of accurate face-

voice matching. This ability may help people to navigate the complex social world during 

multi-speaker conversations and support speech integration to aid communication.   
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Table 1 

Parameter estimates (b) and likelihood tests for the 2x2 factorial analysis, Experiment 2: 5 s 

inter-stimulus interval 

Source df b SE G2 p 

Intercept 1 0.272 0.265 . . 

Identity 1 1.245 0.362 7.51 .006 

Order 1 0.474 0.322 0.02 .901 

Identity x Order 1 1.136  0.495 5.61 .018 

Figure Captions 
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Table 2 

Parameter estimates (b) and likelihood tests for the 2x2 factorial analysis, Experiment 3: 

10 s inter-stimulus interval 

Source df b SE G
2
 p 

Intercept 1 0.457 0.254 . . 

Identity 1 1.092 0.329 7.53 .006 

Order 1 0.491 0.324 0.28 .867 

Identity x Order 1 0.951 0.460 4.22 .040 
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Figure 1. Illustration of the procedure used in Experiment 1 

Figure 2: Overall matching accuracy and same identity responses for 0 s (i.e. simultaneous 

face-voice presentation), 5 s and 10 s inter-stimulus intervals in a same-different task. Error 

bars show 95%CI for the condition means 

Figure 3: Matching accuracy for simultaneous face-voice presentation. Error bars show 

95%CI for the condition means 

Figure 4: Illustration of the procedure used in Experiment 2 

Figure 5: Face-voice matching accuracy on V-A (panel A) and A-V (panel B) trials with a 5 s 

inter-stimulus interval. Error bars show 95% CI for the condition means 

Figure 6: Face-voice matching accuracy on V-A (panel A) and A-V (panel B) trials with a 10 

s inter-stimulus interval. Error bars show 95% CI for the condition means 
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Figure 1: Illustration of the procedure used in Experiment 1  
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Figure 2: Overall matching accuracy and same identity responses for 0s (i.e. simultaneous face-voice 
presentation), 5s and 10s inter-stimulus intervals in a same-different task. Error bars show 95%CI for the 

condition means  
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Figure 3: Matching accuracy for simultaneous face-voice presentation. Error bars show 95%CI for the 
condition means  
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Figure 4: Illustration of the procedure used in Experiment 2  
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Figure 5: Face-voice matching accuracy on V-A (panel A) and A-V (panel B) trials with a 5s inter-stimulus 
interval. Error bars show 95% CI for the condition means  
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Figure 6: Face-voice matching accuracy on V-A (panel A) and A-V (panel B) trials with a 10s inter-stimulus 
interval. Error bars show 95% CI for the condition means  
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Table 1 

Parameter estimates (b) and likelihood tests for the 2x2 factorial analysis, Experiment 2: 5 s 

inter-stimulus interval 

Source df b SE G
2
 p 

Intercept 1 0.272 0.265 . . 

Identity 1 1.245 0.362 7.51 .006 

Order 1 0.474 0.322 0.02 .901 

Identity x Order 1 1.136  0.495 5.61 .018 
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Table 2 

Parameter estimates (b) and likelihood tests for the 2x2 factorial analysis, Experiment 3: 10 s 

inter-stimulus interval 

Source df b SE G
2
 p 

Intercept 1 0.457 0.254 . . 

Identity 1 1.092 0.329 7.53 .006 

Order 1 0.491 0.324 0.28 .867 

Identity x Order 1 0.951 0.460 4.22 .040 
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