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Abstract

E-assessment in higher education mathematics is explored via a systematic review of 

literature and a practitioner survey, and compared with other assessment approaches 

in common use in higher education mathematics in the UK. E-assessment offers 

certain advantages over other approaches, for example question randomisation allows 

individualisation of assessment, but it is restricted in the range of what can be 

assessed due to the limitations of automated marking. 

A partially-automated approach is proposed in which e-assessment techniques are 

used to set an individualised assessment which is taken and marked by hand. This 

approach is implemented in a higher education mathematics module. The module 

uses individual coursework assignments alongside group work to attempt to account 

for individual contribution to learning outcomes. The partially-automated approach is 

used as a method for reducing the risk of plagiarism in this coursework, rather than 

replacing it with a written examination or e-assessment. 

Evaluation via blind second-marking indicates that the approach was capable of 

setting a reliable and valid assessment. Evaluation of student views and analysis of 

assessment marks leads to the conclusion that plagiarism does take place among the 

undergraduate cohort, was a risk during this assessment, but was not in fact a 

particular problem. 

The partially-automated approach is recommended as an appropriate addition to 

the repertoire of higher education mathematics assessment methods, particularly in 

cases where an assessment carries a high risk of plagiarism but the need for 

open-ended or deeper questions make an examination or automated marking system 

sub-optimal. 
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1 Introduction

1.1 Outline of research
This research examines the use of 'e-assessment' (assessment set and marked by 

computer; sometimes called computer-aided or computer-assisted assessment, CAA) 

in higher education mathematics, contrasted with 'traditional' assessment approaches 

(set and marked through non-automated methods). An investigation of assessment 

approaches leads to the proposal of a novel, partially-automated approach, which I 

implement and evaluate in a particular teaching and learning context. 

This research originated in an earlier project, which drew as its motivation an 

enthusiastic desire to implement e-assessment technology simply because 

implementation was possible, without particular study of educational need or 

purpose. My professional development as a teacher in higher education resulted in a 

change from this naïve approach to a more sceptical one, where innovation follows 

educational need and is only completed where it is more advantageous than existing 

approaches. 

Moore (2011) predicts that “your focus will shift through the life-cycle of [a] 

project as it evolves and takes shape” (p. 6). Indeed, this is a thesis of three parts, 

representing three phases of this research. 

The first part (chapters 2-3) studies assessment in higher education mathematics 

in general, and e-assessment in higher education mathematics in particular. This is a 

free, open and unfocused exploration of the topic, given that “the more certain you 

are about something in education, the less likely you are to appreciate what is going 

1
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on” (Mason, 2002; p. 120). As the approach taken is to implement an innovation only 

where there exists some educational need, the aim of this investigation is to study the 

place of technology in assessment in higher education mathematics in order to 

identify an opportunity for novel development. A weakness is identified in the 

literature, in that implementation of e-assessment, particularly that reported in 

published work, is often driven by individual enthusiasts (Barton et al, 2012; p. 18), 

which may exaggerate the benefits (Sangwin, 2012; p. 12). A survey is thus 

undertaken with a focus on users of e-assessment who are not represented in the 

literature and non-users of e-assessment. 

The second part (chapters 4-5) discusses different methods of assessment in terms 

of their advantages and limitations. It is recognised that different assessment 

methods in different teaching and learning contexts access certain desirable qualities 

of assessment to different extents. For example, a written examination can be more 

reliable than a piece of open-ended coursework, but may be less valid, in terms of 

being able to assess everything a mathematics degree should contain. Discussion of 

each assessment method as a balance of desirable qualities leads to the identification 

of a partially-automated approach, in which the tools of e-assessment are used to set 

an individualised (pseudo-randomised) assessment which may be taken and marked 

offline. This approach is claimed as novel in higher education mathematics, since a 

similar approach was not found in literature during the first part of this research. 

Since individualisation is a tool for dissuading plagiarism, and the limits of automated 

marking are more restrictive than the limits of randomisation, the potential exists to 

make a piece of coursework more reliable through reduced plagiarism without having 

to convert it to an e-assessment or written examination, both of which would have 

less potential for high validity. Given the sceptical approach to technological 

intervention outlined above, this partially-automated approach to assessment is not 

considered useful simply because it has been proposed; a teaching and learning 

context is outlined in which it may be useful. The context involves a module in which 

individual work was used alongside group projects to attempt to take account of 

individual contribution in the final grade. Since the individual work was necessarily 

similar to the group project work, the potential for in-group plagiarism was high. The 
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nature of the topic and the intended learning outcomes did not suit the restraints of a 

written examination or e-assessment, and so individualised coursework via the 

partially-automated approach was thought to be potentially very suitable. 

The third part (chapters 6-8) describes the development of technology for the 

proposed partially-automated approach, first by prototyping and later by re-purposing 

an existing e-assessment system as an assessment-setting system. The 

implementation of the partially-automated approach in the proposed teaching and 

learning context is described. An evaluation focuses on whether the specific 

implementation was successful in achieving its goals, in order to answer the broader 

question of whether any circumstances exist within higher education mathematics in 

which the partially-automated approach can be useful. 

Essentially, to borrow a mathematical analogy, the second part draws on the 

findings of the first to propose an 'existence statement' (see Anderson, 1969; p. 29) 

that a particular novel, apparently unused approach to assessment may exist. The 

third part then attempts to 'prove' its 'existence' in practice, by finding a particular 

set of circumstances for the proposed method and examining whether it is more 

useful in that context than established methods. If so, this project will have provided 

evidence that there is some merit in including the partially-automated approach in 

the catalogue of assessment methods available to teachers of mathematics in higher 

education. This project does not seek to demonstrate that this is the only unrealised 

novel approach to assessment in higher education mathematics, nor that this is the 

only way in which a partially-automated assessment approach might be useful (in 

fact, I would hypothesise that both of these statements are false). 

This thesis is in part about the development of my teaching practice (this will be 

expanded in sections 6.3 and 6.7 in particular), and so is written in first person, 

although use of first person language is kept to a minimum where it is less relevant to 

the topic of discussion. My background and motivations, and literature on assessment 

and e-assessment in higher education mathematics, are introduced in chapter 2. The 

methodology to be followed at various phases in this project will be introduced in the 

chapter where the need arises. 



4

1.2 Research questions

1.2.1 Main research questions

1. How is e-assessment used in higher education mathematics, what are its 

advantages and limitations, and how does it compare to other assessment 

methods in common use in higher education mathematics in the UK?

2. Can a novel assessment approach be identified which uses e-assessment 

techniques to provide a combination of potential advantages and limitations 

that is distinct from that offered by the commonly used methods identified?

3. Is there a particular teaching and learning context in which the proposed 

novel approach is more appropriate than existing commonly used methods?

1.2.2 Questions related to the particular 
implementation and its evaluation

The partially-automated approach proposed as a result of research question 2 was 

trialled in a particular context with a group of students. Six questions are posed in 

chapter 6 which relate to the evaluation of that implementation and are required to 

evaluate research question 3. 

1. Are the marks particularly sensitive to who is doing the marking?

2. Is the assignment assessing the learning outcomes it was intended to assess? 

3. Does the individualised nature of the assignment work to reduce plagiarism?

4. Can the individual work contribute to a view on whether uneven contribution 

is taking place?

5. Can the individual work contribute to a process for adjusting group marks to 

take account of individual contribution?

6. What are student views on conventional measures to address uneven 

contribution?

In addition, the opportunity of surveying students is used to produce data from a 

different perspective to enable further discussion of research question 1.

7. What are student views on the purpose of assessment?

8. What are student views on automated marking?
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1.3 Original contribution
The main contribution of this work is that I propose, develop and trial a 

partially-automated approach to the assessment of mathematics in higher education, 

in which e-assessment methods are used to set an assessment which is taken and 

marked offline. This approach makes it possible to bring automated individualisation 

to the assessment of higher order skills. In particular, this approach differs from 

similar approaches taken in statistics (see section 4.5), which use a randomised data 

sample for individualisation, and from usual approaches to e-assessment in 

mathematics, where the limitations of computer input and automated marking tend to 

lead to a focus on mathematical techniques and algebraic equivalence. Given that a 

review of key projects and reports on assessment in UK higher education 

mathematics and a systematic review of literature on e-assessment in mathematics 

did not reveal anything similar, this approach to assessment is claimed as novel in 

higher education mathematics in the UK. 

In addition, this thesis provides a systematic review of literature giving the views 

of practitioners on the use, advantages and limitations of e-assessment in higher 

education mathematics. That review did not find any similar published systematic 

review on this topic, so this is also claimed as an original contribution. 

Finally, this thesis attempts to account for a limitation of the literature by 

providing the results of a survey of the views of those in higher education 

mathematics who are users of e-assessment but not represented as authors in the 

literature, and of non-users of e-assessment. The closest found in the systematic 

review of literature is the survey by Robinson, Hernandez-Martinez and Broughton 

(2012), which was limited in scope as it focused on lecturers at one university all 

using the same e-assessment system with first year students (p. 105).

1.4 Overview of chapters
Chapter 2 draws both on reflective evaluation of previous experience and on 

scholarship to establish relevant background information for this study. A reflection 

on experiences in higher education mathematics alongside this project details a 

change in approach to the implementation of learning technology. In order to support 
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research question 1, a study is made of four key practitioner sources in UK higher 

education mathematics teaching, learning and assessment, with a particular focus on 

assessment methods. Finally, a systematic review of literature on e-assessment in 

higher education mathematics provides practitioner views on the use, advantages and 

limitations of e-assessment approaches. 

Recognising the dominance in the literature of individual enthusiasts, an attempt is 

made through four interviews to collect the views of users of e-assessment who are 

not represented in the literature, and of non-users of e-assessment. A questionnaire is 

used to corroborate or dispute the interview findings among a larger sample. The 

findings of the interviews and questionnaire are presented in chapter 3. 

Chapter 4 discusses the methods of assessment in use in UK higher education 

mathematics in terms of the five desirable qualities: reliability; validity; fairness and 

transparency; efficiency; and, usability. This discussion recognises that each method, 

in general terms, provides access to a different balance of these qualities. This leads 

to the identification of an opportunity to access a unique balance of qualities through 

a partially-automated approach, in which e-assessment methods could be used to set 

an individualised assessment which is taken and marked offline. It is the identification 

of this opportunity for a partially-automated approach that comprises the key 

proposal of this thesis.

Chapter 5 outlines a particular teaching and learning context in which the 

partially-automated approach may be useful. This is a module designed to develop 

various learning outcomes around graduate skills, and which uses individual work 

alongside group projects to try to take account of individual contribution in the final 

marks. The opportunity to use the partially-automated approach proposed in chapter 

4 arises during this module. Chapter 5 describes the programme context, module and 

assessment structure and the topic of the relevant group project, as well as previous 

experience of running a similar group projects module. 

Chapter 6 discusses the design of a framework for evaluation of the 

implementation of the partially-automated approach in this module based on my 

development as a teacher of higher education mathematics and on increasing 

knowledge about the partially-automated assessment approach. This proposes three 



7

strands of evaluation: a second-marker experiment, to examine the reliability and 

validity of the assessment; a student feedback questionnaire, to examine student 

views on uneven contribution and plagiarism in the context of this approach, and on 

assessment and automated marking in general; and, comparison of marks, to examine 

uneven contribution through individual assignment marks and peer assessment of 

contribution. 

Chapter 7 presents the implementation. First, this details the development of 

technology to implement the partially-automated approach. The extended timescale of 

this project means that the underlying technologies changed considerably between 

early prototyping and eventual deployment. Initial prototyping is described and a 

system capable of performing the implementation was created, though ultimately this 

project used a re-purposed existing e-assessment system to set the individualised 

assessments. Chapter 7 also describes the implementation of the approach proposed 

in chapter 4 in the teaching and learning context planned in chapter 5, and its 

evaluation using the method designed in chapter 6. 

Chapter 8 gives the results of the evaluation designed in chapter 6 whose 

implementation was described in chapter 7. 

Chapter 9 brings together the findings in the context of the research questions to 

draw conclusions, discuss limitations and provide further discussion. 



2 Background

2.1 Introduction
Moore (2011; p. 14) recommends drawing on a body of knowledge and experience 

(“theory”), through different contexts, to inform teaching practice. This theory is 

based on scholarship and also is informed by reflective evaluation of previous 

experience. Kotecha (2011), similarly, uses a teaching approach which draws on “my 

past teaching experience; several theories of learning; students' feedback” (p. 5). 

It seems appropriate, using this model, to first offer a reflection on the change in 

approach to implementation of learning technology that has taken place during this 

project, supported where appropriate by literature, and this is offered in section 2.2. 

Scholarship on the topic of this thesis takes the form of reading on assessment in 

general and e-assessment in particular. First, a detailed reading of key sources on 

assessment in mathematics, statistics and operational research (MSOR) in UK higher 

education is given in section 2.3. This aims to discuss assessment in the MSOR 

context and discover the assessment methods in common use. Second, an attempt is 

made to understand the practicalities, advantages and limitations of e-assessment in 

the MSOR context. Recognising that advantages and limitations of assessment 

approaches are not objective truths, an attempt is made in section 2.4 to evaluate 

these for e-assessment in MSOR via a systematic review of literature, including 

practitioner opinion and experience. 

8
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2.2 Reflection on experience

2.2.1 Introduction

My current research project arose initially from work completed for my Masters 

dissertation. A change in emphasis and approach has taken place during this project; 

from naïve enthusiasm for learning technology to a healthy scepticism and more 

considered approach directed to clear educational need. I don't remember a 

Damascene moment in relation to this change but a gradual shift based on my 

activities outside this project. 

I began this project in part-time mode in 2004 and alongside this I have had a 

series of part-time jobs. I started as a computer technician, running websites and 

databases for statisticians (2004-7). Later I worked for a mathematics professional 

body, talking to undergraduate mathematics students around the U.K. about career 

options and what they might do after graduation (2008-10). I worked as a 

mathematics lecturer in a U.K. university (2008-9), delivering mathematics content 

for science and business students and computational methods and graduate skills 

development for mathematicians. I worked to support learning and teaching through 

technology in a U.K. university mathematics department (2009-10) and I worked on a 

national project to support curriculum development projects and offer professional 

development for teaching and learning staff in higher education mathematics 

(2010-12). Naturally, these experiences have shaped my outlook on pedagogy, and 

this in turn has influenced this current research. 

In this chapter, then, I do not seek to address the main project directly. Rather, I 

describe some of the other experiences I have had of teaching and of implementing 

learning technology, and how these have influenced my approach to this research. 

This essay begins with a critical examination of my Masters dissertation and initial 

plans for this project. It goes on to describe my experiences of lecturing and the need 

for deep learning, an appreciation of the role that assessment can play in the 

development of graduate skills and an understanding of the process of deriving 

benefit from the implementation of technology. I do not attempt to detail all my 

previous experience, but to reflect on that which is relevant to the change of 
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approach that has taken place during my research project.

2.2.2 A solution looking for a problem

My PhD research arose as a continuation of a previous project, my Masters 

dissertation (Rowlett, 2004a, summarised in Rowlett, 2004b). I completed that 

dissertation as part of a computing Masters degree following a realisation in 2003 

that the technologies used to dynamically generate HTML webpages could 

dynamically generate MathML code to present mathematics on the web. HTML is the 

language used to encode content on web pages and uses tags to indicate which parts 

of a document are headings, paragraphs, links, etc. In a similar way, MathML uses 

tags to encode mathematical structures. Many HTML webpages are actually output 

from a script which has drawn together particular page elements (items in your 

shopping cart, for example) into a unique page for you. Applying this approach to 

MathML, mathematics can be written which includes dynamically generated 

elements; in this case to produce questions for an e-assessment system which differ 

for each user. 

I was aware, perhaps from my experience during my undergraduate mathematics 

degree, that practice is important in learning mathematics. I designed a system to 

make available to students self-test material on differentiation which would be 

marked by computer. Using pseudo-randomised constants in the functions to be 

differentiated, the system was capable of generating something in the region of nine 

million distinct questions from a dozen or so basic question types. A student using 

this system could reasonably expect to be able to practice for as long as they liked 

without running out of new questions to attempt. 

The dissertation itself (Rowlett, 2004a) has a strong focus on technology with 

chapters explaining MathML and dynamic webpage technologies and the main focus 

of the work being on applying the latter to the former to produce a computer-aided 

assessment system. A chapter on 'Mathematics and CAA' (p. 22-25) does mention 

some aspects of how people learn but has as its main focus issues arising from using 

technology to present mathematics assessments, including problems inputting 

mathematical notation and limitations of automated marking. 
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A user evaluation questionnaire was attempted but this gathered few responses. 

The evaluation chapter (pp. 45-49) focuses instead on whether the system was 

generating sensible mathematics without error, based on limited use by students. 

Although users were considered in the concluding chapter (p. 50), for example there 

is some concern expressed about “the small scope of the student usage evaluation”, 

the main conclusion is that “utilising the power of MathML through its dynamic 

manipulation has some merit when applied to the production of pseudo-randomised 

mathematics questions”. This seems to mean only that it is indeed possible to use an 

e-assessment system to set valid questions using MathML and correctly mark them. 

Exhibited in this work is clear pride in the efficiency of the approach (for the 

assessor); the system was capable of generating a relatively large quantity of 'output' 

for the amount of 'input' required. The starting point of that research was noticing 

what could be done with the technology and implementing this, simply because it was 

possible, without reference to wider pedagogic theory. In a way, this was quite 

reasonable; I was applying what I had learned during my computing degree to the 

interesting area of computer-aided assessment. In that sense I remain proud of the 

work; but at the same time it now seems hopelessly naïve, lacking any in depth focus 

on the educational aspects of what was being attempted. 

I began my PhD with a similar approach. I was encouraged early on in this 

(2004/5) to write an account of my plans (Rowlett, 2005) and in this I describe my 

research as continuing the work started during my Masters dissertation and “to 

investigate the application of other [similar] technologies to mathematics teaching 

and learning” (p. 35). Again, the focus seems to be on what can be done with 

technology first and what might be needed second. 

2.2.3 Deep learning of mathematical concepts

In 2008 I began lecturing a basic course in mathematics for business and science 

students who did not hold a recent qualification which included mathematical topics 

relevant to their degree. Instinctively, I wanted to encourage the students into some 

understanding of the concepts behind the mathematical syllabus, rather than just 

treating mathematics as a set of techniques to be memorised. As a mathematician, I 
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have a poor appreciation of how one might learn (certainly, remember) a technique 

without first understanding it. However, the students I was teaching were to use 

mathematics as a tool, a means to an end. In their home disciplines they would have 

problems which need to be solved using mathematics and they were looking to be 

taught how to apply relevant techniques. In circumstances such as these, I wondered, 

is it sufficient to teach the procedure of applying the technique? 

In the context of my e-assessment project, a system which can generate millions of 

instances of a limited range of questions might be seen as supporting the latter type 

of learning. It helps students to memorise and practice the technique without 

necessarily supporting their understanding. But is that a problem?

Entwistle and Ramsden (1983) contrast two main types of learning: “deep” (or 

“meaning”) and “surface” (or “reproducing”) (p. 193). The deep approach being 

“internal”, focused on the content of the article or problem and the knowledge, 

experience and interests of the learner. The surface approach is “external”, focused 

on the task and its requirements, with material “impressed on the memory for a 

limited period” and “no expectation that the content will become a continuing part of 

the learner's cognitive structure” (p. 195).

Raine (2005) regards the way mathematics has been taught to science students as 

procedural, “by constant repetition and coverage of all possible variants of a given 

problem, eventually to the extent that mathematics becomes indistinguishable from 

pattern matching” (p. 14). Fuson, Kalchman and Bransford (2005) suggest this 

procedural way of teaching mathematics “often overrides students' reasoning 

processes, replacing them with a set of rules and procedures” (pp. 217-218). These 

descriptions certainly sound like they would fit a massively randomised e-assessment 

system. Since the computer is applying a set of rules and procedures for pattern 

matching, we can hardly expect that repeated use of the system would encourage 

anything deeper from students. So does this sort of learning suit the requirements 

some students have to just learn to apply mathematical techniques? 

Fuson, Kalchman and Bransford argue that focusing the instruction on procedural 

knowledge is ineffective and causes a disconnect from the meaning behind the 

mathematics, evidenced by students failing to correct erroneous answers which are 
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clearly unrealistic. Raine remarks that the surface approach works “until you change 

the context and start asking for applications of the techniques in unfamiliar 

surroundings” (p. 14). A study in which students could reproduce a desired technique 

well but could not adapt this knowledge to unfamiliar circumstances is reported by 

Dreyfus (2002). There is also some suggestion that deep understanding can help both 

in the retention of what is learned and confidence in the subject (Entwistle and 

Ramsden). Fuson, Kalchman and Bransford even attribute some students' dislike of 

mathematics as a subject to focusing the instruction merely on procedural 

knowledge.

Of course, the purpose of science and business students learning mathematics is 

that they can retain this knowledge and apply the techniques to unfamiliar scenarios 

in their home discipline and wider career. If such students are dissuaded from 

applying mathematics when necessary because they have forgotten the techniques, 

lack confidence to apply them or even because of dislike of the subject then this is 

extremely problematic. Looking at it this way, then, the surface approach seems to be 

especially poor preparation. 

My reading around this subject led me to be concerned that I was simply training 

my students in the mathematical techniques so they would acquire, as Dreyfus puts it, 

“the capability to perform, albeit much slower, the kind of operation which a 

computer can perform” (p. 28). Beyond the immediate experience, this investigation 

led me to believe that the approach explored during my Masters research was 

similarly flawed. If encouraging students to practice large numbers of out-of-context, 

little-varying, self-test questions is implicitly encouraging procedural, and therefore 

surface, learning, then this approach will discourage students' ability to retain and 

apply their mathematical knowledge.

2.2.4 Development of graduate skills 

In 2009 I was to give a module for second year mathematics students which aimed to 

use mathematical project work to develop graduate skills, including time 

management, working in small teams and communicating using reports and 

presentations. These aims, including a syllabus which did not intend to develop any 



14

particular mathematical topic, would require a very different approach to assessment. 

Beevers and Paterson (2002) describe “key skills” as “what is left after the facts 

have been forgotten” (p. 51). Challis et al. (2002) define a subset of key skills as 

“transferable” (p. 80) and say that as well as academic knowledge, professional 

mathematicians require these skills to “use their knowledge effectively” (p. 89). They 

say it is “incumbent on us, as teachers, to help our students to learn and develop 

these skills” (p. 80). Lowndes and Berry (2003) agree, saying that employers have 

“voiced their perceptions/criticisms that students/graduates are technically 

competent but lack professional skills, awareness of business issues, communication 

skills [and] problem solving skills” (p. 20). There is clearly a need to develop these 

skills, but how is this achieved? 

Hibberd (2005) notes that “much of the teaching and learning in an undergraduate 

mathematics curriculum is provided by traditional lectures and problem workshops 

and assessment is dominated by examination” (p. 5). This view of assessment of 

undergraduate mathematics in the U.K. is well supported by the findings of Iannone 

and Simpson (2012a) (more in section 2.3). MacBean, Graham and Sangwin (2001) 

note that “many people” view mathematics as a subject in which “something is either 

right or wrong” so that it is “difficult to discuss or debate and ... not open to differing 

opinions” (pp. 1-2). This sort of teaching and assessment, and this view of 

mathematics, is well suited to short problem questions with well-defined correct 

answers of the sort that might be marked by computer. 

Hibberd (2005) suggests that these teaching and assessment methods are “strong” 

for “the attainment of knowledge” but make “more limited contributions to other 

elements” (p. 6). Thomlinson, Robinson and Challis (2010a) recognise that 

e-assessment, with its “rapid feedback”, can “promote engagement” in the first year 

of a degree, but that the use of closed questions required for rapid computer marking 

limits the potential to develop graduate skills (p. 126). If widely used methods limit 

graduate skills development, is there a kind of assessment which is more suitable?

Waldock (2011) argues that graduate skills can be developed by using alternative 

methods of assessment which encourage skills development alongside mathematical 

content, in a way that traditional assessment methods do not. Reporting on interviews 
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with senior staff in U.K. university mathematics departments, Iannone and Simpson 

(2012a) say that “some justified alternative forms of assessment as more realistic of 

the kinds of tasks students would encounter in later employment” (p. 13). Specifically, 

Hibberd (2002) recommends that group project work can “[lead] students into a more 

active learning of mathematics, and an appreciation and acquisition of associated key 

skills” (p. 159). A case study of Iannone and Simpson (2012a) supports this, reporting 

the move away from examinations towards more project work at one U.K. university 

mathematics department as part of a drive to offer “the development and assessment 

of a wider range of skills” (p. 8). 

Traditional methods of assessment, using short problems with well-defined 

solutions, are well suited to use of e-assessment and computerised marking but less 

well suited to the development of graduate skills. Challis et al. advocate that the 

development of transferable skills “should be embedded in the mathematics 

curriculum” (p. 80) otherwise, they say, skills-based assignments risk being seen as 

“an 'add on'” rather than “an integral part of a mathematician's life” (p. 90). It seems 

that the approach taken in my Masters research, involving automated marking, is 

particularly at odds with the objective of embedding graduate skills development 

throughout the degree programme.

2.2.5 The pattern of the technology enthusiast

In 2009 I began working to support the mathematics curriculum through technology 

in a U.K. university mathematics department. Having been concerned that my 

e-assessment system may encourage surface learning and preclude the type of 

assessment that most favoured the development of graduate skills, my experiences in 

this role most of all made me question my 'wide-eyed' approach to using technology. 

Often, technology is introduced out of general enthusiasm. I certainly saw that in 

myself and others during this role, and it lay at the heart of my Masters dissertation 

project. Apart from my own experience, I have met a number of technology 

enthusiasts and heard several seminars on projects that seem to exhibit the same 

approach: it looks interesting, let's try it and see what it can do; we can worry about 

what we are trying to achieve later.



16

I became involved with a project to conduct whole class quizzes through the use of 

response system technology (sometimes called electronic voting system or 'clickers'). 

Audience members enter individual answers to questions via a remote device and 

these responses are displayed collectively to the group. This technology is thought to 

bring two-way communication in large lectures and provide a beneficial active 

learning opportunity to every member of the audience (Simpson and Oliver, 2007). We 

used the technology in a large introductory applied mathematics module for regular 

quizzes to encourage students to keep up-to-date with lecture content and not simply 

save it all up to revise at the end. Each quiz was conducted, answers were given in 

class and students were encouraged to view worked solutions on the web later. 

The lecturer felt that the technology was useful and he had received informal 

positive feedback from students. This encouraged him to plan to repeat the process 

the following year. An evaluation of students' reported use of the feedback they 

received during quizzes, however, suggested that the technology was only benefiting 

those students who were more likely to engage in any case (Barton and Rowlett, 

2011). Essentially, students who reported that they were encouraged by the quizzes 

to review module materials said that they kept up-to-date equally well with other 

modules where clickers were not used. Students who were not encouraged to engage 

were struggling to keep up with this and other modules equally. 

Studies which reported a positive benefit for students were those that used 

clickers to drive an active change in teaching practice (Dufresne et al., 1996; Crouch 

and Mazur, 2001), while those reporting no evidence of benefit were controlling for 

other factors, such as teaching and learning method, when introducing the new 

technology (Kennedy and Cutts, 2005; King and Robinson, 2009). The technology 

introduction in our experiment was not accompanied by an educational change, such 

as Crouch and Mazur's peer instruction driving a more active style of learning, and so 

the findings of the evaluation should perhaps not have been a surprise. 

This technology was applied more or less in isolation, without driving a change in 

educational approach. It took time in class and effort on behalf of the lecturer and 

students, with positive effect on engagement with module materials, the stated goal, 

only reported by students who self-reported as being more likely to engage anyway. 
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Despite the positivity of the lecturer and the students he spoke to, an uncritical, 

unchanged repetition of use of the technology could be unhelpful or even detrimental. 

Use of the technology did provide the lecturer with valuable data about what the 

students did and did not understand in the form of their answers. If that is an 

acceptable goal, and the downside of time taken in class an acceptable price to pay, 

then the technology introduction may have been a success. As the desire was in fact 

to improve student engagement, and ultimately student learning, questions ought to 

be asked about implementation before the technology is used again. Learning to 

connect plans for technology implementation to clear educational goals and later 

evaluate against those goals is an important step which was missing from my Masters 

dissertation. 

2.2.6 Discussion

At the start of this process I was a naïve enthusiast willing to apply technology simply 

to see what can be done. Through an investigation of teaching methods to develop 

deep learning I came to worry that using e-assessment to generate large numbers of 

out-of-context, little-varying, self-test questions might give students the wrong 

message about the aims of assessment and encourage surface learning. This mode of 

learning can be detrimental to students because without understanding, they may not 

be able to apply techniques to unfamiliar circumstances and might struggle to retain 

what they have learned. Through designing a group project task to develop graduate 

skills I came to understand that producing graduates equipped for the challenges of 

life requires more complex tasks, and not just problems which are unambiguously 

right or wrong, to be embedded throughout the curriculum, limiting the effective 

range of e-assessment using automated marking across a degree programme. 

Through investigations into learning technology I came to understand the pattern 

of the technology enthusiast and recognise this in myself. This is where the naïvety of 

my earlier approach is laid bare. A new technology is introduced, perhaps without a 

particular aim and fuelled by individual enthusiasm. This then receives positive 

feedback from those students who used it, perhaps masking disengagement by a 

silent minority who are disadvantaged, which in turn fuels further uptake of the 
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technology. 

Actually, to expect an automatic improvement of student learning simply by 

replicating a current approach using technology is not encouraged by my 

experiences. Technology introduction ought to be put in a context of educational need 

and implemented accordingly. Educational technology may not produce a benefit 

simply by its introduction, but a benefit may derive from a change of approach driven 

by use of the technology. Approaching a curriculum development without considering 

potential educational need seems to me, now, to be a thoughtless approach. As such, 

a technology intervention should follow one of two patterns: to drive a change of 

practice which is beneficial to student learning, or to replicate a current approach 

more efficiently without detrimental effect and with no expectation of effect on 

student learning, perhaps in order to release staff time for another activity to 

positively influence student learning.

The approach taken when producing an e-assessment system for my Masters 

dissertation suffered from these problems: it was implemented with enthusiasm 

simply because it could be done and not to address any educational need; it 

encouraged surface learning; it precluded the sort of assessment that assists with 

graduate skills development; and, just because I was positive (and, given more time I 

may have found some students who were positive also) does not mean that the 

technology was benefiting anyone involved. 

My focus in the years since I started my PhD project has shifted considerably away 

from enthusiastic implementation of e-assessment technology to one looking at the 

effect of using such technology and when and where it can be implemented to 

address an established need and produce an educational benefit. In general, my 

approach to using technology in education has become much more sceptical. I listen 

to people who say they are implementing some technology, or asking me whether I 

am planning to introduce something, and my first question is: what is the educational 

need and how could technology address this better than the current approach? 

Otherwise, I won't waste everyone's time.
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2.3 Assessment in higher education 
mathematics

2.3.1 Introduction

Assessment in mathematical sciences and the methods used are examined through a 

detailed study of selected key sources. The relevant QAA Benchmark Statement1 

(QAA, 2007) recognises that assessments in mathematics “differ substantially” from 

those in other subjects (p. 20). For this reason, this section draws on sources on 

assessment specifically in higher education mathematics. 

Challis, Houston and Stirling prepared sets of resources aimed at university staff 

(2004a) and students (2004b), published in 2004 by the Learning and Teaching 

Support Network Subject Centre. These were based on a set of generic Learning and 

Teaching Support Network resources but designed “to interpret and add to them in 

such a way as to bring out their relevance and usefulness in the context of 

Mathematics, Statistics and Operational Research (MSOR)” (2004a, p. 2). 

Iannone and Simpson (2012b) ran a project, Mapping University Mathematics 

Assessment Practices (MU-MAP), supported by the National HE STEM Programme in 

2011-12, which aimed “to examine the current state of assessment in our 

undergraduate degrees”. They designed this “not only to give a broad overview of 

practice, by looking across our higher education institutions, but also to have an eye 

to the future and alternatives” (p. iii). 

As well as these resources with a specific focus on assessment, two recent sources 

devoted to higher education mathematics were consulted for their sections on 

assessment.

Robinson, Challis and Thomlinson (2010), working as part of the More Maths 

Grads project in 2007-10, aimed to “explore and review the way mathematics courses 

are working” in four institutions through questionnaires, group and individual 

1 The QAA Benchmark Statement for Mathematics, Statistics and Operational Research 
(MSOR) (QAA, 2007) aims to “provide a means for the academic community to describe the 
nature and characteristics of programmes” and “represent general expectations about 
standards for the award of qualifications at a given level in terms of the attributes and 
capabilities that those possessing qualifications should have demonstrated” (p. ii).
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semi-structured interviews with students and staff. This was “partly concerned with 

curriculum content” and also with (Challis, Robinson and Thomlinson, 2010; p. 5)

understanding and improving the kind of experience we provide for 
our students of mathematics, how we teach them, engage them and 
support them and recognise their aspirations, how they feel about 
that experience, and what the implications are of all that.

Particularly the chapters by Thomlinson, Robinson and Challis (2010a, 2010b) focus 

on assessment.

Cox (2011) offers a guide to practice for new lecturers in “mathematics and related 

subjects”. Cox hopes to avoid being “idiosyncratic, representing the single view of the 

author about teaching matters” by basing his book on “the production of materials for 

the highly successful Maths, Stats & OR (MSOR) Network Induction Course for New 

Lecturers” and thus “taking advantage of the wide range of input available to the 

Network”. Cox aims “to provide support for any new MSOR lecturer” and targets “the 

best interests of the students while being practical about the pressures on their 

teachers” (p. xi). 

This seems to be a suitable mix of approaches to provide useful coverage of the 

topic. Challis, Houston and Stirling (2004a, 2004b) provide a link to the general 

assessment literature, filtered for relevance to MSOR, Iannone and Simpson (2012a, 

2012b, 2012c) review the current state of mainstream and alternative assessment 

practice, Robinson, Challis and Thomlinson speak to staff and students about their 

experiences and Cox provides guidance to train staff.

This section is split into two parts: the first is about assessment in general; the 

second discusses specific methods of assessment. 

2.3.2 About assessment and its evaluation

2.3.2.1 What is assessment?

Cox offers the following definition of assessment (p. 149):

The measurement of the extent to which students have met the 
learning objectives of a course of study.

Cox says that “assessment is a major part of individual teaching and of departmental 

administrative affairs” (p. 145) and “in practice most teaching and learning is 
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assessment driven” (p. 149). 

2.3.2.2 The purpose of a mathematics degree

The QAA Benchmark Statement expects certain subject-specific skills from all 

graduates, and expects “most of these” to be “formally assessed at some stage” (QAA, 

2007; p. 15). The abilities listed are: 

• “to demonstrate knowledge of key mathematical concepts and topics, both 

explicitly and by applying them to the solution of problems”; 

• “to comprehend problems, abstract the essentials of problems and formulate 

them mathematically and in symbolic form, so as to facilitate their analysis and 

solution, and grasp how mathematical processes may be applied to them, 

including where appropriate an understanding that this might give only a 

partial solution”; 

• “to select and apply appropriate mathematical processes”; 

• “to construct and develop logical mathematical arguments with clear 

identification of assumptions and conclusions”; 

• “where appropriate ... to use computational and more general information 

technology (IT) facilities as an aid to mathematical processes and for acquiring 

any further information that is needed and is available”; 

• “to present their mathematical arguments and the conclusions from them with 

accuracy and clarity” (p. 15). 

The Statement says that particular branches of MSOR will have “other 

subject-specific skills that are relevant to those particular branches” (p. 15). This also 

says graduates will have “highly developed skills of a more general kind” (p. 13) and 

that these will be “honed by their experiences of studying MSOR subjects” (p. 16). 

The Statement stresses “a general ethos of numeracy and of analytical approaches to 

problem solving”, and the importance of “the general skill of transferring expertise 

from one context to another” (p. 16).

The Statement suggests that graduates will possess the following general skills (p. 

16): 

• “general study skills”; 
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• able “to learn independently”; 

• able “to work independently with patience and persistence, pursuing the 

solution of a problem to its conclusion”; 

• “time management”; 

• “organisation”; 

• “be adaptable, in particular displaying readiness to address new problems 

from new areas”; 

• “able to transfer knowledge from one context to another”; 

• able “to assess problems logically and to approach them analytically”; 

• “highly developed skills of numeracy”; 

• “general IT skills, such as word processing, the ability to use the internet and 

the ability to obtain information, always exercising these skills in a responsible 

way and taking care that sources are referred to appropriately”;

• “general communication skills, typically including the ability to work in teams, 

to contribute to discussions, to write coherently and to communicate results 

clearly”. 

Where appropriate, this says, graduates will “have knowledge of ethical issues”. The 

Statement recognises that these skills “enhance the general employability” of 

graduates (p. 16).

The QAA Benchmark Statement also says that assessment “is not necessarily 

restricted to the assessment of mathematical knowledge and understanding alone” 

and that programmes will also assess, for example, “the ability to use mathematical 

ideas in the context of an application” or “the ability to communicate effectively” 

(QAA, 2007; p. 18). 

2.3.2.3 Purposes of assessment 

Challis, Houston and Stirling (2004a) give six “purposes of assessment” (p. 44): 

1. “to give a licence to proceed to the next stage or to graduation”;

2. “to classify the performance of students in rank order”;

3. “to improve student learning”;

4. “to inform teachers of the strengths and weaknesses of the learners and of 
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themselves so that appropriate teaching interventions may be employed”;

5. “to inform other stakeholders – society, funders, graduate schools, potential 

employers”;

6. “to encourage learners to take a critical-reflective approach to everything that 

they do, that is, to self-assess before submitting”. 

Cox lists the following as possible purposes of an assessment (pp. 149-150), based in 

part on Brown (2001; p. 10): 

• “to judge the extent to which knowledge and skills have been mastered”;

• “to monitor improvements over time”;

• “to diagnose students' difficulties”;

• “to evaluate teaching methods”;

• “to evaluate the effectiveness of the course”;

• “to motivate students to study”;

• “to predict future behaviour and performance”;

• “to qualify students to progress”.

Cox says that whatever its purposes, assessment is “primarily a measure of student 

learning”. He warns that these purposes must be used “carefully” in balance. For 

example, a coursework assessment used to encourage student learning may not be 

very effective at predicting students' future performance “if only because there is no 

certainty that it is solely the student's work” (p. 150). 

Note that the first list contains “to improve student learning” and the second “to 

motivate students to study”. Cox says that one of the important points of assessment 

is that “students best learn mathematics if they are actively engaged in the process of 

doing mathematics”, and that this is best achieved in an examination (p. 149). Challis, 

Houston and Stirling (2004a) agree that active learning as a means of promoting a 

deep approach should be promoted, but do not so restrict the range of assessment 

methods (p. 44).

2.3.2.4 Assessment of graduate skills

Challis, Houston and Stirling (2004a) report “the wide acceptance of the [QAA] 

benchmark statement” in MSOR and therefore “some general acceptance of the value 
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of key skills2” (listed in section 2.3.2.2), while pointing out there is “less agreement 

over how to embed or to assess students' development of them”. They also point out 

that employers have (p. 15)

consistently said they value transferable or key skills, and it behoves 
us as course designers to bear in mind the future needs of 
mathematics graduates working in industry, whether as a 
mathematician or in a more general capacity.

In section 2.2.4, the issue of graduate skills development in teaching was 

discussed, with the idea that this must be embedded throughout the curriculum. 

Challis, Houston and Stirling (2004a) also report this view and, having acknowledged 

that “many students now work strategically, responding only to the pressure of 

assessment” (p. 7), they say (p. 16)

others may feel that integrating the skills assessment distorts the 
integrity of their award. However, working on the principle that if 
you want to convey to students that you value something then you 
have to assess it, this issue must be addressed.

They suggest communication skills can be developed through “communicating the 

answer to a range of people and not just peers, in suitable form(s) (e.g. report, article, 

poster, oral presentations, etc.)”. They say “the mathematical modelling process 

provides an ideal vehicle for developing and assessing the full range of 

communication skills, from understanding the problem, to communicating validated 

conclusions, perhaps to non-experts” (p. 16). They also suggest mathematical 

modelling “covers the whole territory” of problem-solving, providing “an ideal vehicle 

both for skills development and assessment” (p. 17). 

Challis, Houston and Stirling (2004a) acknowledge that group work only receives 

“one very brief mention” in the QAA Benchmark Statement but say that (p. 17)

in the world of work most problem solving involves teamwork, and 
while a mathematician will bring special skills to a team, she or he 
will also have to function as a member of that team and to be aware 
of the issues involved in that.

Again, they cite modelling as “an ideal vehicle for developing group working skills” 

(p. 17). 

2 “key skills”, “transferable skills” and “graduate skills” are used here interchangeably. 
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2.3.2.5 Learning outcomes and alignment

Challis, Houston and Stirling (2004a) define learning outcomes as “statements of the 

things it is intended that students will be able to demonstrate or do when they 

complete the programme or a constituent module” (p. 43). They say that the “most 

useful piece of advice” on assessment for lecturers is “first of all write the learning 

outcomes of a module very carefully”, since “thoughtful learning outcomes are the 

key to good assessment” (p. 42; emphasis original). This is because, for a clear set of 

outcomes representing a concise statement of what the students will learn, a module 

is made up of teaching, learning and assessment methods which are designed to 

“match the chosen learning outcomes” (Kahn, 2002; p. 93).

2.3.2.6 Formative and summative assessment

Cox has formative assessment as “designed for developmental purposes” and not 

contributing to students' marks or grades, “allowing students to make mistakes 

without penalty” (p. 150). He warns that it is possible “students won't do such work 

because it does not attract marks”, meaning that it is possible that only the more 

motivated students will complete formative work (p. 150). Cox says summative 

assessment is “designed to establish students' achievement at stages throughout a 

programme and normally contributes to their marks and grades” (p. 150). Challis, 

Houston and Stirling (2004b) agree that summative assessment “attempts to measure 

the extent to which a student has achieved the learning outcomes of the programme 

or module” (p. 4) and that it is used to produce “a final mark at the end of the 

process” (p. 7). Challis, Houston and Stirling (2004a) say that “quite often” the same 

assessment tasks are used for formative and summative assessment (p. 5). 

2.3.2.7 Marking criteria

An assessment is accompanied with a set of marking criteria or a mark scheme. Cox 

says “the essentials” of good marking criteria are that they:

• “match the assessment tasks and learning objectives”;

• “enable consistency of marking”;

• “can pinpoint areas of disagreement between assessors”;



26

• “can be used to provide useful feedback to students” (p. 166).

On consistency between multiple markers, Thomlinson, Robinson and Challis 

(2010a) say defining clear instructions for “different markers of varying skills”, in 

order to improve reliability, “constrains the type of questions being asked since 

students need to be steered to produce answers in a reasonably standard form” (p. 

123). 

2.3.2.8 Plagiarism

Challis, Houston and Stirling (2004b) define plagiarism as “misrepresenting someone 

else's work as your own” (p. 17). Challis, Houston and Stirling (2004a) highlight a 

variety in definitions of plagiarism, with some being “more explicit about the 

dishonesty” and others putting “greater emphasis on the acknowledgement of 

sources”. The latter is a more subtle issue, for example including the extent to which 

information given in the lectures - “the 'common knowledge' of the subject” - must be 

acknowledged, or whether students properly acknowledge when they are quoting 

“large amounts of text” from other sources. There are considerable issues here, 

particularly around communication of good practice and expectations to students (p. 

23). Cox warns that plagiarism can distort the view of the lecturer on whole-class 

progress (p. 183).

Iannone and Simpson (2012a) note that plagiarism can be hard to identify in short 

problem questions, as “it would be quite natural for students to use similar methods 

and even similar variable names in their solutions to the same problem” (p. 12). Cox 

describes the situation thus (p. 182):

Particularly in techniques-based topics two completely independent 
solutions to the same problem can look virtually identical. The only 
real give away is when a number of scripts come in together with 
identical silly mistakes, and even then, unless someone coughs it is 
difficult to assign responsibilities.

Challis, Houston and Stirling (2004a) also discuss collusion. They say that we 

“ought to commend” the practice of students discussing “a piece of work they all have 

to do”. They say that students “might think through the issues together and come to 

some joint conclusions”. They say that “in group work this is explicit and 

uncontroversial, as the output will be acknowledged as coming from the group” 
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(although, re. “uncontroversial”, see the discussion under section 2.3.3 about 

assigning individual marks for group work), but that in cases where the work is 

individual “there is frequently a grey area here”. They say few would object if 

students “all contributed to the discussion and the individual write ups are different”. 

They say that in “essay-type material” (p. 24)

it is reasonably clear that independent write-ups will be different, 
but for analysing data or solving a mathematical problem this is less 
clear: the theory will constrain independent correct work to be very 
similar, at least for students of moderate ability.

Cox says the issue of plagiarism is “a hot topic nowadays” but “somewhat 

overcooked” (p. 182). Challis, Houston and Stirling (2004a) say that for a student to 

plagiarise “is not sensible” because (p. 23)

if there is a purpose in asking the student to do the work it will be to 
promote or assess the student's learning, and copying contributes 
nothing to that purpose.

However, Iannone and Simpson (2012a) report concern about a “thirst for grades” 

driving “plagiarism or collusion with coursework” (p. 13). 

2.3.2.9 Evaluation of assessment

Assessment can be evaluated in terms of the following qualities: reliability, validity, 

fairness (QAA, 2007; p. 18), efficiency and usability (Challis, Houston and Stirling, 

2004a; p. 6). Definitions of these terms are provided below. 

Reliability

Challis, Houston and Stirling (2004a) say “reliable assessment measures are 

objective, accurate, repeatable and correctly marked and recorded” showing “no bias 

between examiners” (p. 5). Cox defines reliability as meaning that “the outcome of 

the assessment is consistent for students with the same ability, whenever the 

assessment is used, whoever is being assessed, and whoever conducts the 

assessment” (p. 151). 

Challis, Houston and Stirling (2004a) say that in “traditional mathematical 

assessment there is a feeling that examiners are highly likely to agree, since a piece 

of mathematics is either right or wrong”. They say that “reliability has been an issue 

for more discursive disciplines to worry about but not us” (p. 19). However, complete 
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reliability may not be possible. Cox warns about multiple markers, saying that “any 

scheme that is sufficiently detailed to always guarantee reliability is almost certain to 

be complex and unwieldy, or to render the question so anodyne as to pose little 

challenge” (p. 151). Challis, Houston and Stirling (2004a) say (p. 19), 

now that many MSOR courses do include some learning outcomes 
with a more discursive flavour, perhaps encompassing project, 
modelling and related work, and the requirement for instance for 
report writing, then we must face this issue.

Cox also says assessment must be objective. He says “nowhere is it more important 

to balance professional position and ordinary human regard for students”; also that 

assessors must “put aside any personal feelings to ensure objective decisions on the 

outcomes of assessment” (p. 147). Challis, Houston and Stirling (2004b) say 

anonymity is used to avoid examiner bias “towards or against a particular candidate”. 

They say this is used “for the most important assessments (e.g. exams)”, but 

acknowledge that in some circumstances “this anonymity is impractical” (p. 5).

Validity

Challis, Houston and Stirling (2004b) define validity by saying simply: “assessment 

should test what it is supposed to test” (p. 5). Cox defines validity as “the requirement 

that the assessment measures attainment of the learning objectives set” (p. 151). 

Challis, Houston and Stirling (2004a) say that valid assessment “must assess all the 

things we expect students to learn which are considered to be of value” (p. 6), and 

that “assessment should test whether a student has achieved the goals of the module, 

course or programme” (p. 19). 

Challis, Houston and Stirling (2004a) say “there has to be alignment between 

learning outcomes, methods of learning, assessment methods and assessment tasks” 

(p. 6). They say that “while the three-hour unseen written examination is 

commonplace, there are considerable limitations to what can be achieved and 

measured in such a format; indeed the same is true of traditional 'right or wrong' 

coursework”. They point out that issues of validity are particularly relevant when 

assessing “mathematical modelling activity” (p. 19).
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Fairness and transparency

Cox says assessment must “be 'fair' to students and give them every opportunity to 

show... what they can do” (p. 145). Cox says questions must be “carefully explained 

and unambiguous” (p. 148), and be “interesting” without being “a 'trick question'” (p. 

149). 

Related is the issue of transparency. Challis, Houston and Stirling (2004b) say 

students “should be told how [they] will be judged” (p. 5). They say this is not detail 

of questions but relates to: how much the assessment contributes to the module and 

to the overall degree assessment; what students have to do to pass; arrangements for 

resits, special circumstances, etc. (p. 6). Cox also highlights the need for “clarity and 

precision about what is expected of the students and how this will be measured”, but 

balances this against over-specifying, which would be “tantamount to telling the 

students precisely what the assessment will be” (p. 147). 

Efficiency

Challis, Houston and Stirling (2004a) say that “with enough resources reliability can 

be improved” but this may not be possible “due to resource constraints” (p. 6). Cox 

says assessment must be “practical”, explaining that “all assessment is a compromise 

between ensuring the validity and reliability of the assessment and working within 

limited resources” (p. 147).

Cox also highlights the need for providing a reasonable workload for students. This 

means providing “not too much (or too little) coursework” and “questions and 

examination papers need to be of a reasonable length and difficulty” (p. 148). 

Usability

Challis, Houston and Stirling (2004a) define usability as “the usefulness of 

assessment to each of the internal stakeholders – students, lecturers, managers, and 

each of the external stakeholders – postgraduate schools and employers” (p. 6; 

emphasis original). Specifically, each of these are said to be interested in:

• students: feedback on learning and marks for progression and award;

• lecturers: information about the progress of students; 

• managers: are “keen to observe good quality”;
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• postgraduate schools: details of a student's whole profile;

• employers: “assurance that the student knows the subject, perhaps even 

specialised topics, and whether the student has good skills” (p. 6).

Evaluation of an assessment

The QAA Benchmark Statement says assessment criteria will refer to “validity, 

reliability and fairness, assessing appropriate aspects of knowledge and skill, 

supporting the aims of learning and teaching, providing opportunities for feedback 

whenever appropriate, and being open to external scrutiny (for example, by external 

examiners) as appropriate” (QAA, 2007; p. 18). Challis, Houston and Stirling (2004a) 

say that (p. 42)

it should be the aim of every examiner to set examinations and 
assessment tasks, and to devise assessment schemes that are as 
reliable and as valid as possible given the constraints of affordability, 
and to be of use to every stakeholder in the whole process of 
educating students.

Cox reports that evaluation of assessment is completed by “the external examiner”, 

that “most modules will usually have a moderator to check the examiner's work” and 

that there is often departmental “scrutiny of the outcomes of the assessment” (p. 

146). Challis, Houston and Stirling (2004b) say that the external examiner will 

“oversee the fairness and quality of the whole process” (p. 7). Cox says “at a 

superficial level, you need to ensure that your results are 'reasonable'. Your 

examination board Chair or Examinations Officer will soon let you know if they are 

not!” (p. 186). 

2.3.3 Methods of assessment used

2.3.3.1 Introduction

The QAA Benchmark Statement says that (QAA, 2007; p. 18)

learners are likely to meet a range of methods of assessment, 
depending on the aims and learning outcomes of the programme or 
module and on the knowledge and skill being assessed. Assessment 
will be carried out according to context and purpose.

Challis, Houston and Stirling (2004a) say that “there are appropriate learning 

methods, appropriate assessment methods and appropriate assessment tasks for 
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different learning outcomes, and it is important to align these in a sensible way”. 

They say that proper thought given to learning outcomes “requires the introduction of 

different methods of assessment, methods that are better than written examinations 

at assessing some learning outcomes like, 'On successful completion of this module 

students should be able to demonstrate effective teamwork skills'” (p. 42).

Several of the sources consulted discuss specific methods of assessment. In 

particular, Challis, Houston and Stirling (2004a, 2004b) give guidance on different 

methods, Iannone and Simpson conducted an extensive survey of current assessment 

practice in mathematics departments in England and Wales (2012a), and collected a 

series of anonymised case studies based on current practice through an opportunistic 

sampling method (2012b). Focus is kept on non-e-assessment approaches, given the 

more systematic treatment of literature on e-assessment methods in section 2.4, 

though actually e-assessment approaches were not widely discussed in the sources 

consulted here.

Challis, Houston and Stirling (2004b) list eight assessment types (unseen timed 

written examination, open book exam, seen timed written examinations, coursework, 

multiple choice exams, oral exams, presentations and projects or dissertations) (pp. 

8-11) and say these are “only a selection” which includes “the most common ones in 

MSOR” (p. 12). Also included in this section are posters (Iannone and Simpson, 

2012b; pp. 39-40) and peer assessment (Challis, Houston and Stirling, 2004a; p. 27).

Challis, Houston and Stirling (2004a) also mention self-assessment and say that 

this is “perhaps one of the most important skills that higher education can impart to 

its students” (p. 27), although it is not specifically highlighted in the other sources 

consulted. They say such reflective tasks in MSOR would “normally” be “for formative 

purposes” to “promote deeper learning” rather than “to rank students” (p. 27). This is 

noted as important, then, but not included in the list of assessment methods below. 

2.3.3.2 Written examination

Of 1843 modules examined by Iannone and Simpson (2012a) at UK universities, “over 

one quarter” (535) were “assessed entirely by closed book examination” and “nearly 

70%” (1267) “use closed book examinations for at least three quarters of the final 
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mark” (pp. 4-5). Iannone and Simpson (2012a) suggest that most departments are 

content with the dominance of unseen, closed book written examinations, but that 

alternatives have been introduced in some cases, particularly to introduce tasks 

“more realistic of the kinds of tasks students would encounter in later employment” 

(p. 13). 

Cox says that the unseen written examination is usually “closed book”, save 

perhaps for “formulae sheets” (p. 159). Iannone and Simpson (2012a) report use of 

“open book” examinations, in which “anything from statistical tables to textbooks and 

other materials” may be taken in to the examination (p. 10). Challis, Houston and 

Stirling (2004a) also outline “seen” examinations, in which students are “given the 

questions some time in advance” (p. 45). Challis, Houston and Stirling (2004b) 

describe multiple-choice examinations, “paper- (or maybe computer-based) exams 

which ask you to pick the right (or best) option from typically four options” (p. 10). 

Challis, Houston and Stirling (2004a) say that “written examinations are pretty 

reliable, but they only have limited validity” (p. 6; emphasis original). They say that 

(p. 6)

the more complex the task, the less likely it will be that a written 
examination will be a valid means of assessment; the more we 
simplify the assessment, the more reliable it becomes, but at the 
expense of validity.

Challis, Houston and Stirling (2004b) say that problems-based exam questions are “in 

many ways the least complex form of assessment - and one of the most 'valid' (and 

reliable to mark)” (p. 9). Challis, Houston and Stirling (2004a) say that this method is 

“very reliable in assessing particularly the lower order cognitive skills, but not useful 

for assessing extended investigations” (p. 45). 

Cox, however, says that “a properly set unseen examination of sufficient duration 

can assess any cognitive skill” (p. 158; emphasis original). He says that open-ended 

questions are possible in an examination in some contexts via “unseen generalizations 

and abstractions”, though he says that such questions should be “less demanding” in 

examination questions than in coursework (p. 148), which seems to limit the validity 

of this assessment method. Similarly, he says that deep learning is “much easier to 

assess in projects or coursework” but that an examination question might ask 
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students “to describe how they would approach a particular previously unseen 

problem, without actually solving it” (p. 148). 

Cox points out that “examination conditions” can “usually guarantee” that the 

assessment provides “reliable results”, but “take away coursework cannot” (p. 151). 

In particular, Cox says that “supervised examinations” provide “little possibility of 

cheating” (p. 182). 

2.3.3.3 Coursework

Two types of coursework are reported: frequent short coursework, much like a take 

away exam paper; and, longer, in depth pieces of work. The latter might be the result 

of project work.

Cox says that “unsupervised coursework” is “problematic” in relation to plagiarism 

(p. 182). In their interviews, Iannone and Simpson (2012a) note that “often people 

explicitly raised concerns about weekly homework sheets and how they could be sure 

that the work represented the students' own efforts” (p. 12). Iannone and Simpson 

(2012b) report an anonymised case study in which weekly exercise sheets “did not 

seem a very good predictor of final marks” with “high marks” leading to “concerns 

about copying” (p. 51). Cox says this means that coursework cannot provide “reliable 

results” (p. 151). Thomlinson, Robinson and Challis (2010a) highlight copying as a 

particular problem among weaker students, causing one interviewee to say that this 

means “it's not clear what the real benefit is of the course work” (p. 124). Iannone 

and Simpson (2012a) say that “some departments are moving away from the credit 

bearing weekly homework sheet towards in-class tests or reconfiguring them as 

formative assessments” because of plagiarism (p. 12). 

Cox says that if a student obtains marks by “verbatim copying” then “they will be 

found out in the exam”. This means, he says, “the only way to make such coursework 

assessment harmless in this respect is to keep it at a low proportion of the overall 

assessment” (p. 182). 

Cox says that coursework is “a good vehicle” to “encourage students to work 

together” provided they are encouraged to “present their own work in the end” (p. 

182). 
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Cox says that coursework, unlike an examination, is an opportunity to give detailed 

feedback to students on their work (p. 181). Thomlinson, Robinson and Challis 

(2010a) say that coursework with rapid turnaround (“within the week”) means that 

staff are aware “how their students were performing” and could provide “more 

meaningful” feedback (p. 123). Iannone and Simpson (2012b) report on an 

anonymous assessment case study in which frequent, short assessments were found 

to have “a positive effect on final exam marks” (p. 52), apparently through helping 

students identify “gaps in their knowledge and misunderstandings of the material”. 

They report a disadvantage being increased staff marking time (p. 53). 

Thomlinson, Robinson and Challis (2010a) say that “a smaller number of longer 

assignments encourages reflection about the interrelation of different parts of the 

course material and gives practice in the various stages of applying mathematics” (p. 

122). Thomlinson, Robinson and Challis (2010b) say that the problem of copying “can 

be ameliorated to a large degree by the use of substantial open ended assignments” 

because these give students the opportunity to exhibit “the capacity for original 

thought” (p. 128). Cox says that open-ended questions “bring out how the student 

processes, analyses information and then synthesizes it into new forms” (p. 148).

The consistency of markers is reported as a problem by Thomlinson, Robinson and 

Challis (2010b), particularly for open-ended assignments which “are not amenable to 

producing solutions in a highly standardised form” (p. 125). 

Iannone and Simpson (2012a) report use of more in-depth assignments, including 

for modules which focus on problem solving (p. 10) and employment skills (p. 11).

2.3.3.4 Presentations

Challis, Houston and Stirling (2004b) say that presentations might be individual or in 

groups, and sometimes use peer-assessment (p. 10). They say that “often” 

presentations “really measure” students' “ability to talk fluently about a topic”, “to 

answer questions”, to “identify and explain the key points in a complicated topic” and 

“skills at preparing visual aids” (p. 11). 

Iannone and Simpson (2012b) report on an assessment case study in which group 

presentations are used during an advanced pure mathematics project (p. 33). The 
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lecturer reported a perception of difficulty over the reliability of the marks for 

presentations, and that these were kept low (10% of the module mark) accordingly (p. 

34). 

Iannone and Simpson (2012a) report use of presentations, including in 

mathematical modelling (p. 11). 

2.3.3.5 Peer assessment

Challis, Houston and Stirling (2004a) say that in peer assessment, students “are 

making judgements about their fellow students” in order that they “learn to give 

feedback and to give constructive criticism”. They say peer assessment can be used in 

“many situations in MSOR”, usually for formative assessment, but that if it is to be 

used for “high stakes assessment” then “students should be well trained in whatever 

assessment they are using” (p. 27). 

Iannone and Simpson (2012a) report the abandonment of peer involvement in 

assessment at one university “after students raised concerns about whether peers 

were qualified to make robust judgements” (p. 13). 

2.3.3.6 Posters

Iannone and Simpson (2012b) report on a case study which uses assessment by 

poster. Students were asked to create an individual poster and present it. Reported 

advantages include making deeper connections across mathematics and its 

applications, and improving independent working and oral and written presentation 

skills (p. 39). They raise concerns over “fairness and equality” around students 

becoming “extremely nervous” over the presentation of the poster (p. 40). 

2.3.3.7 Oral assessment

Challis, Houston and Stirling (2004b) list “oral exams” as “face-to-face interviews 

with one (or usually more) examiner” which are “sometimes used to investigate 

borderline candidates on degree classifications” (p. 10). They say that “often” this 

kind of interview “really assesses” student understanding of what they wrote in an 

assessment, and “an overall understanding of an area, rather than a narrow question” 
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(p. 11). This kind of oral interview might be used in projects (Challis, Houston and 

Stirling, 2004a; p. 46), for example a case study reported by Iannone and Simpson 

(2012b) uses a panel interview (p. 49). 

Oral assessment can, however, go further than this. Iannone and Simpson (2012c) 

focus their attention on what they call “oral performance assessment”, which 

“requires students to work live on a problem with a tutor” (p. 128). Cox (2011) says 

that oral examinations are used “in Europe and Russia”, with the advantage that staff 

“almost certainly get a much better idea of what a student really knows”, but notes 

that this is “simply too (wo)manpower intensive and beyond the resources of most UK 

departments with current student numbers” (p. 147). Indeed, Cox reports that written 

exams were originally brought in to replace oral assessment when the latter became 

“too costly” in the face of increased student numbers (p. 150).

Iannone and Simpson (2012c) believe this approach is “less likely to enable 

students to gain high marks without understanding and was more likely to engage the 

students in thinking about the material”. Disadvantages include student anxiety. They 

report that staff workload was “broadly similar to the ordinary coursework/tutorial 

system” (p. 134). 

2.3.3.8 A note about group work

Challis, Houston and Stirling (2004a) say that working with others is “an important 

key skill” and “a useful learning experience” (p. 46). Nevertheless, group work is 

unusual in this list of assessment methods because it is not necessarily a method of 

assessment itself. Group work is a learning and teaching activity that ultimately 

produces some output, such as a report, poster or presentation, and might be 

assessed by methods such as oral interview or peer assessment. Group work may use 

many of the assessment methods discussed in this section, but it is not included here 

as a method of assessment itself. 

Challis, Houston and Stirling (2004a) allow “group assessment” to include 

“assessment of the products of the working together of a group by either the lecturer 

or student peers, and to the assessment of the group-working process, again by the 

lecturer or by student peers” (p. 27; emphasis original). They say the product “will 



37

usually be a written report or a seminar presentation or a poster. It should 

demonstrate the group's success in carrying out the investigation and in reporting it”. 

They suggest marking a written report “as if it had come from one person and, 

initially, to give that mark to each member of the group” (p. 28). 

The group-working process might include how the group arranges its activities. 

Iannone and Simpson (2012a) note “an interesting tension” in their interviews 

regarding group work, where “some described this as an important employability skill 

which a degree should provide, while others worried about how to measure a 

student's individual contribution” (p. 12). Iannone and Simpson (2012b) note the 

effect within groups of variability of “commitment and abilities” (p. 36), and concern 

about the award of “a single mark for everyone in the team when [students] perceive 

that not everyone contributed equally” (p. 42). Challis, Houston and Stirling (2004a) 

refer to “the rogue students who do not pull their weight in the process and who are 

carried by the others in the group” (p. 29). (MacBean, Graham and Sangwin, 2001, 

call these students “passengers”.) 

Challis, Houston and Stirling (2004a) say that “confidential self and peer 

assessment of the group working process can be used to good effect to moderate the 

mark assigned to the group in order to give a mark to each individual” (p. 29). They 

say this peer assessment “often gives the best insights” when assessing the 

group-working process (p. 27). As an alternative, they suggest the lecturer could 

observe the group at work, though they say “there is a danger that the process of 

observation will distort that which is being observed” (p. 46). (See also the discussion 

of peer assessment in section 2.3.3.5.)

Iannone and Simpson (2012a) report use of group projects in mathematical 

modelling modules (p. 11). 
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2.4 Systematic review of literature on 
advantages and limitations of 
e-assessment

2.4.1 Introduction

Having considered assessment in general in the previous section, here an attempt is 

made to understand the practicalities, advantages and limitations of e-assessment 

technology in the MSOR context via a systematic review of relevant literature. 

2.4.2 Method

Online searches were conducted including the following research databases: 

Academic Search Complete; British Education Index; Educational Resources 

Information Center; Intute: Science, Engineering, & Technology; JSTOR; Science 

Direct; Web of Knowledge; Zetoc. Six searches were conducted using the search term 

'mathematics' with either 'university' or 'higher education' and one of 'e-assessment', 

'computer aided assessment' or 'computer assisted assessment'. In addition, searches 

were completed using Google Scholar with the search term 'mathematics' and one of 

'e-assessment', 'computer aided assessment' or 'computer assisted assessment' in the 

title of the article. Finally, several professional resources were consulted: the Higher 

Education Academy's MSOR Connections archive (published approximately termly 

since 2000) with searches for 'e-assessment', 'computer aided assessment' and 

'computer assisted assessment'; the literature library database compiled by the 

MU-MAP Project (University of East Anglia, 2012) with searches for 'e-assessment', 

'computer aided assessment' and 'computer assisted assessment'; and, every article 

in the Higher Education Academy's Maths-CAA Series (published monthly from July 

2001 and June 2006) was inspected. These searches were completed in September 

and October 2012.

622 articles were screened for duplicates and irrelevance so any paper not directly 

concerned with e-assessment in mathematics at university level was excluded. 

Excluded articles were most often concerned with pre-university education or with 
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computer-based instruction rather than assessment. Among the professional sources, 

some articles were simply reports of workshops or accounts of technical 

implementation (details of standards, etc.) and these were excluded unless they 

contained additional commentary from the author. 97 articles were read and notes 

taken where these discussed the practicalities, advantages and limitations of different 

aspects of and approaches to e-assessment. These notes were organised into themes, 

and these themes were used to write the sections of this review.

In discussing the merits of e-assessment, Foster (2004) assumes that his 

e-assessment tool has the functionality it claims, is reliable and stable and is correctly 

implemented (p. 6). This approach is taken here as well, to ignore issues of poor 

implementation and technical difficulties that involve software not working as 

advertised. In addition, issues of local support (financial, technical and political) are 

ignored (though they are a great cause of concern for Foster). Obviously, such issues 

are of interest to those trying to implement e-assessment, but this review is 

concerned with the principles of the advantages and limitations of e-assessment and 

it would be unreasonable to mark down the whole concept because of a software bug, 

poor interaction with other university systems or an unsupportive head of 

department. Certain practical difficulties are ignored as 'of their time' and now less 

relevant. For example, Beevers and Paterson (2003) are concerned about the 

“availability of a computer” and the “finance implications of using Internet access” (p. 

128), which may have been a problem ten or more years ago as reported but are less 

likely to be an issue today. Care was taken to distinguish between discussion of 

e-assessment and discussion of assessment methods generally. For example, in a 

section on the benefits of an approach taken by Robinson et al. (2005) the discussion 

is actually about the benefits of diagnostic testing and not necessarily related to 

e-assessment; care is taken not to claim the advantages of diagnostic testing as 

advantages of e-assessment. 

2.4.3 Findings overview

65 articles give a project report on an implementation or development of some 

e-assessment system, 19 offer discussion of some issue or issues from a practitioner 
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point of view but not directly related to a specific project implementation, eight 

report a piece of research that was not simply an evaluation of student feedback on a 

system whose implementation is the main focus of the article, four give software 

reviews and one is a workshop report. 

30 systems are discussed (the number of articles is given in brackets where it is 

greater than one): AIM (10); Mathletics (9); CALM (7); HELM (4); MapleTA (4); 

STACK (4); i-assess (3); WebCT (3); Questionmark/Questionmark Perception (3); 

CABLE (2); Calmaeth (2); CALMAT (2); DEWIS (2); eGrade (2); MaxQTeX (2); 

Mathwise (2); METRIC (2); TREEFROG (2); WaLLiS (2); DERIVE; Maple; MathAssess; 

Mathwright; Moodle; Open Mark; Respondus; TAL; TASMAT; WeBWorK; WileyPlus. In 

addition, fifteen papers discuss custom implementations of e-assessment developed 

in-house and not named or discussed elsewhere. 

2.4.4 Types of e-assessment and their uses

Most papers report use for routine practice at the transition between school and 

university “where subject material is basic” (McCabe, Heal and White, 2001; p. 1), 

including to deal with increased diversity of students (Ramsden, 2004; p. 2), to build 

student confidence (Samuels, 2007; p. 12) or for retention (Fletcher et al., 2009; p. 3). 

Some use e-assessment for second year (Foster, 2007; p. 45), service teaching (Blanco 

and Ginovart, 2012; p. 355), diagnostic testing (Pinto et al., 2007) or mathematics 

support (Samuels; p. 11). Some say e-assessment can be useful for some activities at 

all university levels (Strickland, 2002; p. 29). 

Many report e-assessment as being short questions, using either multiple-choice or 

numeric input, in which the mathematics completed “can only be inferred from the 

student response” (Golden, 2003; p. 3). 

Numeric input questions are of limited use in mathematics (Sangwin, 2007; p. 987) 

and there is a danger of penalising harshly for a small mistake, which may cause 

student perception of unfairness (Green et al., 2004; p. 11). 

Sangwin (2007) calls multiple-choice and similar questions “provided response 

questions” (p. 988) as the student is given the correct answer and several incorrect 

responses called “distractors” (Green et al.; p. 13) or “mal-rules” (Greenhow, 2010; p. 
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65). Multiple-choice questions can avoid problems of user input (Green et al.; p. 11), 

increase curriculum coverage (Pollock, 2002; p. 249) and build student confidence 

(Greenhow, 2008; p. 9).

However, multiple-choice questions may allow marks for successful guessing 

(Pidcock, Palipana and Green, 2004; p. 300). Increasing the number of distractors 

would decrease the chance of guessing correctly, but this is limited by “the difficulty 

of producing plausible incorrect answers” (Lawson, 2002; p. 2). Negative marking can 

be used, though this “actively” penalises mistakes which may have ordinarily been 

marked zero or given partial credit, and can substantially affect marks for marginal 

students who only guess a small number of answers (Lawson, 2002; p. 2).

Multiple-choice can allow students who do not know how to begin a question a hint 

of the form of the answer (Lawson, 2002; p. 2) and opportunity to answer by process 

of elimination (Sangwin, 2007; p. 988). Randomisation of values may make the 

answer obvious (Griffin, 2004; p. 3). In some cases, multiple-choice may not test the 

desired learning outcomes. For example, an integral may be answered by 

differentiating the response options, applying the technique of differential calculus 

when integral calculus was supposed to be tested (Lawson, 2002; p. 6). Sangwin 

(2012) says the difference between solving a problem and selecting a response means 

that the purpose of many questions has been “grotesquely distorted” by 

multiple-choice (p. 3).

Randomisation might be “random selection” (selected from a question bank) or 

“random generation” (randomised parameters inserted into a question template) 

(Gwynllyw and Henderson, 2009; p. 39). 

Random selection can be an efficient way of setting assessments on a standard 

topic (Robinson, Hernandez-Martinez and Broughton, 2012; p. 106). However, writing 

a question bank can be resource-intensive (Gwynllyw and Henderson; p. 39), which 

may limit the number, range or variety of questions (Pitcher, 2002; p. 2). This may 

lead to dissatisfaction with the range or level of the questions (Robinson, 

Hernandez-Martinez and Broughton; pp. 106 and 114) and concerns about students 

seeing questions more than once if the same database is used for formative and 

summative attempts (Cornish, Goldie and Robinson, 2006; p. 8). 
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Random generation can produce very large numbers of versions of a question from 

a single template (Gwynllyw and Henderson; p. 39), though care must be taken that 

these all have solutions (Greenhow, Nichols and Gill, 2003; p. 25), that all distractors 

and the correct answer are unique and distinct (Greenhow, 2010; p. 65), that 

questions are of consistent difficulty (Griffin; p. 4) and that any application context 

remains realistic for all random values (Jordan, Butcher and Ross, 2003; p. 7). 

Randomisation enables individualised assessment. This provides the opportunity 

for repeated practice (Naismith and Sangwin, 2004a; p. 238), reuse of questions for 

future years or resits (Pitcher; p. 2) and avoidance of plagiarism (Hatt, 2007; p. 382). 

Plagiarism was discussed in section 2.3.2.8; here it might be taken as being simple 

copying from other students (Beevers, 2006; p. 4), collusion through collaborative 

working taken too far (Cooper, 2002; p. 2), impersonation (Beevers et al., 1999; p. 31) 

or something more technical like capturing screenshots during a test for a friend or 

repeatedly accessing a question bank to view all options (Cornish, Goldie and 

Robinson; p. 2). Individualisation might push students from copying answers to 

discussing methods, a “far more positive” peer interaction (Hermans, 2004; p. 5). 

Individualisation allows invigilated tests to be replaced with uninvigilated coursework 

(McCabe, 2009; p. 224), though this does not tackle the problem of one student 

completing the work for another, perhaps as a work trade (Greenhow, 2008; p. 9). 

Davis et al. (2005) compare results from an unsupervised computer assessment with 

a “similar” invigilated paper test and draw a “strong conclusion” that “cheating in 

CAA is not a significant problem” (p. 69), whereas Greenhow (2002) warns that 

“uninvigilated and repeatable-on-demand” tests “do not appear to rank students 

correctly” (p. 15). Regardless whether the problem is real, the potential may cause 

concern among lecturers (Robinson, Hernandez-Martinez and Broughton; p. 19) and 

students (Green et al.; p. 9). 

Martin and Greenhow (2004) say that practising similar, randomised questions and 

examining the feedback might cause students to spot patterns and gain a deeper 

understanding (p. 49), though others are concerned that repeated practice on very 

similar questions encourages procedural ability over conceptual understanding 

(Robinson, Hernandez-Martinez and Broughton; p. 114). Even if we believe students 
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could gain a deeper understanding from studying automated feedback, this may not 

happen in practice; Sangwin (2003) agrees that students who adopt a deeper 

approach to learning are more successful, but says that students tend towards a 

surface approach (p. 814). 

Some see provided-response e-assessment as principally a learning tool, not a 

“discriminating assessment tool” (Judd and Keady, 2003; p. 11), either as 

encouragement to practice (Sims Williams and Barry, 2003; p. 3) or for students to 

identify their areas of weakness (Brouwer et al., 2009; p. 282). Beevers (2000) found 

students more willing to test themselves than study worked examples (p. 17). 

Attempts have been made to assess higher-level learning. McCabe, Heal and White 

suggest using “advanced question types, from ordering and hotspot to drag and drop 

assembly and essay” (p. 3). For proof, they suggest ordering fragments or filling in 

blanks in an incomplete proof (p. 6). Lawson (2002) says that such approaches are 

“undoubtedly imaginative use of current technology”, but “cannot be thought of as 

equivalent to asking a student to prove [a conjecture] from scratch” (p. 9), though 

such questions might help students learn “general ideas” about proofs (p. 10).

Free-text input can be collected, although marking causes problems. Simple string 

matching is problematic as there are usually multiple, perhaps infinitely many, ways 

to express the same mathematical object (Strickland, 2001; p. 3) and determining 

correctness may require mathematical operations (Klai, Kolokolnikov and Van den 

Bergh, 2000; p. 89). Some use systems which compare the student response and the 

correct answer evaluated at several numerical values (Beevers, 2006; p. 1), but this 

ignores structure and can mark incorrectly (Strickland, 2001; p. 3). A computer 

algebra system (CAS) can provide a powerful approach to assessing free-text input 

where this is available (Naismith and Sangwin, 2004b; p. 4). 

CAS questions are “pedagogically more valuable than multiple choice” (Strickland, 

2002; p. 28) and, though it cannot assess the whole curriculum, “a large proportion of 

core topics” are possible, such as “algebra, calculus, linear algebra and differential 

equations” (Sangwin, 2004; p. 7). Sangwin (2003) believes that “in the near future” 

all e-assessment will use CAS (p. 822), a prospect also reported as a future direction 

by Hammond (2010; p. 52).
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The ability of CAS to test algebraic equivalence allows questions which require 

“constructing instances of mathematical objects satisfying certain properties”, a 

higher-level skill task (Sangwin, 2003; p. 826). Such questions are difficult in 

traditional assessment because marking is more labour-intensive (Sangwin, 2012; p. 

14). Sangwin (2004) “firmly” believes such questions “are possible and desirable at 

all levels”, and have “the potential” to assess “many, if not all” topics, though this 

might require a question to be altered “to provide a little freedom” (p. 8).

Free text input usually requires a linear syntax, which can be difficult for students 

to correctly enter (Pitcher, Goldfinch and Beevers, 2002; p. 168). Since an informal 

linear syntax for mathematics is impossible to precisely define (Sangwin, 2012; p. 9), 

systems either use some non-standard syntax (Lawson, 2002; p. 5) or the syntax of an 

underlying CAS (Sangwin, 2007; p. 988). Pitcher calls it an “inherent problem” that 

“we write mathematics using symbols that do not lend themselves readily to single 

line input” (p. 2). 

Some systems use a process that Sangwin (2012) calls “double submission”, in 

which input is interpreted and displayed in two-dimensional format for checking (p. 

10). Strickland (2002) says that students found this “helpful” but warns that this 

“occasionally...misses the point or is misleading” and says that “despite the help, 

difficulties with syntax remained a significant cause of student dissatisfaction” (p. 

28). Jones (2008) suggests using a practice question, saying that “two or three 

attempts” are “sufficient to allow for any typographical mistakes” (p. 354). Sangwin 

(2012) says that, with practice, “the majority of our students cease to find the 

interface especially problematic for the majority of questions” (p. 9). 

Such input mechanisms add extra learning requirements (Lawson, 2002; p. 5) and 

cognitive load (Mavrikis and Maciocia, 2003; p. 10) unrelated to the assessment 

objectives. However, some regard requiring students to be precise as an advantage of 

e-assessment (Klai, Kolokolnikov and Van den Bergh; p. 90) and entering notation into 

a computer an ability students should develop (Pountney, Leinbach and Etchells, 

2002; p. 33). 

Some report students working on paper away from the computer even for 

computer-submitted work (Cooper; p. 4). Some encourage or require this, even using 
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the paper working to award partial credit (Pollock; p. 265). There may be pedagogic 

differences; Pitcher, Goldfinch and Beevers identify students who felt they would do 

better on e-assessment because “there was less to write” (p. 168).

In mathematics, marks are often given for the correct method with a small 

mistake, as this satisfies some of the learning outcomes (Lawson, 2002; p. 7). The 

final answer entered into a computer is not necessarily enough information to 

allocate partial credit (Levesley and Georgoulis, 2010; p. 1) and this can be a cause of 

student complaint (Croft et al., 2001; p. 65). One option for partial credit is 

decreasing marks for repeated submission, for example Delius (2004) penalises 10% 

per attempt (p. 44), though this is rather an imprecise measure and students only 

receive partial credit if they eventually enter a correct answer. Alternatively, a 

question may be broken into a series of smaller steps (Lawson, 2002; p. 7), perhaps 

optionally (Ashton and Youngson, 2004; p. 3). CAS can recalculate the answer for a 

later step as though the incorrect answer for an earlier step was the correct value, 

leading to enhanced follow-through marking (Sangwin, 2004; p. 7). While steps might 

reduce the information processing load (Beevers and Paterson, 2003; pp. 132-134) 

and provide intermediate feedback for increased motivation (Corbalan, Paas and 

Cuypers, 2010; p. 701), this may cause students to focus on individual steps while not 

seeing “the bigger picture”, leading to a procedural knowledge and lack of deep 

understanding (Quinney, 2010; p. 281). Multi-stage questions might also force 

students to use a method they would not have chosen (Lawson, 2002; p. 8). 

2.4.5 Advantages of e-assessment

Immediate feedback is usually given as a major advantage. This is a contrast to 

“slow” feedback from human markers (McCabe, 2002; p. 7); negative student 

response to the delay in feedback being an incentive to introduce e-assessment for 

some (Fawcett, Foster and Youd, 2008; p. 46). Continuous feedback is linked to 

retention (Ekins, 2008; p. 21), and increased performance and satisfaction (Cook, 

Hornby and Scott, 2001; p. 1), the latter particularly when it is combined with the 

opportunity for immediate resubmission (Blyth and Labovic, 2009; p. 985). 

Lawson (2002) says that feedback can be “as detailed as the test author wishes” 
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(p. 1), though this is linked to time spent and expertise in writing questions, 

particularly as feedback is most powerful when linked to students' misconceptions 

(Mavrikis and Maciocia; p. 5). There is disagreement over whether a computer will in 

practice provide more detailed feedback than a human marker (Mavrikis and 

Maciocia; p. 11) or less (Schofield and Ashton, 2005; p. 2). Greenhow (2008) provides 

detailed feedback and notices students entering dummy responses to access this, 

leading him to view the system “primarily as a learning resource” (p. 9). There is 

some concern that automated feedback provides “another worked example, as you 

find in the lecture notes”, which might “struggle to...facilitate understanding in 

weaker students” (Robinson, Hernandez-Martinez and Broughton; p. 114), with such 

students finding the feedback “more difficult to 'untangle' than the original question” 

(Green et al.; p. 10). 

Flexibility over when and where the test is taken is an advantage (Golden; p. 3) as 

it can reduce student stress (Robinson, Hernandez-Martinez and Broughton; p. 115). 

This is advantageous to students registered on part-time courses (Samuels; p. 10) or 

via distance learning (Baker, 2004; p. 33). Too much freedom, though, can lead to 

students completing work too slowly (Pollock; p. 249) and risks removing the teacher 

from the process (Schofield and Ashton; p. 2).

Some students may feel “less embarrassment in giving a foolish answer when it is 

only the machine that 'knows'” (Lawson, 2002; p. 1), which can help reduce stress 

(Pitcher; p. 1). However, a key advantage widely reported for staff, but not 

particularly compatible with the sense of anonymity, is the opportunity for monitoring 

to detect “at risk students” (Quinney; p. 287), evaluate “the understanding of 

concepts” (Tyrrell, 2002; p. 4) and identify “areas of weakness” (Fawcett, Foster and 

Youd; p. 46). However, Broughton, Hernandez-Martinez and Robinson (2011) warn 

that monitoring data may not reflect “current level of performance”, for example if a 

student has omitted a question on subsequent attempts which he or she feels 

confident about answering (p. 2). 

When marking, e-assessment avoids human error (Ferrão, 2010; p. 821) and lack 

of objectivity (Sangwin, 2004; p. 8), leading to fairness and reliability of testing 

(Beevers and Paterson, 2003; p. 128). It is important, though, to monitor the system 
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to make sure marking errors are not taking place (Ferrão; p. 821), which could annoy 

students and be unfair, particularly where partial credit by resubmission is an option 

(Delius; p. 46). 

Time saving and staff efficiency, particularly for large numbers of students, are 

widely reported as advantages. Increased efficiency is attributed to reduced marking; 

Ferrão says that this is an “even more important” advantage than quick feedback (p. 

821). Other reasons given are automated distribution of tests (Robinson, 

Hernandez-Martinez and Broughton; p. 112), reuse of questions (Sangwin, 2004; p. 8) 

and reduced administration for compiling and processing marks (Angus and Watson, 

2009; p. 255). As the introduction of e-assessment is viewed as costly in terms of staff 

time (Quinney; p. 279), even though this may lead to a greater level of in-course 

assessment (Fawcett, Foster and Youd; p. 48), many make a trade between the time 

spent developing e-assessment and that saved on marking (McCabe, Heal and White; 

p. 1). However, this equation may take years to balance (Tyrrell; p. 4) and 

e-assessment may still require “continual updating” (Sims Williams and Barry; p. 3). 

There is considerable agreement among those papers which comment on the topic 

that the time saved will be put to good educational use, by providing improved course 

content (Chirwa, 2008; p. 13), greater student contact time (Pollock; p. 260) or richer 

feedback on hand-marked work (Sangwin, 2004; p. 8). A dissenting voice is Quinney, 

who refers to some wishing for “increased research productivity” (p. 279). 

2.4.6 Limitations of e-assessment

Though CAS can improve matters (Sangwin, 2012; p. 3), most consider e-assessment 

not suitable for testing conceptual understanding, for which traditional methods are 

used (Robinson, Hernandez-Martinez and Broughton; p. 116). Sangwin (2012) says 

that mathematics is in a stronger position with regard to automated marking than 

“essay or more subjective artistic disciplines” because of “objective notions of 

correctness and the progressive automation of mathematical knowledge” (p. 15; 

emphasis original). Even so, he says that marking “extended work automatically” is 

impossible because we cannot “easily encode the meaning of an expression, and 

combine this with simple logic and automatic CAS calculations”. He says that “given 
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the theoretical difficulties of establishing equivalence of two expressions, establishing 

the validity of whole arguments automatically appears totally hopeless” (p. 14). 

Beevers and Paterson (2003) say e-assessment may be too structured to test 

problem-solving abilities (p. 141) because students do not have “freedom to work...in 

a variety of ways, all equally correct” (p. 142).

Writing “reliable, valid questions” is “a difficult task, requiring expertise” 

(Sangwin, 2012; p. 7). Lawson (2003) reports one demonstration question provided 

with a software package allowing correct answers to be marked incorrect through “a 

failure of the author not of the package” (p. 48), demonstrating the difficulty even for, 

presumably, users who are familiar with the system. Errors are found in questions 

despite testing by staff (Foster, 2007; p. 42); several authors rely on students to 

notice mistakes (McCabe, 2009; p. 226). 

Writing questions for e-assessment might be technically difficult, for example 

because of the need to write code (Strickland, 2002; p. 28) or understand the 

minutiae of how a CAS will handle a response (Sangwin, 2007; p. 1001). Naismith and 

Sangwin (2004b) even warn about instructor action “that could compromise system 

integrity” (p. 11). 

Writing questions might also be pedagogically more difficult. Questions may need 

to be rewritten for automation (Pitcher; p. 3), and an author must understand what 

skills are being tested and what is being assumed (Greenhow, Nichols and Gill; p. 25) 

to avoid introducing alternative or additional learning outcomes while being “creative 

in finding ways round” the “limitations” of e-assessment (Lawson, 2002; pp. 4-5). 

Assessors must understand how randomisation affects whether questions can be 

answered, with Sangwin (2004) confessing to “the bitter experience of setting 

mathematically impossible problems” (p. 6). Second-guessing of student 

misconceptions is required to write multiple-choice distractors (Greenhow, Nichols 

and Gill; pp. 25-26), to build scenarios for multi-step questions (Martin and 

Greenhow; p. 52) and even for feedback in CAS-based questions (Sangwin, 2004; p. 

6). Misconceptions are found by examining student work (Greenhow and Gill, 2004; p. 

116) or “anticipated by an experienced teacher” (Greenhow, 2010; p. 65). However, 

e-assessment logs can reveal “unexpected” misconceptions (Jordan, Butcher and 
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Ross; p. 13), suggesting that this is a skill not usually employed in writing 

assessments. 

Sangwin (2012) says that e-assessment does not claim to “achieve everything” (p. 

3), and that it “could be used in inappropriate, or even harmful ways” (p. 12). 

Nevertheless, he points out, e-assessment “is routinely used by thousands of students 

in many settings” (p. 14). Several papers recommend using e-assessment as part of a 

range of methods (Judd and Keady; p. 11), perhaps using traditional assessment to 

make up for the limitations of e-assessment (Golden; p. 3). Hand-marked work can be 

an opportunity to give more in-depth feedback (Delius; p. 45) and test a wider range 

of skills, such as the application of techniques (Fawcett, Foster and Youd; p. 46) and 

“modelling, proof and interpretation skills that really do require a human marker” 

(Greenhow, 2008; p. 10). Combined tests are proposed as a possibility by Sangwin 

(2012), in which a “routine calculation within a longer proof” is “checked 

automatically...before the whole piece of work is submitted to an intelligent human 

marker” (p. 15). 



3 Survey of mathematics lecturers' 
views of e-assessment

3.1 Introduction
Section 2.2.5 described 'the pattern of the technology enthusiast'. Implementation of 

e-assessment, of the sort described in the literature reviewed in section 2.4, is often 

driven by enthusiasts (Barton et al., 2012; p. 18). This may cause “innovator/novelty 

effects”, exaggerating the benefits (Sangwin, 2012; p. 12). In order to address this 

flaw in the literature and widen the pool of opinion that is feeding into this project in 

the planning stage, a survey was conducted to investigate lecturers' views of the 

advantages and disadvantages of traditional and electronic assessment and when 

these can be used effectively. This specifically looked to investigate the views of both 

users of e-assessment who are not represented in the literature review and non-users 

of e-assessment. 

Seeking the views of non-users especially is potentially problematic as they may be 

difficult to locate and may not be motivated to engage with the topic. For this reason, 

a small-scale, targeted interview series (four participants) was conducted with users 

and non-users, none of whom are authors in the literature review in section 2.4. In 

order to assess the validity and relevance of the conclusions, a broader questionnaire 

phase was designed to confirm or reject the findings with a larger group. The method 

and data collected are described. Discussion of the findings, in the context of the 

literature reviewed in section 2.4, will take place in section 3.6.

50
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3.2 Method
The terms 'e-assessment' (meaning assessment using computers) and 'traditional 

assessment' (meaning assessment through non-computer methods) were used. 

Participants were asked to interpret these terms widely so 'e-assessment' represents 

any use of computers in assessment more advanced than the simple typesetting of 

reports or presentations. This research comprised two phases. 

1. Semi-structured interviews with two lecturers, a user and a non-user of 

e-assessment, drawn from personal contacts at each of two UK universities. 

Universities were chosen to be dissimilar on two key measures which affect 

teaching: size of cohort and academic intake requirements. Interviews were 

conducted in July-November 2010. Questions were based on some literature 

findings though kept broad to avoid leading the interviewees. None of the four 

interviewees appear as authors in the literature survey. Themes and key 

quotes were drawn from transcripts via a constant comparative method 

(Thomas, 2009; p. 199) to inform phase 2.

2. A questionnaire delivered via the web. This used questions drawn from the 

themes and key quotes from phase 1 and not, say, from the literature review in 

section 2.4, so that literature and this survey may be usefully compared. The 

questionnaire was designed to be short to encourage completion. Statements 

were presented so that the interview findings did not always agree with the 

statements as given, to avoid the confusion of double-negative statements and 

to minimise the effect of acquiescence bias. Statements were grouped under 

the subheadings used in section 3.4 and within each subheading the 

arrangement of statements was randomised to minimise the effect of ordering. 

The questionnaire was piloted by seven volunteers found using Twitter and 

several minor wording changes were made following pilot respondents' 

recommendations. A new question was recommended by one pilot 

questionnaire participant (discussed in section 3.4.4). Questionnaire data from 

the pilot phase was not included in the main analysis because several of the 

questions were changed and one was added following the pilot.

The questionnaire was made available for four weeks in March 2011, with 
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requests to complete distributed via the author's blog, Twitter and an email 

asking contacts at 26 universities to circulate it among colleagues. Emails 

were also sent to the interview participants which asked them not to fill in the 

questionnaire, because this would mean duplication of their views, but to pass 

the link to colleagues. The questionnaire was not sent to any e-assessment 

mailing lists in an attempt to reduce the likelihood of dominance of views from 

those already represented in the literature review, although there is no way to 

know the identity of those e-assessment users who completed the 

questionnaire. 

Data are treated as ordinal. Counts are given to indicate the level of 

agreement of the questionnaire respondents with the interview findings. The 

analysis is essentially qualitative. 

3.3 Background
Of 53 undergraduate mathematics departments listed by Lionheart (2009) as having a 

UCAS entry requirement, University A was in the top 20 and University B in the 

bottom 20 on both academic intake requirement and size of undergraduate 

population. Participants A1 and A2 agreed with the description of University A as: 'a 

relatively large cohort of students with relatively strong academic backgrounds'. B2 

agreed with the description of University B as: 'a relatively small cohort with 

relatively weak academic backgrounds'. B1 agreed with 'relatively weak academic 

backgrounds' but did not agree or disagree with 'small cohort of students,' explaining, 

“I'm not too sure what the typical cohort size is nowadays”. All four interview 

participants were experienced lecturers, though for A2 this is mostly at further 

education level. Table 3.1 contains further background information.

Participants represented a mix of characteristics. Both users and non-users are 

represented, as well as those who teach pure, applied and computational subjects, 

those with educational qualifications and those without. Both users and non-users of 

technology are included in interesting combination. A2 and B1 are both users of 

e-assessment who use technology otherwise in their teaching, while B2 is a non-user 

in both categories. A1, however, is a non-user of e-assessment but does make use of 
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technology otherwise in his teaching; he agreed with the description of himself as 'a 

technology enthusiast who doesn't assess using computers.'

Code Gender PhD Education 
qualifica-
tion

User of 
e-assessment

User of 
technology 
in teaching 
otherwise

Topic 
taught

A1 male maths no no yes pure maths
A2 female maths PGCE yes yes applied 

maths
B1 male maths no yes yes numerical 

analysis
B2 female maths 

educa-
tion

PhD no no pure maths

Table 3.1: Information about interview participants.

38 questionnaire responses were received. Tables 3.2 and 3.3 contain background 

information. In tables 3.2-3.6, the following groupings are reported: 'All', responses 

from all 38 respondents; Teachers ('T'), 32 who selected that they teach mathematics 

at university and one who chose 'other' and explained that they “teach Maths and 

Computing to non-Mathematics undergraduates”; Teacher-users ('T-u'), 19 from T 

who identified as users of e-assessment; Teacher-non-users ('T-n-u'), 11 from T who 

identified as non-users; 'UK', 26 from the UK; Non-UK ('N-UK'), 10 from outside the 

UK. Only five participants identified as supporting teaching at higher education level 

(see table 3.2) so, due to the small number, these are not reported as a separate 

group.

Statement All

I teach mathematics at higher education level in the UK 22

I support teaching of mathematics at higher education level in the UK 4

I teach mathematics at higher education level outside the UK 9

I support teaching of mathematics at higher education level outside 
the UK

1

Other 2

Table 3.2: Questionnaire responses to: 'Please indicate which of the following 

applies to you'.
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Response All T UK N-UK
User 20 19 13 6
Non-user 15 11 12 3
No answer 3 2 1 1

Table 3.3: Questionnaire responses to: 'Do you consider yourself to be a user of  

e-assessment in your teaching?'

3.4 Data

3.4.1 Suitability of traditional and e-assessment

All interview participants spoke about e-assessment being useful for routine work and 

to test recall. A2 regarded as “one of the advantages of e-assessment” the ability to 

test “fairly basic understanding” and “recall”, in order to “make sure the students 

have got the basics on which to build the higher skills”. B1 described using a 

tightly-focused traditional assessment to test basic recall and regarded e-assessment 

as a potential replacement for this. Most questionnaire respondents agreed that 

e-assessment is well suited to routine work and to test recall (table 3.4 i-ii). 

All interview participants spoke about e-assessment being suited to assessing proof 

and detailed mathematical arguments. B2 felt assessment was “mostly written work 

and they have to do proof and they have to work out exercises and I guess that's just 

not practical with computers.” Most questionnaire respondents agreed e-assessment 

is less well suited to proof and mathematical arguments (table 3.4 iii). B1 added that 

e-assessment is less well suited to open-ended and project work, and most 

questionnaire respondents agreed (table 3.4 iv).
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Response3 All T T-u T-n-u UK N-UK
i. For routine work
1 0 0 0 0 0 0
2 4 4 1 2 3 1
3 18 15 10 4 13 3
4 11 9 6 3 6 5
5 5 4 2 2 4 1
ii. To test recall
1 0 0 0 0 0 0
2 2 2 2 0 1 1
3 13 10 7 3 9 3
4 18 15 6 7 13 4
5 5 5 4 1 3 2
iii. For proof and mathematical arguments
1 20 17 8 8 15 4
2 13 11 7 3 9 3
3 5 4 4 0 2 3
4 0 0 0 0 0 0
5 0 0 0 0 0 0
iv. For open-ended and project work
1 13 11 4 6 9 3
2 12 8 5 3 9 2
3 9 9 7 1 6 3
4 1 1 1 0 1 0
5 3 3 2 1 1 2

Table 3.4: How suitable questionnaire respondents felt traditional and 

e-assessment are for four areas of assessment.

3.4.2 Advantages and limitations of 
e-assessment 

All interview participants spoke about automated marking and instant feedback as 

advantages. B1 said e-assessment could take away the “entire burden” of marking. A2 

used feedback directed to “common mistakes” in multiple choice questions to direct 

students to appropriate parts of the lecture notes. She regarded this as an advantage 

because it helped the student be aware of “how they're doing in their mathematics” 

and particularly when this feedback could be delivered “at the point at which they 

were doing the thinking rather than two weeks later when they can't actually 

remember what they were doing when they got it wrong”. Most questionnaire 

respondents agreed that speed of marking and instant feedback were reasons to 

consider using e-assessment (table 3.5 i). 

All interview participants said there are limits to the use of e-assessment. A1 said 

3 Response key: 1. Traditional assessment is very suitable; 2. Traditional assessment is more 
suitable; 3. Both are equally suitable; 4. e-assessment is more suitable; 5. e-assessment is 
very suitable.
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he could take something he “would really like to do by traditional assessment” and 

“chip away” at parts that were possible with e-assessment. He said that while 

e-assessment was suitable for “multiple choice” or “some things that are slightly 

more sophisticated”, it was not possible to “get at” fully written out mathematical 

work. A2 spoke about assessment being about helping the student “communicate as a 

mathematician and join the mathematics community”. In this case, she said a lot of 

e-assessment was about “can you test the students' recall? Can you test whether they 

get right answers? And can you not bother giving them feedback but just use it to 

produce marks to categorise them?” She recognised the efficiency but called it “a 

total disaster in terms of students becoming mathematicians and learning and doing 

anything positive”. B1 spoke about “investigative-type work, open ended, almost 

project-type material,” saying “all that kind of assessment, report writing... project 

work, group work, any kind where it's more discursive, written type material, I'd find 

it hard to imagine how e-assessment could work in the same way.” No questionnaire 

respondents agreed that they could assess everything they needed through 

e-assessment (table 3.5 iii).

The three interview participants who had used e-assessment said they needed to 

adapt their assessment for the technology. A2 described converting a test from 

traditional to e-assessment. She said

you could not just take the traditional coursework and stick it onto 
the computer, so we actually had a little working group to look at 
what were the skills the traditional coursework was testing, what 
were the important things that we wanted to test ... The questions 
needed to be asked in quite a different way and new things needed to 
be created so that the electronic assessment could test the same 
kind of outputs that the traditional one was doing and then the two 
sets of questions looked very different. The e-assessment would not 
have worked on paper and the paper one wouldn't have worked 
electronically, but the idea was that they were testing the same 
things.

A majority of questionnaire respondents agreed with the statement “when using 

e-assessment, I have to adjust my assessment to match the technology” (table 3.5 ii). 

A2 said traditional assessment was “more sustainable” if other lecturers took over 

the module because “probably most people can design [an assessment] that the 

students are actually going to sit and write”. B1 said his knowledge and skills limited 

his ability to use e-assessment. A majority of questionnaire respondents disagreed 
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that lecturers in general have sufficient knowledge and skills to use e-assessment 

(table 3.5 iv). There were five respondents who said they did not teach but worked in 

support of teaching; none of these agreed with the statement that lecturers in general 

have sufficient knowledge and skills to use e-assessment.

A2 said assessing deeper learning was possible through e-assessment, but that the 

assessor needed to be “more creative” in designing this. A majority of questionnaire 

respondents agreed with the statement “setting an assessment to test deeper 

knowledge with e-assessment requires a greater level of creativity” (table 3.5 v). 

Response4 All T T-u T-n-u UK N-UK
i. 'speed of marking and return of feedback to the student are reasons to consider 
using e-assessment'
1 1 1 1 0 1 0
2 2 2 1 1 2 0
3 2 2 1 1 2 0
4 14 11 7 3 7 6
5 18 15 9 6 13 4
ii. 'when using e-assessment, I have to adjust my assessment to match the 
technology'
1 1 1 1 0 1 0
2 0 0 0 0 0 0
3 9 8 4 4 7 2
4 20 18 12 5 14 5
5 8 5 2 2 4 3
iii. 'I can assess everything I need to through e-assessment'
1 20 16 7 8 14 5
2 15 13 9 3 11 4
3 3 3 3 0 1 1
4 0 0 0 0 0 0
5 0 0 0 0 0 0
iv. 'in general, mathematics lecturers have sufficient knowledge and skills to use 
e-assessment'
1 9 6 2 3 6 2
2 14 12 7 5 9 4
3 6 5 3 2 5 1
4 4 4 4 0 2 2
5 5 5 3 1 4 1
v. 'setting an assessment to test deeper knowledge with e-assessment requires a 
greater level of creativity'
1 2 1 1 0 2 0
2 1 1 0 1 1 0
3 6 4 3 1 4 1
4 19 17 12 5 15 3
5 9 8 2 4 4 5

4 Response key: 1. Strongly disagree; 2. Disagree; 3. Neither agree nor disagree; 4. Agree; 5. 
Strongly agree.
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Response All T T-u T-n-u UK N-UK
vi. 'it is important for students to hand write mathematics'
1 1 0 0 0 1 0
2 4 3 3 0 3 1
3 10 9 7 2 6 3
4 13 12 6 5 10 2
5 10 8 3 4 6 4
vii. 'difficulty inputting mathematical notation is a problem when using 
e-assessment'
1 0 0 0 0 0 0
2 6 5 4 1 4 2
3 3 3 2 1 2 1
4 20 18 10 6 16 3
5 9 6 3 3 4 4
viii. 'assessing by computer input is equivalent to assessing via hand written 
mathematics'
1 12 9 2 6 9 2
2 17 15 10 4 11 6
3 4 3 3 0 3 0
4 5 5 4 1 3 2
5 0 0 0 0 0 0
ix. 'hand marking is always preferable to computer marking if you have the 
resources'
1 3 2 2 0 2 0
2 9 8 5 3 6 3
3 11 10 5 3 9 2
4 11 9 5 4 8 3
5 4 3 2 1 1 2
x. 'human markers can be unreliable and inconsistent'
1 1 0 0 0 0 0
2 4 4 2 2 3 1
3 4 3 2 1 4 0
4 23 20 13 5 15 8
5 6 5 2 3 4 1
xi. 'writing a mark scheme for e-assessment requires more thought because it is 
not marked by a person who can be adaptable'
1 1 1 1 0 1 0
2 3 2 2 0 1 1
3 5 4 2 2 5 0
4 19 17 8 8 13 6
5 10 8 6 1 6 3
xii. 'human markers provide a greater level of feedback than an e-assessment 
system'
1 2 1 1 0 1 0
2 7 6 5 1 5 2
3 14 13 7 6 13 1
4 11 9 4 4 5 6
5 4 3 2 0 2 1

Table 3.5: Questionnaire respondents' levels of agreement with 12 statements.

3.4.3 Producing mathematics

All interview participants answered yes when asked whether it was important for 

students to hand write mathematics. B1 regarded being able to write out a logical 
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argument as part of “the value of being a mathematician” and “one of the things we 

go on about” when trying to recruit students. A majority of questionnaire respondents 

agreed it is important for students to hand write mathematics (table 3.5 vi). 

A1, B1 and B2 spoke about the difficulty of inputting mathematical notation into a 

computer and A1, A2 and B2 all compared computer input with hand writing and said 

assessment by computer is not equivalent to hand written mathematics. A1 said that 

if you are expecting the students “to write out and express carefully a mathematical 

argument,” then “it's very, very hard to get the equivalent of that done by 

e-assessment”. A1 called it “unreasonable” to ask students to enter “a perfect proof” 

and “try to get a computer to decide if it was right”, saying you can assess “little bits 

and pieces” of the proof process but this “can't replace” having a person read the 

work and comment on “their rigour and their logic”. A2 spoke about the constraints 

put on what can be input into an e-assessment system in order to enable automated 

marking, saying it would be hard to design a system which could mark work where 

students had the freedom to write “absolutely anything”. She said this means errors 

in student work such as incorrect use of notation or poor structure could not be 

assessed using e-assessment. A majority of questionnaire respondents agreed that 

difficulty inputting notation is a problem (table 3.5 vii) and disagreed that assessing 

by computer input and hand written mathematics are equivalent (table 3.5 viii).

3.4.4 Marking

B1 said a “it doesn't take that long to mark a reasonably well-focused phase test”. 

Earlier in the interview, B1 had suggested this sort of test as a good candidate for 

e-assessment. B2 said “with a small number of students it's definitely quicker to do 

the marking by hand”. A1 said “if you have the manpower for marking written work 

it's almost always better”. He caught himself part-way through a generalisation to a 

stronger point, saying “I can't think of any situation when the e-assessment, okay, for 

me it's not obvious that anything else is better.” Questionnaire responses were split 

fairly evenly between those who agreed, disagreed or were neutral that “hand 

marking is always preferable to computer marking if you have the resources” (table 

3.5 ix).



60

A2 highlighted the issue of quality control among multiple markers, saying that 

automated marking was “much more consistent, and in theory reliable”. She said that 

an e-assessment test had been designed to replace a hand-marked piece of 

coursework when problems were detected with the quality of the marking from 

postgraduate students. The problem was not just a subtlety of consistency and 

reliability, A2 said “they actually found that incorrect work was being marked as 

correct”. A majority of questionnaire respondents agreed that “human markers can 

be unreliable and inconsistent” (table 3.5 x).

A2 spoke about a problem when using e-assessment and “lots of students gave a 

particular wrong answer that you hadn't allowed for in your mark scheme that was 

perhaps worth some marks”, saying “it's hard to go back afterwards” and 

you do need to learn to look for what are the possible answers going 
to be in order to mark them ... you do need to put the effort in 
beforehand to make sure that you are getting the assessment to give 
marks to the things you want to give marks to. 

A majority of questionnaire respondents agreed that a mark scheme for e-assessment 

requires more thought than for a human marker (table 3.5 xi). 

A pilot questionnaire respondent suggested adding a statement about “the level of 

feedback that can be provided with a human marker vs. e-assessment”. This had not 

been a theme drawn from the interview transcripts, though A1 and A2 had spoken 

about computers being unable to replace a human commenting on the work. 

Questionnaire responses were split in response to the statement “human markers 

provide a greater level of feedback than an e-assessment system” (table 3.5 xii). 

3.4.5 Own use of computers

Interview participants were asked about their own use of computers in setting and 

marking assessments. 

When setting work, A2 and B1 use computers to generate examples. Half of the 

questionnaire respondents do this as well, including among Teacher-non-users (table 

3.6 i). A1, A2 and B1 use computers to check their answers when setting work. About 

two thirds of questionnaire respondents do this as well, though this drops to about 

half for Teacher-non-users (table 3.6 ii). 
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When marking work, B1 uses computers to check student answers. Just over half 

of all questionnaire respondents also use computers to check students' answers when 

marking, though this figure is three quarters for Teacher-users and one quarter for 

Teacher-non-users (table 3.6 iii). B1 and B2 use computers as a marking aid to input 

and keep track of marks. Around three quarters of questionnaire respondents do this 

as well, including among Teacher-non-users (table 3.6 iv). 

Response All T T-u T-n-u UK N-UK
i. 'I use computers to generate examples when setting work'
yes 19 16 9 5 13 5
no 19 16 10 6 13 5
ii. 'I use computers to check my answers when setting work'
yes 26 23 15 6 18 7
no 12 9 4 5 8 3
iii. 'I use computers to check students' answers when marking work'
yes 20 17 14 3 14 5
no 17 14 5 8 11 5
iv. 'I use computers to input and track marks when marking work'
yes 28 25 15 8 20 7
no 9 7 4 3 6 3

Table 3.6: Questionnaire respondents' 'yes/no' responses to four statements about  

their use of computers in setting and marking work.

3.5 Different groupings
Numbers are small, so a detailed analysis is not attempted. However, the pattern of 

questionnaire responses for those within and outside the UK is remarkably similar. 

The pattern for Teacher-users and Teacher-non-users is also similar, except that in 

general the Teacher-non-users were more sceptical about the use of e-assessment and 

more positive about the use of traditional assessment than were the Teacher-users. 

Specifically, non-users less often preferred automated marking or felt that 

e-assessment could provide a greater level of feedback. This may be partly lack of 

familiarity with e-assessment technology and it may be part of the considered reason 

why they do not use e-assessment. When setting work, fewer Teacher-non-users use 

computers to check their answers when setting work or use computers to check 

student answers when marking work.
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3.6 Findings of the literature review and 
lecturer survey on e-assessment

Sections 2.4 provided a systematic review of literature on e-assessment. The findings 

of the survey of lecturers' views outlined in this chapter are now discussed in context 

of the findings of the literature review. 

In the literature, e-assessment is most often used for routine practice in the early 

stages of a degree programme, perhaps to build confidence or engagement. In the 

survey, most participants agreed that e-assessment is well suited to routine work and 

to test recall. 

Many in the literature report e-assessment as using short questions, often 

multiple-choice. Multiple-choice questions can avoid issues of user input and build 

student confidence, particularly via instant feedback. However, multiple-choice may 

allow marks for guessing, provide hints for students who do not know how to attempt 

questions and may not in fact test the desired learning outcomes. 

Questions might be selected from a question bank, perhaps at random, though the 

resources necessary to write suitable questions may limit the number, range or 

variety of questions. In-question randomisation can provide massive numbers of 

questions from a single template, provided these are written carefully. Such 

in-question randomisation allows individualisation of assessments. This can allow 

repeated practice, reuse of questions and help avoid plagiarism. It is likely, as 

discussed in section 2.2.3, that repeated practice using randomised questions will not 

develop deeper learning, but such methods can have their place in building 

confidence with basic techniques. 

Some systems collect free-text entry of mathematical notation from students, often 

processed by a computer algebra system (CAS). Such questions avoid giving a hint 

and provide access to some higher-level skills, but such methods are still limited in 

the range that can be assessed. Survey participants mostly agreed that e-assessment 

is less well suited to assessing proof, detailed mathematical arguments, open-ended 

questions and project work. CAS-based e-assessment can have problems with user 

input and syntax, which may impose additional, irrelevant learning outcomes. Survey 

participants generally agreed that difficulty inputting notation is a problem, assessing 
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by computer input and hand written mathematics are not equivalent and that it is 

important for students to hand-write mathematics. Whatever the method, it can be 

difficult to provide partial credit marks for a good method where one or more small 

mistakes affect the final answer. 

Advantages of e-assessment found in the literature include the ability to provide 

continuous, immediate feedback, though writing good feedback adds to the resource 

cost of writing questions. Most survey participants agreed that speed of marking and 

return of instant feedback were reasons to consider using e-assessment. There is 

disagreement in the literature and among survey participants over whether a 

computer or a human marker will, in practice, provide more detailed feedback. 

Other advantages in the literature are flexibility for the student, that students may 

feel freer to make mistakes in front of a computer, ease of monitoring of student 

performance, marking without human error, bias or other inconsistency, time saving 

and staff efficiency. Survey participants generally agreed that human markers can be 

unreliable and inconsistent, but were split between those who felt that hand marking 

or computer marking would be preferred if resources were not limited. 

There is general agreement in the literature that e-assessment is limited in the 

range of the syllabus that may be accessed, and is not suitable for testing conceptual 

understanding or extended work. In the survey, no participants said they felt they 

could assess everything they needed through e-assessment alone. 

It is acknowledged in the literature that writing new questions for e-assessment is 

a more difficult task than for traditional assessment, requiring specific expertise, 

either technically or in terms of adapting questions for e-assessment which assess the 

same learning outcomes or pre-judging possible student responses to exhaustively 

program a mark scheme or provide useful feedback. The survey found that, in 

general, participants had to adjust their assessment to match the technology. Most 

participants agreed that lecturers in general do not have sufficient knowledge and 

skills to use e-assessment, that writing a mark scheme for e-assessment requires 

more thought than for a human marker and that setting an e-assessment to test 

deeper knowledge requires a greater level of creativity. 



4 Discussion of assessment methods 
and proposal of a novel 
approach

4.1 Introduction
In sections 2.3 and 2.4, literature was reviewed on assessment methods, and in 

chapter 3 a survey was conducted of lecturers' views on e-assessment. In this chapter, 

desirable qualities of assessment are defined, based on the findings of the previous 

chapters, and the assessment methods in common use in maths, stats and OR (MSOR) 

are examined in terms of these qualities. Different assessment methods in particular 

teaching and learning contexts are capable of accessing each of the desirable 

qualities to a different extent. Discussion and reflection leads to the proposal of a 

novel assessment approach which might be used to access an unusual balance of the 

desirable qualities. 

4.2 Assessment methods in common use
In section 2.3, several maths, stats and OR (MSOR)-specific sources on teaching, 

learning and assessment in general, and assessment in particular, were consulted for 

guidance on current assessment practice. The following methods were given as being 

in use in MSOR: written examination (of various sorts); frequent short coursework; 

longer coursework assignments (which might include project reports); presentations; 

peer assessment; posters; oral assessment. Several of these methods might be the 

64
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result of individual or group work. In section 2.4 and chapter 3, e-assessment in 

mathematics was discussed at length. 

4.3 Desirable qualities of assessment
In sections 2.4 and 3, e-assessment methods were discussed, and in section 2.3 

assessment methods in general were discussed. These discussions included certain 

advantages a particular method might have, such as being particularly well-suited to 

returning feedback to students quickly, consistency of marking or developing 

graduate skills. Section 2.3.2.9 defined five basic qualities of assessment, reliability, 

validity, fairness and transparency, efficiency and usability, based on literature on 

assessment. Here, the advantages which arose from the literature and the survey are 

assigned to these five basic qualities. 

• Reliability, which includes the consistency of marking and the extent of risk of 

plagiarism.

• Validity, which includes the extent to which the whole programme can be 

assessed, including: the range of the syllabus; graduate skills development; 

deep and conceptual learning; mathematical writing; computer skills.

• Fairness and transparency, including anonymity.

• Efficiency, including: for staff, the time, effort and expertise needed to set and 

mark an assessment; for students, the overall burden of assessment and the 

time taken to train students to use or take part in an assessment method.

• Usability, including flexibility for the student taking the assessment and the 

extent to which: feedback can be provided quickly and in detail; engagement 

with learning or practising of technique is encouraged; class performance can 

be quickly and frequently monitored. Usability is defined in terms of different 

stakeholders:

◦ students, who benefit from useful feedback and a mark for progression;

◦ lecturers, who benefit from information on how well students understand a 

topic; 

◦ administrators, who hope for a reliable measure of student achievement;

◦ postgraduate courses and employers, who are looking for a valid measure 
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of achievement on a range of skills.

Of course, whether an assessment method can be used to maximum effect with 

regards to each of the qualities discussed depends on the teaching and learning 

context in which it is to be used, so any discussion in these terms will not be complete 

without a context. However, it is possible to discuss the potential of different methods 

against these qualities in general terms. 

It is noticeable that many of these qualities of assessment are in balance with each 

other. For example, if a written examination is very carefully specified, it might be 

possible to increase reliability with multiple markers and decrease the time taken to 

provide feedback to students, but at the expense of limiting the depth and range of 

the curriculum that can be covered. Taking this further, an assessment could be 

extremely well-specified and made into an e-assessment, which would allow instant 

feedback by further limiting the range and depth. Alternatively, the assessment might 

be loosened up and questions made more open-ended, so this can be delivered as a 

piece of coursework, which might better assess depth and contribute to the 

development of graduate skills, but would decrease reliability and invite concern over 

plagiarism. 

4.4 Discussion of assessment methods in 
terms of the desirable qualities

4.4.1 Introduction

The assessment methods in section 4.2 are discussed in the context of the qualities 

outlined in section 4.3. This discussion draws on the literature reviewed in sections 

2.3 and 2.4, the findings of the survey in chapter 3, and personal experience. 

Discussion of assessment methods without setting them in a teaching and learning 

context is, of course, somewhat artificial. Nevertheless, there are some principles 

which affect each of the qualities and these will be discussed in general terms. The 

aim is to explore the balance of qualities in search of an unusual arrangement which 

might not be accessed by current assessment methods, but which might be accessed 

by a novel approach.
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4.4.2 Written examination

Written examination is thought to be a very reliable method. The use of timed exam 

conditions virtually removes the risk of plagiarism and means the questions are 

usually short and well-defined, allowing well-specified mark schemes which increase 

consistency of marking. 

This method also scores very well for efficiency, since the well-defined short 

questions with well-specified mark schemes generally allow relatively quick marking. 

A fair examination will assess students on what has been learned and practised in the 

taught content, meaning that setting questions ought to be very straightforward for 

the lecturer who has already developed or delivered the module content, and taking 

the assessment should require no additional training for the student.

With high reliability and the possibility for anonymous marking, this method has a 

high level of fairness. The use of short, well-defined questions means that we can 

expect that students are clear about what is required of them, meaning transparency 

is high. 

The use of short questions in a timed setting means that the validity of a written 

examination may be limited. It may not be possible to set questions which probe 

deeper understanding or measure more conceptual learning, or if this is attempted it 

might reduce reliability and efficiency. The extent of syllabus coverage, limited by 

denying students access to any resources in a closed book examination, can be 

extended by using an open book examination, but still the timed conditions will limit 

this. Graduate skills, for example writing in depth or giving presentations, are not 

well assessed by the method. 

In terms of usability, this depends on the different stakeholders. Students might 

find the level of feedback is low from an examination. In principle, the amount of 

feedback produced could be extended beyond the bare minimum that is usually 

completed for a written examination, and a mid-term class test might indeed do this. 

However, the short and well-defined nature of the questions might mean there is little 

feedback to offer beyond pointing out where a mistake has been made. Students will 

benefit from the provision of marks for progression and award, a mark which is also 

useful and unambiguous for the administration. The lecturer will examine by hand 
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work from each student, meaning rich information about the progress of students can 

be obtained, albeit with reduced validity. Postgraduate courses and employers might 

be pleased to have a reliable measure of students' abilities on some topic, but again 

issues of validity have an impact on the usefulness of this information. 

4.4.3 Frequent short coursework

In many ways, a short piece of coursework, set using short problem questions, is not 

very different from a written examination. It can be an efficient method of assessment 

with a high level of fairness and transparency. It might be more valid than even an 

open book examination because the time limit has been removed or, rather, extended 

so as to be practically removed, with potentially days rather than hours to complete a 

piece of work. However, reliability is negatively affected by increased risk of 

plagiarism because this coursework is not completed in supervised conditions. The 

usability profile is also similar to an examination, though there is usually a greater 

level of feedback offered to students and if coursework is frequent then class 

progress can be more effectively monitored by the lecturer. Such frequency reduces 

efficiency by increasing the marking load. 

4.4.4 Longer coursework assignments 

A longer coursework assignment, which might be the report of a project, can offer a 

high level of validity by allowing assessment of the greatest range, depth and 

connections across the syllabus of any method discussed. In general, this method of 

assessment does not just examine students' abilities, but can be used to develop 

learning while undertaking the assessment, particularly of graduate skills. 

A loosely-defined coursework assignment might offer reduced reliability, since a 

less well-defined task can be open to more subjective marking. A more open-ended 

project is probably less likely to be at risk of plagiarism, since each student will 

produce a very different piece of work. 

In terms of efficiency, this method requires questions to be set which allow 

students to explore a topic in different directions, which is more difficult. The work 

produced by students is likely to be longer and require close reading and reflection to 
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mark, causing a greater marking load. 

More loosely-defined questions might mean that students are less clear on what is 

expected of them, impacting fairness and transparency. It is likely that an open-ended 

project means that students will require supervision and guidance, reducing the 

likelihood that anonymous marking can be offered. 

Open-ended and loosely-defined questions should mean that a greater level of 

feedback is offered to students in order to explain the mark given, which impacts 

efficiency but should increase usability for students. Administrators might find that 

marking is less reliable. However, this kind of assessment ought to provide greater 

validity, increasing usability for postgraduate courses and employers.

4.4.5 Presentations

The need for an audience to be in attendance usually means that presentations are 

made in front of the peer group. For well-specified presentations on the same topic, 

this could invite plagiarism, intended or unintended, as each presenter will have seen 

all previous presentations. For a loosely-defined presentation in which students are 

expected to present different topics, the limitations in longer coursework assignments 

apply. 

Giving presentations is a graduate skill, and presentations can be used to assess 

understanding of links across the syllabus, meaning this can be a more valid 

assessment method than, say, a written examination, though the depth is limited 

somewhat by the time restraint. Similarly to longer coursework assignments, 

assessment via presentation not only judges students' ability to give presentations, 

but also contributes to their development of this skill. 

Marking is performance-based and can therefore be subjective, affecting reliability. 

Anonymity is not practical, and students may be unclear what is expected of a good 

presentation, affecting fairness and validity, or may require training on this, 

impacting efficiency. Marking is generally real time, perhaps with extra time for 

consideration of performance or review of a video after the presentation, making this 

generally an inefficient method, although group presentations can improve efficiency. 

Students can be given detailed feedback and lecturers examine each performance, 
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meaning usability for each can be high. Administrators might find that marking is less 

reliable. The increased validity ought to increase usability for postgraduate courses 

and employers.

4.4.6 Peer assessment 

Peer assessment can have a high level of validity, since it accesses the skill of 

providing feedback on the work of another, which is a valuable graduate skill which is 

not really accessed otherwise. Efficiency can be very high for staff, since much of the 

detailed work is done by students themselves. However, depending on the 

implementation, the lecturer might also mark the work to provide a reference for 

increased reliability. Fairness and reliability can be a real problem, since the students 

are not experienced markers and there is no certainty that they are assessing the 

work of their peers on its merits only. To increase fairness and reliability, students 

might be trained to complete peer assessment, decreasing efficiency. Usability 

depends somewhat on the implementation, since in principle students ought to 

benefit from more detailed feedback from a peer, but in fact they might receive 

disinterested feedback with which they disagree. For other stakeholders, the 

increased validity might be a boost, but the reduction in reliability seriously limits the 

effectiveness of this method. 

4.4.7 Posters

In many ways, a poster is a combination of a written piece of work like coursework 

usually with an oral interrogation like an oral interview. The poster is likely to have 

less depth than a lengthy report but should still access many of the advantages and 

limitations of that method, while the oral interrogation allows for instant feedback, 

with similar advantages and limitations to oral assessment. If a poster is prepared but 

not presented or defended then this method is effectively a piece of coursework with 

the added requirement of graphic design and a restriction on length. 

4.4.8 Oral assessment

In terms of ensuring that a student's work is their own, a performance can be even 
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more reliable than a written examination. An interview might be used to increase the 

reliability of a piece of coursework, by verifying that the student knows the work they 

claim to have completed. Since students can be prompted interactively with needed 

information while completing the work, this method can allow a greater range of the 

syllabus to be covered than a written examination, increasing validity. 

As each student must be met individually, this could be an inefficient process, 

unless the meetings are kept as short as marking an exam script, in which case a 

reduced time scale would affect validity. Anonymity is not practical, and students 

might be unclear about what will happen during the assessment, meaning fairness 

and transparency might be adversely affected. Usability is high, partly because of the 

high reliability and validity and the high level of individual feedback and staff 

monitoring of student performance. 

4.4.9 E-assessment

It is easy to see why some are enthusiastic about e-assessment. Generally, this 

method is of high reliability, particularly compared to multiple human markers who 

might be unreliable and inconsistent. Automated marking causes questions to be 

well-specified and allows perception of anonymity, which should increase fairness and 

transparency. Automated marking and administration of marks also makes this highly 

efficient to run. 

Setting assessments can also be very efficient if questions are chosen from a bank, 

the initial development of which we are content to ignore. Feedback can be instant, 

meaning this can be a very useful method for students. Automatic marking and 

collection of marks can enable whole class monitoring, meaning this method has high 

usability also for staff and administrators.

However, e-assessment has reduced validity, since the range and depth that can be 

examined is limited by the capabilities of automated marking. The reduced validity 

adversely affects usability for postgraduate courses and employers. Range and depth 

might be improved by using CAS-based e-assessment, though this makes questions 

harder to set and means students must be trained in using the syntax, reducing 

efficiency.
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4.5 Proposal for a partially-automated 
approach to the assessment of 
mathematics in higher education

Clearly not all of the desirable qualities can, practically, be maximised together in one 

assessment method. In fact, some aspects of the listed qualities are not at all 

compatible. We have seen how an overly-specified written examination might increase 

reliability at the expense of validity. It is not practical to assess the graduate skill of 

giving a presentation while offering anonymity. Instant feedback on extended work is 

not currently practical since a human marker will need time to review this and 

computers cannot currently mark such flexible work.

Each method considered, applied in a particular learning and teaching context, can 

be viewed as a balance of these qualities. For example, if a context requires highly 

reliable assessment of student ability to apply some technique, then a written 

examination or e-assessment is indicated; if oral communication skills are to be 

developed, then a presentation, poster or oral interview is indicated.

This way of thinking about assessment as a balance of desirable qualities shows 

that there is value to different approaches in different contexts. For example, 

CAS-based e-assessment is not better or worse than a multiple-choice question bank 

in general. The former is more suitable to increased validity at the cost of decreased 

efficiency, and the latter for quick, reliable practice and confidence-building. One or 

the other will be more suitable for particular circumstances, and neither is 'better' 

than the other. 

The purpose of the background investigations in chapters 2 and 3 and the 

discussion in this chapter was to identify an opportunity for a new development. It is 

noticeable that the potential for randomisation outstrips the capabilities of automated 

marking. It is clearly possible, then, to generate randomised work that cannot be 

marked by computer, and this is one of the dangers of unthinking randomisation. If 

done deliberately, however, this could be used to generate worksheets that are 

individualised through in-question randomisation for which students complete their 

answers on paper for marking by hand. Many ordinary e-assessment approaches 
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make use of in-question randomisation for questions which are answered online and 

marked automatically; and this automatic marking means these tend to focus on 

mathematical techniques and algebraic equivalence. The difference in the approach 

proposed here is that the removal of computer input and automatic marking allows 

questions to be asked which, as they are marked by hand, can be directed to 

higher-order skills. This approach was not found in use for mathematics in the 

literature reviewed in previous sections, so this is claimed as a novel approach in 

higher education mathematics. 

Such an assessment would experience reduced efficiency of marking, since 

different answers would be used for each student. However, this method might be 

used to increase reliability of coursework, via reduction of risk of plagiarism, and so 

increase validity by allowing some timed assessment tasks to be set as more valid 

pieces of coursework. Much of the added complexity and reduced efficiency in setting 

questions for e-assessment arises from the need to understand and second-guess an 

automated marking system, so removing this requirement should make setting 

questions more efficient than for e-assessment. 

This partially-automated approach might be thought of as a hybrid between 

e-assessment and traditional coursework, in that e-assessment generally provides 

access to individualisation but with the limitation of automated marking, while 

coursework allows assessment of greater range and depth but incurs greater risk of 

plagiarism. Partially-automated, individualised coursework might allow a different 

balance of these desirable qualities.

In general, given the way assessment methods are viewed in this chapter, a piece 

of coursework can be seen as offering high validity with reduced reliability due to the 

increased risk of plagiarism. The reliability can be improved by either replacing the 

coursework with a test taken under examination conditions or by using e-assessment 

with in-question randomisation. Both of these reduce the validity of the assessment 

for reasons discussed above. A piece of work which is individualised by this 

partially-automated approach can be as valid as a piece of coursework, since its 

validity is not limited by the restrictions of automated marking. It should also 

increase reliability at the cost of reduced efficiency, particularly of marking. This is an 
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unusual balance of desirable qualities of assessment. 

Since originally making this proposal, I have become aware of two approaches with 

similarities to the novel approach proposed, although both differ in significant ways. 

Both are used outside of conventional mathematics contexts and would not be 

suitable for use within it. 

The first arose when I was asked to teach part of a computational methods module, 

although as I was not module leader I was not involved in the process of choosing or 

implementing the assessment approach. Students were given coursework to solve 

using, in this case, MATLAB, in which questions are slightly different for each student 

because of a randomised element which the students must compute using MATLAB as 

part of their answer. This is different to the proposed approach because the 

randomisation is a collaboration between the question author, who must carefully 

specify the questions, and the student, who in practice must actually vary the 

questions themselves. It is acceptable in this case because students are 

demonstrating their ability to meet learning outcomes around using MATLAB, but this 

approach would not work outside of a computing module because of the imposition of 

additional learning outcomes. The marking is in some ways similar to the proposed 

approach, in that this is completed by a human marker and so this approach could 

allow questions that cannot be automatically marked. 

The second approach is in statistics and is described by Bidgood (2006) and Hunt 

(2007). An approach called 'Individualised Statistics Coursework Using Spreadsheets' 

(ISCUS) allows “individualised datasets to be produced, together with assignments 

(and solutions) that can be generated from the datasets”; the primary motivation 

being the reduction of plagiarism within the student group (Bidgood, p. 4). Hunt 

outlines the method, in which Microsoft Excel is used to generate random parameters 

and draw a randomised data sample from a larger data set. The student uses an 

individual five digit PIN as a seed which generates the data sample, and the marker 

uses this PIN to populate an answer sheet. A similar, more automated approach is 

used by Fawcett, Foster and Youd (2008) via an e-assessment system i-assess, which 

is later replaced by Numbas (Foster, Perfect and Youd, 2012). Here, Fawcett, Foster 

and Youd provide statistics assessment using “largely data response type questions 
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with each student being presented with a randomly generated unique dataset to 

analyse”, with “more descriptive parts” being assessed via multiple-choice questions 

(p. 46). Students entered their answers online and, though Fawcett, Foster and Youd 

express an intention to move towards automated marking, the system did not provide 

marks automatically; this “usually took about a week” (p. 47). These approaches 

involve individualised work which is marked by hand, so there are some similarities in 

that regard. However, the individualisation in these approaches is achieved by 

drawing a random data sample from a larger database. As such, this approach is 

applicable only to topics involving data. 

Having decided on a partially-automated approach, remembering the discussion in 

section 2.2.6, it is important now to not simply press on and attempt to set 

individualised work in mathematics that students will take on paper and submit for 

marking by hand. First, we must stop and consider whether there exists a teaching 

and learning context in which the balance of assessment qualities offered would be 

more desirable than existing approaches.



5 Teaching and learning context

5.1 Introduction
In chapter 4, the suggestion was made that it might be possible to offer 

individualisation of work which is answered and marked manually on paper, via a 

partially-automated assessment method. This approach might provide an unusual 

combination of advantages and limitations not currently accessed in higher education 

mathematics, according to the literature in sections 2.3.3 and 2.4. The experience 

detailed in section 2.2 led to an approach where a technological intervention is not 

conducted merely because it is possible. If the new method is to be implemented, an 

educational context must be found in which it could feasibly be advantageous. 

A new module was introduced to the final year of a mathematics degree 

programme in a UK university, aiming to develop certain graduate skills. In this 

chapter, previous experience of implementing a graduate skills group project and the 

context of the new module are described. The requirements for assessment of the 

new module mean that the novel approach suggested in chapter 4 will be seen to be 

more advantageous for one aspect of the module assessment than other approaches.

5.2 Programme and module context

5.2.1 University graduate attributes

The university at which the new module was introduced publishes a list of graduate 

attributes which it claims that all its students will have the opportunity to develop. 

76



77

Some of these refer to development of subject knowledge, information literacy and 

developing practices of life-long learning, all aspects that one could argue the 

mathematics degree ordinarily offers. However, there were some aspects that the 

School felt were not addressed adequately by the current profile of modules in the 

final year, particularly around relating the subject to the real world, written and oral 

communication to a variety of audiences, reflective practice and aspects of working in 

a group such as leadership, responsibility and respect for others. 

5.2.2 Degree programme context

The QAA Benchmark Statement (QAA, 2007) refers to “subject-specific skills”, those 

“knowledge and skills that are specific to areas within MSOR”, though allows 

considerable variety within this definition depending on the precise focus of the 

degree programme (p. 12). 

As well as these subject-specific skills, the Benchmark Statement outlines a 

number of general skills which “graduates from the MSOR area will have acquired”. 

These are: problem-solving; taking knowledge from one area and applying it in 

another; general study skills, “particularly including the ability to learn 

independently, using a variety of media that might include books, learned journals, 

the internet and so on”; independent working; time management and organisation; to 

be adaptable, “in particular displaying readiness to address new problems from new 

areas”; numeracy; IT skills; and, general communication skills, “typically including 

the ability to work in teams, to contribute to discussions, to write coherently and to 

communicate results clearly” (p. 16). 

The Benchmark Statement requires that a student who has reached the 'typical 

standard' of achievement, that is “the standard expected of the majority of honours 

graduates” (QAA, 2006; p. 4), should be able to:

• “demonstrate a reasonable understanding of the main body of knowledge for 

the programme of study”;

• “demonstrate a good level of skill in calculation and manipulation of the 

material within this body of knowledge”;

• “apply a range of concepts and principles in loosely-defined contexts, showing 
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effective judgement in the selection and application of tools and techniques”;

• “develop and evaluate logical arguments”;

• “demonstrate skill in abstracting the essentials of problems, formulating them 

mathematically and obtaining solutions by appropriate methods”;

• “present arguments and conclusions effectively and accurately”;

• “demonstrate appropriate general skills”;

• “demonstrate the ability to work professionally with a degree of independence, 

seeking assistance when needed” (QAA, 2007; p. 21). 

The Statement notes that students “should meet this standard in an overall sense, not 

necessarily in respect of each and every of the statements listed” (p. 21).

The university prospectus and course documents are not very specific about the 

knowledge and skills developed by the degree programme. The former highlights that 

the mathematics degree programme provides a combination of knowledge and skills 

which is highly suited to demand from employers in many sectors. 

5.2.3 Module aims and objectives

A document was prepared which detailed the aims, intended learning outcomes and 

teaching and assessment methods for the proposed module. I wrote this in 

collaboration with others in the School and it was approved through School- and 

University-level committees. 

The module was a 15 credit, one semester, optional final year module for 

mathematics and joint honours students. It had no pre-, post- or co-requisites.

The module document explicitly stated that the module intended to develop skills 

which are needed in employment or when undertaking a research degree but which 

“may not be developed by traditional mathematics teaching”. These were listed as 

“working in depth on a problem over an extended period, writing reports, 

communicating mathematical results to different audiences, and working in 

collaboration with others” as well as articulation of graduate skills. This document 

also specifically referred to the university's graduate attributes scheme, saying that 

the module completed the School's “module profile” with graduate skills modules now 

at each undergraduate level.
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The intended learning outcomes were that the module would develop:

1. enhanced problem-solving skills, including the ability to apply mathematical 

knowledge in real-world scenarios;

2. the ability to work in-depth on a problem over an extended period of time;

3. report writing skills;

4. oral presentation skills;

5. ability to communicate results using different methods;

6. ability to communicate results to audiences of differing mathematical abilities;

7. enhanced team working skills;

8. an appreciation of how groups operate; 

9. ability to articulate graduate skills.

The module is activity-led. This means the learning is accomplished through 

student-led activities rather than through, say, delivery of lectures. This makes the 

assessment tasks particularly important as completing these is what drives the 

learning and skills development, rather than the assessment being simply a test of 

whether learning and skills development has taken place. 

5.3 Previous experience of group work

5.3.1 Teaching and learning context

In section 2.2.4, the teaching of a graduate skills module was outlined5. Although it 

did not make use of the novel assessment approach proposed in chapter 4, the 

experience of running a group project in that module is directly relevant to the 

context in which I will propose to introduce that partially-automated assessment 

approach, and in fact the same project topic is used. 

The module was a 20 credit, year long, compulsory second year module for 

mathematics students. It had no pre-, post- or co-requisites. One semester of the 

module was taught as statistics and the other as mathematics. The project to be 

discussed here is one of two in the mathematics semester. The module featured much 

5 Reflection on teaching of that module, and in particular the student feedback questionnaire 
discussed in this section, was included in the submission for my Postgraduate Certificate in 
Higher Education.
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self-directed learning and the development of skills rather than the mastery of a 

specific syllabus. On the 'Module Leader Report Form' for the previous year the then 

module leader had described the module as "a non-traditional, non-didactic module 

where students are able to develop generic as well as subject specific skills". 

The module specification has the following stated aims:

This module will extend and develop your skills and experience in 
applying mathematical and statistical techniques to open-ended 
applied problems. You will gain further experience of working in 
small groups and as an individual on mathematical and statistical 
problems. You will learn to select and apply appropriate techniques 
and specialist mathematical and statistical software to help solve 
problems. You will gain further experience of reporting and 
presenting your results.

The project under discussion addressed the following intended learning outcomes:

After studying this module you should be able to:

1. Express problems in the language of mathematics.
2. Identify assumptions in a mathematical argument.
3. Use reference information from a variety of sources.
4. Communicate effectively using reports.
5. Communicate effectively using presentations.
6. Work effectively as part of a small team.
7. Effectively manage your time.

5.3.2 Module design

As well as the literature referenced in section 2.2.4 on the merits of group work, 

further advice was taken in designing the assessment task. That which is relevant to 

the main topic of this chapter is outlined here.

Challis et al. (2002) recommend teaching students how groups operate, saying 

"transferable skills must be taught explicitly as are all other aspects of the course: it 

is not sufficient to put students into groups and ask them to undertake tasks" (p. 89). 

The module was designed so that the group project topic was investigated by groups 

via self-directed learning, with formal teaching reserved for explicit skills 

development sessions.

There is an issue in group work of determining whether all students are 

contributing equally or whether the group is carrying, as MacBean, Graham and 

Sangwin (2001) put it, 'passengers'. They highlight the tension of assessed group 

work with a quote from one student: “I think that's a bit unfair, every single mark that 

you get is dependent on other people” (p. 7). 
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Hibberd (2002) recommends explicitly allocating marks for the management of the 

group, and suggests some peer assessment of individual contribution (p. 168). 

Lowndes and Berry (2003) recommend having groups operate a committee structure 

which keeps “formal minutes clearly indicating actions and progress identifiable with 

each team member”, as well as individuals keeping a personal log and submitting a 

final critical evaluation of their personal and their group's working experience (p. 21). 

Peer assessment of individual contribution can affect the reliability of the 

assessment process, as discussed in section 4.4.6. The process described by Lowndes 

and Berry requires that groups keep minutes and that individuals keep personal logs 

and prepare a critical evaluation of their working experience. In a relatively small 

project, I was concerned about the efficiency for the student of so many pieces of 

assessed work that were not directly relevant to the intended learning outcomes but 

were designed to improve reliability. The tool selected to attempt to ensure even 

contribution of team members was, therefore, group minutes.

Finally, the advice in the literature is for project work to avoid difficult new 

mathematics, “for a realistic expectation that students will be able to grasp... the 

wider skills base” (Hibberd, 2002; p. 163).

5.3.3 The topic

Art Gallery Problems were felt to be a suitable topic for a skills development project 

because, although it does not relate to previous study, the topic requires no 

prerequisite knowledge and is mathematically simple from first principles. 

In their basic form, Art Gallery Problems are concerned with determining the 

minimum number of guards necessary for a simple polygon, the 'art gallery', to be 

'guarded'. For an art gallery to be guarded, we require that every point in its interior 

can be connected by a straight line (line of sight) to at least one guard. Guards, then, 

are taken to be able to see a full 360° around themselves over any distance. For a 

convex polygon, one for which every point can be connected to every other point by a 

straight line which does not leave the polygon, it is clear that a single guard, placed 

anywhere, is sufficient. A convex polygon guarded by a single guard is shown in 

figure 5.1.
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For non-convex polygons, multiple guards may be required. In the case of a gallery 

with a single corner, a single guard is still sufficient provided they are positioned at 

the corner. In this case, it is not possible to place a single guard anywhere in the 

polygon and retain a solution but there exists a point or points in the gallery that can 

be connected to every other point by line of sight. Such an arrangement is shown in 

figure 5.2. Naturally, galleries can be imagined which require many more guards. 

Figure 5.3 shows a gallery for which one guard is insufficient.

Figure 5.3: Gallery which 
requires more than one guard.

Figure 5.1: Convex polygon 
guarded by one guard.

Figure 5.2: L-shaped 
gallery with a single 

guard.
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In 1975, Chvátal published a theorem proving that ⌊n3 ⌋  guards are always 

sufficient and sometimes necessary to guard an n  sided simple polygon (O'Rourke, 

1987; p. 1). Figure 5.4 shows a gallery for which ⌊ n3 ⌋  guards are necessary.

In 1978, Fisk published an alternative, simpler proof of Chvátal's Art Gallery 

Theorem (O'Rourke; pp. 4-5). The first step is to triangulate the polygon by adding 

interior diagonals. Any polygon can be triangulated (although not necessarily 

uniquely) (O'Rourke; p. 12). This triangulated polygon can then be three-coloured, 

that is coloured using not more than three colours such that no adjacent pair of 

vertices are the same colour (O'Rourke; p. 13). Figures 5.5 and 5.6 show the galleries 

from figures 5.3 and 5.4, respectively, triangulated and coloured using red, yellow 

and blue. As at most three colours have been used, at least one colour has been used 

at most 
1
3

 of the time, i.e. for at most ⌊ n3 ⌋  vertices. Since each triangle in the 

triangulation is a convex polygon, placing a guard at any point in each allows the 

entire interior to be guarded. Placing guards at the points coloured with the colour 

used least often allows every point in the polygon to be in line of sight of a guard, 

using at most ⌊n3 ⌋  guards. In figure 5.5, blue is used three times and red and yellow 

are used twice, meaning that guards should be placed at either the red or yellow 

vertices (but not a mixture). In figure 5.6, each colour is used three times, meaning 

that guards should be placed at all of either the red, yellow or blue vertices. 

That the triangulation is not unique leads to questions of how a solution can be 

verified. In addition, in cases where the number of guards indicated is sufficient but 

Figure 5.4: Gallery which 

requires ⌊n3 ⌋  guards, where n  

is the number of vertices.
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not necessary, the number must be reduced by some algorithmic process (O'Rourke; 

p. 27-30). 

Art Gallery Problems were introduced as “an interesting geometric problem” 

(O'Rourke; p. 1), and not as an applied mathematics technique. There are many 

simplifying assumptions made about the physical properties of the gallery and the 

capabilities of the guards which make this model challenging to apply in the real 

world. As well, there are further considerations such as where it is appropriate to 

place guards aesthetically, working arrangements (cover for breaks, the need to move 

around) and many other practical considerations which are not taken into account, 

but which make for an interesting student project. 

5.3.4 The project 

Students were asked to work in groups of three or four over an eight-week period to 

find the number of guards needed for each of twelve gallery floor plans and 

investigate an extension of the original topic of their choice. The task was framed as a 

problem from a client, and the students were instructed to produce a client report, a 

technical report and give a presentation on their chosen extension. 

Figure 5.5: Triangulation and 
vertex colouring of gallery from 

figure 5.3.

Figure 5.6: Triangulation and 
vertex colouring of gallery from 

figure 5.4.
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As the problem requires the techniques of Art Gallery Problems to be applied to a 

real-world scenario, this asks students to convert a scenario to a mathematical 

problem, identify the assumptions made (which are numerous and not subtle, so this 

is a good teaching exercise) and use a variety of sources to solve a problem (an initial 

reading list was provided), meeting the first three learning outcomes of the project. 

Requiring students to work in groups, manage their own affairs, prepare a report and 

give a group presentation on the findings, allows the latter four learning outcomes to 

be met. 

Apart from the indicative reading list, no formal teaching was provided on the 

topic of Art Gallery Problems. Formal teaching was based around a series of skills 

sessions, aimed to give guidance on 'team work', 'questioning the assumptions in a 

mathematical argument', 'finding and citing references', 'report writing' and 'giving 

presentations'. 

Ten marks out of 90 for the project were for group management. Five of these 

marks were for an initial plan of work, one week after the problem was set, outlining 

in 400 words what must be done and how it would be achieved. The groups were 

given a list of seven dates on which they must hold an in-class group meeting from 

which formal minutes were to be produced. Students were given a set of outline 

minutes to follow as an example. These minutes report actions and activities against 

group members' names and also report progress against the project plan. These 

minutes contributed the remaining five marks for group management. 

Groups, particularly group chairs, were told that the minutes were a tool for 

keeping the workflow on track and for making group members accountable for their 

activities. The following stern warning was given with the project specification: 

If a team member frequently does not attend meetings or the 
minutes say they are not completing work, that team member may 
receive a reduced share of the team mark.

Groups were invited to bring problems of uneven contribution, evidenced by minutes, 

to my attention.
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5.3.5 Evaluation of previous group project 
activity

5.3.5.1 Method

A feedback questionnaire was filled out on paper in the first class after the project 

had been completed by 28 students, the number who were present out of the 36 total 

students. This analysis focuses on two aspects with direct relevance to the new 

module: suitability of Art Gallery Problems as a topic for group work, and the issue of 

uneven contribution. Recall that the topic attempted to avoid difficult mathematics in 

order that this did not obstruct the development of skills, and that minutes of group 

meetings, indicating individual accountability for actions and progress, were used to 

attempt to ensure even contribute and prosecute uneven contribution.

5.3.5.2 Suitability of Art Gallery Problems as a topic 

Art Gallery Problems had been chosen as requiring no prerequisite knowledge and 

being mathematically simple from first principles. Students were asked to agree or 

disagree with the statement 'This project required me to use knowledge or skills 

gained in previous modules' and give examples if they agreed. All 28 students 

answered this question. Nine students agreed with the statement, but the knowledge 

and skills they indicated, given in table 5.1, were non-mathematical in nature. The 

students were also asked to rate the difficulty of the mathematical content of this 

project compared to other modules. The majority rated the difficulty as 'about the 

same' or 'easier'. The results are given in table 5.2.

Students were asked to rate their enjoyment of 'Art Gallery Problems as a topic'. 

28 students answered the question and nine of these indicated that they had not 

enjoyed the topic. This is fewer than disliked other aspects of the project, such as 

'Writing for a technical audience' (11), 'Writing for a business audience' (10) or 

'Giving presentations' (12), though more than disliked 'Undertaking self-directed 

learning' (2) or 'Working as part of a team' (5). 
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Communication, team work, report writing

IT skills

Personally I used skills from previous employment rather than previous modules

Presentation and report writing skills from other modules were useful for this. 
Group work. Working on given problems.

Presentation skills, report writing

Presenting skills (having experience) Research skills / knowledge

Report writing skills. Knowledge of given problem. Presentation skills. Group 
work.

Some knowledge from GCSE work and [a year 1 module which involves skills de-
velopment]

Team working skills, giving presentations

Table 5.1: Free text examples of previous knowledge or skills required for this  

project.

Response Number

1 - much easier 0

2 - easier 13

3 - about the same 13

4 - more difficult 2

5 - much more difficult 0

Table 5.2: Responses to 'How would you rate the difficulty of the mathematical  

content of this project compared with your other modules?'

5.3.5.3 Measures to tackle uneven contribution

Groups had been invited to bring problems of uneven contribution to my attention, 

and these would be evidenced by the minutes of weekly team meetings. In fact, no 

student or group chose to do so. 

Students were asked to rate how helpful they found the plan of work was in 

organising the project and how useful minutes of meetings were in ensuring that 

team members completed their assigned tasks. 26 students answered these 

questions. The results are in figure 5.3. This provides a positive picture, with most 

students reporting finding minutes of meetings to be helpful in ensuring that team 

members completed their assigned tasks. 
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Response How helpful did you 
feel the plan of work 
was in organising 
the project?

How helpful did you 
feel the minutes of 
meetings were in 
ensuring team 
members completed 
their assigned 
tasks?

1 – very unhelpful or distracting 0 1

2 – quite unhelpful or distracting 0 1

3 – neither helpful nor unhelpful 6 8

4 – quite helpful 18 13

5 – very helpful 2 3

Table 5.3: Student responses to two questions about the plan of work and minutes 

of meetings.

Another question asked students to indicate their level of agreement with the 

following statement: 'All team members contributed to the project equally'. 26 

students answered this question. The responses are given in table 5.4 and provide a 

far less positive picture. Seven students disagreed with the statement and seven more 

neither agreed nor disagreed. Only twelve of 26 agreed or strongly agreed that all 

members of their team had contributed equally. 

Students had been asked to indicate whether they took a named role as Chair or 

Minute Taker in their team. A breakdown of the question about whether minutes of 

meetings were useful in ensuring team members completed their assigned activities 

is provided in table 5.5. 

Response Number

1 – strongly disagree 1

2 - disagree 6

3 – neither agree nor 
disagree

7

4 - agree 8

5 – strongly agree 4

Table 5.4: Student responses to 'All team members contributed to the project 

equally'.
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Response Chair Minute taker Ordinary group 
member

1 – very unhelpful 
or distracting

1 0 0

2 – quite unhelpful 
or distracting

1 0 0

3 – neither helpful 
nor unhelpful

0 1 7

4 – quite helpful 4 5 4

5 – very helpful 2 0 1

Table 5.5: Breakdown of responses to 'How helpful did you feel the minutes of  

meetings were in ensuring team members completed their assigned tasks?' by team 

role.

5.3.6 Discussion

Students generally agreed that the topic of Art Gallery Problems did not require 

prerequisite mathematical knowledge and was not more difficult than work in other 

modules. Most enjoyed the topic, certainly comparably to other aspects of the project. 

This supports the use of Art Gallery Problems as a topic. Although I only taught it 

once, I am aware that the Art Gallery Problems project has been set for the four 

academic years since I did so, further supporting the appropriateness of the topic. 

The conclusions with regard to the measures for tackling uneven contribution are 

less positive. Fewer than half of the students reported that the members of their 

group had contributed evenly. Although many felt that the minutes of meetings were a 

useful tool for ensuring that team members completed their assigned tasks, it is 

noticeable that two group chairs disagreed with this. As the minutes were effectively 

a tool for group chairs to use to ensure even contribution, there had clearly been 

some failings. It seems likely that marks were awarded to students for work to which 

they had not contributed evenly. Putting it bluntly, there were passengers being 

carried by some of my groups that the 'minutes of meetings' process did not detect. 

One student's free text response on the questionnaire may indicate the reason for 

this: 

Always difficult to get even shares of work amongst group and yet 
difficult to get 'friends' turning on each other (ie challenging ineven 
[sic] balance of work).
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5.4 Group projects
Returning to the new module outlined in section 5.2, the main activities were 

completed in groups to meet the aim of team working. Three group tasks were 

designed to address particular intended learning outcomes, as described below. 

1. A short time-scale, low stakes problem-solving task of approx. 2 hours 

duration. This involved finding a mathematical solution to a real-world 

problem (learning outcome 1) and communicating this via a report (learning 

outcome 3), with sections for a mathematical audience ('the boss') and 

non-mathematical audience ('the client') (learning outcome 6). This short-time 

scale, perhaps relatively high pressure task allowed each group to learn about 

the strengths of its members and their interactions (learning outcome 8), 

which was supported by a lecture, group discussion and reflection on a 

formative ten-minute small group exercise. In addition, this was designed to 

assist groups in organising themselves for more effective team working in the 

higher-stakes group tasks (learning outcome 7). 

2. An in-depth project of approx. 3 weeks duration (learning outcome 2), in which 

students worked in groups (learning outcome 7) to address a specific task 

from a client. Groups needed to translate a given scenario into a mathematical 

problem, gather information from multiple sources including academic 

journals, and solve the problem (learning outcome 1). Having obtained a 

solution, groups communicated this both to other mathematicians and to the 

client (learning outcome 6) via reports (learning outcome 3). 

3. An in-depth project of approx. 6 weeks duration (learning outcomes 2), in 

which students worked in groups (learning outcome 7) to propose and develop 

a research topic based on real-world data (learning outcome 1). Groups 

communicated their results both to other mathematicians and the general 

public (learning outcome 6) via reports, presentations and an audio media 

report suitable for the radio or podcast (learning outcomes 3, 4 and 5). 

Given the positive previous experience described in section 5.3, group project 2 

used the topic of Art Gallery Problems. The task was redesigned to involve fewer 

museums and to remove the open exploration of the topic, as open exploration of a 
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mathematical topic was saved for group project 3, and this allowed a well-specified 

client problem which could be solved in a relatively short time-scale group project. 

The opportunity to use the approach proposed in chapter 4 will occur in group project 

2, so the remainder of this thesis will be concerned principally with that project.

Students completed a 3 week group project on Art Gallery Problems, presented as 

if for a client. Students were asked to provide justified answers for how many guards 

are required for each of 3 specified museum layouts. Students answered the problem 

in a report to a non-mathematical audience, the client. Students also documented 

their techniques for a mathematical audience, as an 'in-house technical report'. In 

this, students were asked to provide a critical analysis of the appropriateness and 

limitations of the model used to solve the client's problem. 

5.5 Group management, individual 
work and uneven contribution

The previous experience, outlined in section 5.3, indicated that minutes of meetings, 

while a useful tool to help ensure that team members completed their activities for 

some, were not sufficient to ensure even contribution by all group members or to 

detect when uneven contribution was taking place. 

Here, minutes were again used as a tool for groups to attempt to assign and 

monitor activities, and a group management mark was derived from these. In 

addition, peer assessment of contribution was used to modify the group mark for 

individual group members in group project 2. This does increase the workload, but 

this is justifiable since this time the intended learning outcomes allowed for such 

reflection.

As well, to further support individual marks taking account of individual 

contribution and comprehension of the group activities, allowance was made in the 

module document for individual assignments. This was in the form of three reflective 

essays, to develop and assess students' understanding of some of the issues in the 

project and to provide for learning outcome 9, and two mathematical assignments. 

Reflective essays were set in connection with group project 1, 'How our group 

operated and my part in it' (learning outcome 8), group project 2, 'What the client 
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wants' (learning outcome 6), and group project 3, 'The difference between 

mathematics at university and applying mathematics in the real world' (learning 

outcome 1). The individual mathematical assignments were connected to group 

projects 2 and 3 and required students to complete individual work on the same topic 

as the group project. 

For group project 2, the group activity involved finding the number of guards 

needed to guard three client galleries. Individual assignment 2, the related 

mathematical assignment, required students to demonstrate that they had 

understood something of the mathematical topic and were able to relate this to the 

real-world scenario. This meant individuals needed to solve a fourth museum and 

discuss its solution in context of the real-world scenario. The deadline for the 

individual assignment was set one week ahead of the group project deadline to 

encourage groups to have a firm grasp of the mathematics early, in order to leave 

plenty of time to work on communicating the solution to the client. 

The similarity of the individual and group tasks meant the risk of in-team 

plagiarism was high. Firstly, there is the usual risk of students who all have to 

complete the same piece of work copying from one another. Secondly, if students 

were to solve three museums with their group and a fourth, that they all have to 

solve, individually, the temptation to solve or partly-solve the fourth also as a group 

would be huge. For the remainder of this thesis, in accordance with the literature 

reviewed in section 2.4, the term 'plagiarism' will be used to refer to this risk and to 

include 'collusion'. The high risk of plagiarism here suggests that exam conditions or 

individualised work would be advantageous. 

To suit the intended learning outcomes, the individual work required students to 

solve a problem and discuss its solution in the context of the real-world scenario. This 

deeper, more open questioning does not suit high-stress exam conditions and is 

beyond the limits of automated marking. In addition, hopefully it is clear from the 

outline of the topic in section 5.3 that solutions to questions would involve drawing 

diagrams. This is not well suited to computer input because it introduces additional, 

irrelevant learning outcomes, such as use of a drawing package. 

Adaptation of the assessment to suit the available techniques therefore risks 
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distorting its purpose. 

The requirement for randomisation, lack of suitability of automated marking and 

the need for students to be able to hand-write their answers suggests that this 

teaching and learning context precisely requires the partially-automated approach 

suggested in chapter 4. Any other approach, such as a standard coursework, class 

test or computerised test seems unlikely to meet the learning objectives to the same 

extent. 



6 Evaluation method

6.1 Introduction
Having identified a novel approach to assessment in chapter 4, we must, drawing on 

the experience detailed in section 2.2, find a particular context in which the 

introduction of the novel approach is useful. A teaching and learning context was 

proposed, but not tested, in chapter 5. What remains is to implement the novel 

approach in the proposed context and evaluate that implementation. This chapter 

details the planning of the evaluation, which is put in practice during implementation 

in chapter 7, before its results are presented in chapter 8. 

Manwaring and Calverley (1998) give a series of questions to think about when 

designing the framework of an evaluation study: 

• “what will your evaluation do?” (p. 9);

• “who is the evaluation for?” (p. 9);

• “can you deal with the practicalities?” (p. 10);

• “what methods are best?” (p. 10);

• “what impact will it have?” (p. 10); Manwaring and Calverley mean “impact” in 

a negative sense, warning about “unintended consequences” and “potentially 

difficult situations” when dealing with the “delicate topic” of evaluation (pp. 

10-11); 

• “what are your deliverables?”; here, Manwaring and Calverley cover positive 

and deliberate impact, such as how findings will be implemented into future 

work (p. 11). 

94
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These areas will be considered when designing this evaluation.

6.2 What will the evaluation do?
Shaw (1998) says evaluation is “about asking questions, and then designing ways to 

try to find useful answers” (p. 8). Moore (2011) warns about “a tendency to try to 

evaluate everything about a project without due consideration as to what the central 

focus of the evaluation process should be” (p. 6) and says evaluation “should be 

focused on the core objectives or goals” (p. 8). 

Most generally, the core question here is whether the proposed 

partially-automated assessment approach can be put to some good use in higher 

education mathematics. In general, assessment must “judge the extent to which 

knowledge and skills have been mastered” (Cox, 2011; pp. 149-150), so reliability and 

validity must be established for any assessment. In addition, the proposal in chapter 4 

for the partially-automated assessment method suggested this might maintain the 

validity of a piece of coursework while increasing reliability via reduction in 

plagiarism, at the cost of reduced efficiency, particularly of marking. It is important, 

therefore, to check that reliability, with respect to who is doing the marking, and 

validity are not adversely affected by the use of this method, and to examine its 

contribution to plagiarism. Specific to this context, the individualised assessment was 

proposed in chapter 5 in order to reduce plagiarism in a piece of coursework as part 

of a package aiming to address the issue of uneven contribution in group work, so the 

effect of this assessment on uneven contribution should be considered. 

There are, then, five pertinent questions which will be asked to evaluate the 

assessment in this particular context. If the implementation is successful in this case, 

we will have found an example of a productive use of the novel approach in higher 

education mathematics, satisfying the general question. These questions are:

1. Are the marks particularly sensitive to who is doing the marking?

2. Is the assignment assessing the learning outcomes it was intended to assess? 

3. Does the individualised nature of the assignment work to reduce plagiarism?

4. Can the individual work contribute to a view on whether uneven contribution 

is taking place?
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5. Can the individual work contribute to a process for adjusting group marks to 

take account of individual contribution?

As well as these specific goals, recall that the idea that minutes of meetings was an 

effective method for managing group activities was based on student feedback from 

one previous trial. An attempt will be made to validate or dispute that conclusion by 

repeating the same question in student feedback here. In addition, this group took 

part in a peer assessment of contribution process, and views on this will be sought. 

This leads to a question:

6. What are student views on conventional measures to address uneven 

contribution?

Finally, the justification for introducing this novel approach was based on certain 

conclusions about the purpose of assessment and automated marking. These views 

will be tested with students, leading to: 

7. What are student views on the purpose of assessment?

8. What are student views on automated marking?

6.3 Who is the evaluation for? 
Chelimsky (1997) identifies three “conceptual frameworks of evaluation” associated 

with three different “reasons for conducting evaluations” (p. 100): 

• evaluation for accountability (e.g. measuring results or efficiency);
• evaluation for development (e.g. providing evaluative help to 

strengthen institutions); and,
• evaluation for knowledge (e.g. obtaining a deeper understanding 

in some specific area or policy field).

Moore says that “evaluation in the context of innovation projects is to be used as a 

tool for development” and should be thought of as “a formative process”. Moore 

identifies Chelimsky's “evaluation for development” as “providing information to help 

improve practice” and so appropriate for a formative process (p. 5). Thomas (2009) 

describes “evaluation research” in education, saying that this is “undertaken to 

assess how effective a programme of activity has been” in order to provide evidence 

for the evaluator to “decide to continue with the programme, modify it in some way or 

completely 'pull the plug' on the innovation – depending on the findings of the 

evaluation” (p. 122). Moore contrasts formative feedback, “for the purpose of 
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improving the learning environment”, to summative feedback, “essentially to provide 

evidence of the effectiveness of the environment for the benefit of others” (p. 8).

Here, the evaluation is certainly “evaluation for development”, in order to 

understand whether the novel assessment approach is useful in this particular 

context and how it might be adapted for future use. There is also an element that is 

“evaluation for knowledge”, both in the particular context, where we hope to learn 

something about evenness of contribution in group work, and in the general case, 

where we hope to establish whether the partially-automated assessment approach 

can be put to effective use in higher education mathematics. As this is a self-funded 

research project, we do not really have “evaluation for accountability”, in the sense of 

convincing an external agency that their investment has led to a successful outcome.

Shaw recommends that when planning goals, students should be considered, 

asking “what are the concerns of the group you are targeting?” (p. 8). The previous 

experience of group work detailed in section 5.3 revealed undetected uneven 

contribution as an issue from student feedback, so a focus on this aspect seems to be 

appropriate to the concerns of students. 

6.4 Practicalities
Manwaring and Calverley's question here was “can you deal with the practicalities?”, 

and they point out that “resource levels will restrict the amount of information you 

can most usefully gather and process” (p. 10). Moore says that “the resource spent on 

evaluation should be proportional to the resource spent on the activity. Although 

evaluation is important, it is also important not to over-evaluate” (p. 8). 

Where students are involved, it is important to consider timing. Oliver and Conole 

(1998) express concern about how long data gathering will take (p. 13), in a way 

which is reminiscent of the need to ensure a reasonable workload for students in the 

discussion of assessment techniques in section 2.3.2.9. The students already had to 

fill in a department end of module questionnaire which was not relevant to this 

evaluation. This is not useful because the questions were mostly suited for a 

traditional, didactic lecture course and not for a student-led group work module (e.g. 

agreement with “You could hear what the lecturer said” and “Lectures were delivered 
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at an acceptable speed”). In any case, the responses were not made available to me. 

Still, this questionnaire added to the class time and student effort that was already 

being devoted to evaluation, and limited further the extent of the student feedback 

that could be reasonably collected. 

The issue of workload is also important for other volunteers who are involved. 

Second-marking, which will be proposed in the next section as a method for 

examining questions 1 and 2, relies on the kindness of volunteer markers. The 

amount that is asked of them must be limited to what is strictly needed. 

Some of the evaluation can be conducted using the marks already compiled for the 

module, and this will be explored where possible to reduce the overall resource 

needed for collecting additional data. 

The scope of the assessment is also affected by issues of practicality. Goldacre 

(2013a) writes in support of using randomised controlled trials in education, and 

praises a project (Goldacre, 2013b) which is doing so “in over 1,400 schools and with 

275,000 pupils” (Education Endowment Foundation, 2013). In university teaching, the 

opportunity to test research questions on this scale is unusual. In reality, the chance 

to design and teach a new module like this is a rare privilege, and whatever 

evaluation can be attempted with the 44 students who took the module will have to be 

sufficient. Similarly, a second-marker experiment with hundreds of groups of students 

would produce more reliable results, but the practicalities of collecting work and 

having this second-marked limit the possibilities. The small numbers mean that, 

although some descriptive statistics and tests will be used, the analysis is for the most 

part essentially qualitative. 

6.5 Methods
Moore says evaluation should be “convergent” and “divergent”. Convergent 

evaluation “focuses on the intended goals” (p. 8), which Moore refers to as 

“goal-oriented” (p. 12). Divergent evaluation “seeks to identify unintended outcomes 

(goal-free) and activities beyond those of the initiative that have had an impact on 

goal achievement (context-free)” (p. 8). Given the practicalities discussed in the 

previous section, the extent to which divergent evaluation can be explored is limited, 
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though student feedback will make use of free-text questions where possible to 

explore this.

Moore also stresses that evaluation should not be pursued to “provide evidence of 

good practice or to find fault”, but that evaluation should be “open and honest” (p. 8). 

There is a famous quote about abuse of statistics to back up pre-determined 

conclusions, often attributed to Andrew Lang: “He uses statistics as a drunken man 

uses lamp-posts – for support rather than illumination” (Goldsmith, 1975, p. 58). 

Although this evaluation will be largely focused on the proposed questions, it will not 

seek to justify or find fault with any pre-determined conclusions. In particular, this 

evaluation will not presume that the partially-automated assessment approach works 

well. 

The remainder of this section will discuss methods for each of the proposed 

evaluation questions in turn. 

6.5.1 Are the marks particularly sensitive to who 
is doing the marking?

Question 1 examines reliability, in that it asks whether the assessment is sensitive to 

who is the assessor. 

To some extent, evaluation of the reliability and validity will be carried out through 

departmental moderation and scrutiny of the outcomes of the assessment, and 

through the work of the external examiner (Cox; p. 146). For this module, in fact, the 

minutes for the examination board report that the board was told that student work 

had been second-marked, and that “marks were consistent, as was the ranking”. 

Relying on these existing processes would reduce the resource load discussed in the 

previous section. However, these processes are insufficient for this evaluation, not 

least because they work at the module level and the novel approach was used only on 

a small component of the module assessment. Moderation of work only took place on 

the main group project deliverables, not the individual work. Beyond this, Bloxham 

(2009) criticises the inherent assumption that internal or external moderation can 

ensure consistency of marking in higher education (p. 212). 

A second-marker experiment would be a straightforward way to test the objectivity 
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and accuracy of multiple markers. We should not expect complete agreement 

between multiple markers for this deeper, more open-ended form of assessment. 

Recall that Cox says that “any [mark] scheme that is sufficiently detailed to always 

guarantee reliability is almost certain to be complex and unwieldy, or to render the 

question so anodyne as to pose little challenge” (p. 151). As well, Bloxham criticises 

the inherent assumptions that higher education work can be awarded an accurate 

and reliable mark (p. 209) and that academics share common views regarding 

academic standards (p. 210). 

Since we cannot reasonably expect complete agreement, conclusions about 

whether the level of agreement found between multiple markers is reasonable or not 

require context. In order to calibrate expectations and provide reference information, 

we may examine the level of agreement for multiple markers of other, more 

established assessments. The difference between marks from multiple assessors for 

two assessments will be used for reference: a class test under examination conditions, 

a method of assessment recognised as being highly reliable (Cox; p. 151); and, an 

open-ended piece of coursework, a method reported as having problems with 

consistency of marking (Iannone and Simpson, 2012a; p. 12). 

6.5.2 Is the assignment assessing the learning 
outcomes it was intended to assess? 

Question 2 concerns validity. Recall that Cox said that validity was “the requirement 

that the assessment measures attainment of the learning objectives set” (p. 151). 

Given that second-markers will be recruited and asked to examine the mark 

scheme and student work, a simple test of validity would be to ask the 

second-markers what they think the assessment is assessing and see whether this 

matches the intended learning outcomes. 

For this reason, care will be taken to control what information is given to the 

second-markers. They must be shown student work and given enough information to 

mark this for the experiment to take place, but they will not be told the intended 

learning outcomes. 
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6.5.3 Does the individualised nature of the 
assignment work to reduce plagiarism?

Plagiarism might be detected through the normal marking process, in that I might 

notice if work is very similar when I am marking it.

Beyond this, the risk really is around intra-group plagiarism, since members of the 

group are working together on similar problems. Inter-group plagiarism may be a risk 

but this seems less likely, firstly because the groups were partly chosen by the 

students, meaning that they are likely to have their close friends in the same group, 

and secondly because of the sense of inter-group competition that exists in group 

work.

Individual marks from within groups can be examined for differences. If there is 

wide variety within groups, we might conclude that intra-group plagiarism is not a 

large problem. If there is not wide variety, however, this may not indicate plagiarism. 

Since the groups are expected, in an ideal situation, to learn about the topic and how 

to approach problems together, we might expect that even contribution to 

researching the topic could cause their level of understanding to be be similar. 

A third approach to detecting plagiarism could be to ask the views of students. 

Students will be asked in a questionnaire to express their views, anonymously, on the 

role of individualised work and how this affected interaction with other students, as 

well as general questions about plagiarism in this assignment and other university 

work. 

6.5.4 Can the individual work contribute to a 
view on whether uneven contribution is 
taking place?

It is important to define what is meant by uneven contribution. A natural 

interpretation of evenness of contribution in group work might ask whether each 

member of the group has 'pulled their weight' and put in the same amount of effort. It 

seems very likely that this is the sense which students use when they fill in a peer 

assessment of contribution form. However, at university it is not usual to award marks 

on the basis of effort alone. Rather, assessment should be aligned to the intended 
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learning outcomes, so that a score on an assessment provides some measure of how 

well the student has met the intended learning outcomes (Kahn, 2002; p. 102). 

The individual assignment attempted to assess a subset of the skills targeted by 

the group project. This could be used as a measure of how capable students are to 

contribute evenly to the group project. For this reason, we might expect some 

correlation between the individual marks and the group mark. If this correlation is 

not present, and there is a large dispersion of marks within each group, this would 

suggest that uneven contribution was taking place. 

The measure is not precise. Firstly, the student may have made a valuable 

contribution to the same learning outcomes in the group project but have been 

unable to express this in the individual work for some reason. Secondly, the group 

project aims to assess a wider range of learning outcomes than does the individual 

assignment. Thirdly, Kahn points out that learning outcomes “will never fully 

characterize a student's understanding” of the topic (p. 93). It seems, though, a 

reasonable approximation to say that if a student cannot demonstrate ability at some 

learning outcome in the individual coursework report, then they are unlikely to have 

been the one who demonstrated that ability in the group project report submitted one 

week later.

Linked to the previous question, if there is little in-group dispersion of marks then 

this might indicate even contribution, or it might indicate plagiarism has taken place. 

6.5.5 Can the individual work contribute to a 
process for adjusting group marks to take 
account of individual contribution?

In the module, in practice, group marks were adjusted according to the peer 

assessment of contribution. However, for reasons discussed above, it might be 

preferable to use individual work targeted at the same learning outcomes as a 

measure of individual ability to contribute to the main group project. When examining 

question 4, whether uneven contribution is taking place, the marks will also be 

examined to try to determine whether the individual marks can produce a useful 

measure of unevenness. 
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6.5.6 What are student views on conventional 
measures to address uneven 
contribution?

The previous experience of group work described in section 5.3 used minutes of 

meetings as a tool to try to address uneven contribution. The conclusion from the 

feedback in that trial was that students generally felt that the minutes were useful, 

but that uneven contribution still took place. Minutes were again used here, as a 

structuring device. The same question, 'How helpful did you feel the minutes of 

meetings were in ensuring team members completed their assigned tasks?', will be 

used again to validate or dispute the conclusion from the previous trial.

In addition, this group took part in a peer assessment of contribution process, and 

views on this process will be sought. The peer assessment itself collects views on how 

evenly the students felt that their peers contributed. A questionnaire will be used to 

explore the peer assessment through a divergent evaluation approach. 

6.5.7 What are student views on the purpose of 
assessment?

Chapter 4 discussed assessment methods in terms of their various advantages and 

disadvantages. A questionnaire will encourage students to share general views on the 

purposes of assessment, to provide data to help explore these issues through a 

divergent evaluation approach. 

6.5.8 What are student views on automated 
marking?

Chapter 5 proposed a novel assessment approach partly based on the limitations of 

automated marking. A questionnaire will explore students' views on the differences 

between computer and manual marking methods through a divergent evaluation 

approach. 
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6.6 Potential negative impact and 
ethics

Oliver and Conole warn about the ethics of testing ideas “on students whose exam 

grades may be affected”. However, they say, tests done in a “laboratory-like setting” 

are not “authentic” and may not produce useful information on how techniques might 

be “useful as part of the curriculum” (p. 12). Kounin (1970) refers to a classroom as 

having “its own ecology” which means that “being a pupil in a classroom is not the 

same as being ... a subject in an experiment. And being a teacher is different from 

being ... [an] experimenter”. For this reason, he warns about the need to be “cautious 

in applying research findings from experiments” without “validating them in the 

realities of classrooms”. Specifically, he warns that “variables that may be significant 

in an experiment may be so outweighed in importance by certain ecological variables 

that the former just don't make a noticeable difference in classrooms” (p. 59). Thomas 

picks up the idea of the classroom as an ecology, writing about problems that are 

encountered when trying to “manipulate social situations as tightly as is necessary for 

the running of an experiment” (p. 129). 

To draw conclusions that are 'authentic' and 'useful', then, evaluation should take 

place in a live teaching situation, which raises ethical issues of impact on student 

grades, particularly so for a final year module. For this reason, the teaching used the 

better established peer assessment of contribution as the main driver of group marks 

adjustment for individuals. Something similar had been used in the second year of the 

same degree programme so this seems reasonable. Then the individual work was 

used to only contribute a small proportion of the overall mark (4% of the module) in 

order to keep the untested new approach from having an undue influence on the final 

grade. 

To avoid unwanted impact for those involved, Manwaring and Calverley say, “some 

aspects may need to be confidential and anonymous” (p. 11). Here, since student 

marks and the process of assigning those marks are to be discussed in detail, the 

identity of the university and everyone involved will be kept confidential. Additionally, 

the second-marker experiments require further student work and marks completed by 

multiple assessors, and all names and institutional affiliations will be kept confidential 
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here as well. 

6.7 Deliverables and plans for positive 
impact

Manwaring and Calverley ask “how will the results of the study be distributed and to 

whom?” and “how will the results be implemented into your work?” (p. 11). Moore 

says that evaluation should benefit “both the learner and the educator” by helping to 

(p. 5)

identify the impact of your teaching practice on the student learning 
experience; to provide you with information about how you might 
improve your own teaching practice; and hopefully to provide you 
with an evidence base which will help you to turn your findings of 
good practice into scholarly publication.

Moore provides a “model for developing professional teaching practice”, in which 

reflection on evaluation outcomes leads to further scholarship, which in turn forms 

part of the “'theory' of teaching that will inform and improve your practice in the 

future” (p. 14). 

If the reader will forgive the momentary breaking of the fourth wall, I will remark 

at this point on the importance to the process of this project being for a PhD. 

Far from simply being the report of a research project completed for my PhD, 

writing this thesis is part of the further scholarship that will feed into improved 

teaching practice, by way of evaluation. There should, therefore, be positive impact 

on my future students from the deeper understanding and proposals for further work 

discussed in chapter 9. 

The importance of the thesis goes beyond this, however, because holding a PhD is 

central to building my own employability profile to the stage where I might hope to be 

appointed to an academic position and be able to continue to work in university 

teaching. Assuming that the outcome is positive, and that I am able to obtain further 

work in the higher education mathematics teaching, the opportunity exists for writing 

this thesis to be an initial stage in lifetime of practice. 

As well as the pragmatic importance to my future activity, the scope of the 

evaluation is affected by the nature of the project. Moore is concerned that the 

“resource spent on evaluation” be “proportional to the resource spent on the activity” 
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(p. 8). In this case, it is rational to spend more time on evaluation than would be 

practical for most other aspects of my teaching because it is for my PhD thesis. Apart 

from my time, one way that this manifests is in the generosity of the people who gave 

freely of their time to assist in the second-marking and other data collection for the 

evaluation. These people certainly agreed to do so in part, or perhaps wholly, because 

it was for my PhD thesis, and because of the part that degree plays in my future 

plans. It would not have been reasonable to ask so much of unpaid volunteers without 

this additional layer, so that must be acknowledged as part of the design of this 

experiment. The impact of the findings on my future practice is potentially greater 

due to the extra evaluation completed because this is for my PhD. 

Moore is concerned that findings should lead to “scholarly publication” (p. 5). This 

thesis hopefully counts, though its distribution will be small. Lists of scholarly talks 

and publications are given in appendices A and B, and more will be undertaken after 

the submission of this thesis. 

6.8 Concepts and tests
This section will discuss aspects of the statistical analysis that will be used to 

investigate the questions described above. How these tests will be used in practice 

will be covered in chapter 7.

6.8.1 Properties of assessment marks

Assessment marks can be considered as being on an interval scale. That is, individual 

marks are ordered and distance relationships are meaningful, but the zero is an 

arbitrary placeholder and does not “imply that a student knows absolutely nothing 

about the materials covered by [an] examination”. So we intend that the difference 

between pieces of work scoring 60% and 70% is comparable to the difference 

between pieces of work scoring 50% and 60%, but it is not meaningful to say that a 

score of 70% by one student means that student knows twice as much about the topic 

as a student that scores 35% (Lomax, 2007; p. 11). Consequently, tests that are 

applied to assessment marks must be appropriate for interval data. 

Considering how assessment marks arise, there seems to be no reason to expect 
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that these will follow a normal distribution. Marks are assigned on a scale between 

0% and 100%, though the pass mark at 40% and the maximum grade category – first 

class – at 70% will likely distort this range. There is no reason to expect that results 

will form a symmetrical distribution. 

For example, marks from 44 students for individual assignment 2 will be used in 

section 8.3. A histogram of these marks is given in figure 6.1. Examining the 

histogram, there is no indication that the data might follow a normal distribution. 

To be sure that we cannot assume normality, a test can be applied. The 

Shapiro-Wilk test for normality is “relatively powerful when testing for departures 

from normality” and tests the null hypothesis that a set of data “is from a normal 

distribution with unknown mean and variance” against the alternative hypothesis that 

the data are “not from a normal distribution function” (Panik, 2005; p. 631). 

Taking the marks from individual assignment 2, the Shapiro-Wilk normality test in 

R gives a p-value of 0.0068. This gives evidence at the 1% level to reject the null 

hypothesis that the marks for individual assignment 2 arise from a normal 

distribution. Consequently, the tests used to analyse the marks from individual 

assignment 2 must not assume normality of marks. 

Figure 6.1: Histogram of marks for individual  
assignment 2.
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6.8.2 Marks standardisation

Standardised marks are obtained from raw marks via a process that Bajpai, Calus and 

Fairley (1978) call coding of data by change of origin and change of unit (p. 36). Say 

for raw marks x=(x1 , ... , x n)  we have mean x̄  and standard deviation sx . Then 

define standardised marks as X=(X 1 , ... , X N ) , where

X i=
x i− x̄

s x
.

Note that, as a consequence of this definition, X̄=0  and sX=1 .

6.8.3 Measures of correlation

6.8.3.1 Tukey mean-difference plot

The Tukey mean-difference plot takes “a set of (x , y )  pairs, and plots the mean 

(x+ y )
2

 on the x -axis and the difference x− y  on the y -axis”. The effect is 

“equivalent to rotating the (x , y )  clockwise by 45°” and this is used to “emphasize 

deviations” from the “positive diagonal” (Sarkar, 2008; p. 208). 

So that levels of deviation from perfect correlation can be compared visually 

between assessments, the Tukey mean-difference plot will be used with standardised 

marks. Three horizontal lines are also plotted for reference, one dotted line for the 

mean difference and dashed lines for 1.96 standard deviations above and below the 

mean difference. 

6.8.3.2 Pearson's product-moment correlation 
coefficient (Pearson's ρ)

Pearson's product-moment correlation coefficient gives a measure of linear 

correlation between variables. The coefficient, ρ, is between -1 and 1, where zero 

indicates no linear correlation and a value of 1 or -1 indicates a complete linear 

relationship (Bajpai, Calus and Fairley; p. 373). It does not assume data are normal 

(Hyndman, 2010) and is “most appropriate for measurements taken from an interval 

scale” (Zheng, 2011). 
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6.8.3.3 Kendall's rank correlation coefficient (Kendall's τ)

Kendall's tau provides a measure of association between ordinal variables, giving a 

value, τ, between -1 and 1, with zero representing no association and the closer to -1 

or 1 representing a stronger association (Cope, 2006; p. 290). The variant tau-b is 

used where ranked data might include ties (Agresti, 2010; p. 189). 

6.8.4 Inter-rater reliability

Comparing exam marks from multiple markers, Massey and Raikes (2006) report the 

intraclass correlation coefficients (ICC). They use ICC, rather than the Pearson 

correlation coefficient, because (p. 5)

the intraclass correlation reflects the degree of agreement between 
two or more examiners, whereas the Pearson correlation reflects the 
extent to which the relationship between two examiners' marks is 
linear – a high Pearson correlation would be obtained even if one 
examiner was consistently more or less severe than the other.

Shrout and Fleiss (1979) define ICC as “the correlation between one measurement 

(either a single rating or a mean of several ratings) on a target and another 

measurement obtained on that target” (p. 422). They recommend using intraclass 

correlation to assess measurement error in judgements made by humans and discuss 

the selection of an appropriate intraclass correlation coefficient (ICC) model (p. 420). 

Shrout and Fleiss describe a “typical reliability study” as: “each of a random 

sample of n targets is rated independently by k judges” (p. 420). For the experiment 

here, to measure the extent to which the reliability of marks depends on the actual 

marker involved, the following applies, that “a random sample of k judges is selected 

from a larger population, and each judge rates each target, that is, each judge rates n 

targets altogether” (p. 421). An alternative would consider the reliability of a fixed set 

of markers, say to assess marker variability using a marking sample ahead of a larger, 

sub-divided marking task, but here we would like to generalise the result to others 

within a larger population of markers (pp. 424-5). This situation requires a two-way 

ANOVA (p. 422) which considers the agreement of multiple markers, in which 

markers are considered as random effects (p. 425). Shrout and Fleiss's paper is given 

as a reference for ICC in the 'irr' package in the R manual. Following the advice from 

Shrout and Fleiss, a two way model on single score data ICC which considers the 



110

agreement between raters will be calculated. 

Landis and Koch (1977) give guidance for the interpretation of levels of agreement 

for kappa statistics. These will be used here for ICC, since Fleiss and Cohen (1973) 

showed that ICC is a special case of the kappa statistic. The levels proposed by Landis 

and Koch are (p. 165): 

<0.00 Poor
0.00-0.20 Slight
0.21-0.40 Fair
0.41-0.60 Moderate
0.61-0.80 Substantial
0.81-1.00 Almost Perfect

A marker reliability experiment of this sort takes no account of any 'true' value of 

the mark, if such a thing exists, but only considers the level of agreement between 

multiple markers. The rating given by ICC is, then, only reliable to the extent that the 

multiple markers are reliable. For this reason, only people who have marked student 

work in universities will be used as markers, for a reasonable expectation of 

reliability.

6.8.5 Comparison of interval or ordinal data 
from two groups

Where interval or ordinal data has been collected from two independent groups, 

Fisher's Exact Test can be used to test whether the distribution between categories is 

independent of group membership, i.e. that the two samples are drawn from 

equivalent populations (Agresti, 2002; p. 91). If the test gives evidence to reject the 

null hypothesis, it means that the distribution of responses is significantly different 

for the two groups. For example, if the same Likert-type question has been asked of 

two independent groups of students, the null hypothesis is that the distribution of 

responses between each of the categories (say, Strongly disagree, Disagree, Neutral, 

Agree and Strongly agree) is independent of which group each student belongs to. 



7 Implementation

7.1 Introduction
Recall that students completed a three week group project ('group project 2') based 

around Art Gallery Problems (see section 5.3), in which they produced a client report 

and technical report (described in section 5.4). Alongside this, students kept minutes 

of group meetings and completed two individual assignments, including one that used 

the partially-automated assessment approach proposed in chapter 4 ('individual 

assignment 2') (see section 5.5). Following this, students completed a peer 

assessment of contribution process (see section 5.5). 

The partially-automated assessment approach required a technological solution; its 

implementation for individual assignment 2 will be described here, as will the peer 

assessment of contribution process. In part, the description of the implementation of 

the teaching in this module was informed by a reflective log which I kept while 

delivering it. This approach is recommended by Moore (2011) in order to provide 

“rich data” (p. 9). 

Principles of evaluation were discussed in chapter 6, and their practical 

implementation will be discussed here. The evaluation aims to answer the main 

question of whether the proposed partially-automated approach can be put to good 

educational use in a way that is more advantageous than existing approaches, by 

answering specific questions about the use of individualised assignments and whether 

this can impact the issues of plagiarism in coursework and uneven contribution in 

group work. Eight questions were posed, five of which were particularly in relation to 
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individual assignment 2: 

1. Are the marks particularly sensitive to who is doing the marking?

2. Is the assignment assessing the learning outcomes it was intended to assess? 

3. Does the individualised nature of the assignment work to reduce plagiarism?

4. Can the individual work contribute to a view on whether uneven contribution 

is taking place?

5. Can the individual work contribute to a process for adjusting group marks to 

take account of individual contribution?

The remaining three were generally about student views of relevant topics:

6. What are student views on conventional measures to address uneven 

contribution?

7. What are student views on the purpose of assessment?

8. What are student views on automated marking?

Three strands of evaluation were proposed to address these questions.

• Second-marker experiment: to examine reliability (agreement by multiple 

independent markers) and validity (second opinions on what the assessment 

was assessing). 

• Student feedback questionnaire: to examine student views on uneven 

contribution and plagiarism in the context of this approach, and on assessment 

and automated marking generally. Uses both convergent and divergent 

evaluation approaches. 

• Comparison of marks: to examine uneven contribution by comparison of 

individual assignment marks with group marks and peer assessment of 

contribution. 

7.2 Individual assignment 2

7.2.1 Technology

7.2.1.1 Introduction

The partially-automated assessment approach required a piece of software that would 
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generate pseudo-randomised question sheets and corresponding answer sheets. 

This project, due to its part-time nature, has taken place over an extended time 

period. One disadvantage of this for a computing project is the rate of change of 

technology. This has necessitated a shift over time, essentially from a 'home made' 

approach to an 'off the shelf' one as the project has shifted in emphasis from early 

plans around technology implementation to later development of research questions 

around the impact of use of technology. 

In many ways, this shift has mirrored changes in the wider mathematics 

community around technology implementation in assessment. Sangwin (2012) writes 

that while once “few tools were available to help the CAA system designer”, many 

more sophisticated software tools and packages have become available “in the last 

ten years” (i.e. 2002-2012) to assist with development of CAA (p. 3). For example, at 

the time of initial development it was not reasonable to assume or insist that users 

would have a JavaScript-enabled web browser (Rowlett, 2004b) or the ability to view 

MathML (Rowlett, 2005; p. 18). At the time of writing, solutions for viewing MathML 

via the cross-browser JavaScript system MathJax are very popular (Cervone, 2012; p. 

314). MathJax development began in 2009 (Hayes, 2009; p. 101). On the level of 

systems, the literature reported in section 2.4 detailed the wide variety of bespoke 

e-assessment implementations, while more recent projects are attempting to draw 

similarities and promote collaboration with existing systems instead of new 

development (Barton et al., 2012; p. 20). 

Work on this project has broadly followed the pattern of the wider sector, with 

initial work focused on prototyping technologies that could create a bespoke system, 

yet the pace of development of underlying technology and mathematical e-assessment 

systems led ultimately to the adoption of an established system for the automation in 

this project. This section will briefly outline this process. 

7.2.1.2 Design

In section 3.4.5, survey participants were asked about their own use of computers in 

the assessment process. Half of participants reported using computers to generate 

examples when setting work, including among Teacher-non-users. Two thirds of all 
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questionnaire respondents reported using computers to check their answers when 

setting work, though only about half of Teacher-non-users reported doing so. Just over 

half of participants said they use computers to check students' answers when 

marking, though this figure is three quarters for Teacher-users and one quarter for 

Teacher-non-users. Around three-quarters of participants said they use computers as 

a marking aid to input and keep track of marks, including among Teacher-non-users.

All this indicates that computers are quite present in the process of setting and 

marking even traditional, offline assessments for many assessors, and therefore that 

the use of computers in a system to generate individualised assessments to be taken 

offline will not be greatly out of place. 

The partially-automated approach to assessment in mathematics proposed in 

chapter 4 required a mathematically-aware system that is capable of producing 

randomisation in questions and compiling question and answer sheets for printing. 

Computer interaction would take place in the setting of the assessment template and 

randomisation options by the lecturer, the output from which would be to be viewed 

on paper or otherwise offline (perhaps on screen as a PDF) by students for 

completing the work and the lecturer for marking. Students would submit work 

without interaction with the system, either offline or essentially offline (perhaps by 

electronic submission instead of printing). Rather than a full e-assessment system, 

then, this project required an assessment-setting system. 

7.2.1.3 Prototyping

Initial work focused on developing elements for authoring worksheet templates, 

including input and storage of mathematics notation with dynamically-generated 

elements, and for translating worksheet templates into individualised, printable 

worksheets.

Early work on input focused on taking LaTeX code and processing this for storage 

as MathML, as typing MathML directly is not recommended (Miner, 1998) and LaTeX 

was already a widely established input format (Hayes; pp. 98-99). Lacking access to a 

suitably configured or configurable server, attention focused on client-side conversion 

via LaTeXMathML (see Woodall, 2006), a JavaScript LaTeX to MathML converter 



115

based on ASCIIMathML (see Gray, 2007). This attempts to convert any 

dollar-delimited content ($...$) on the page from LaTeX to MathML. Woodall outlines 

some differences between standard LaTeX and the notation acceptable to 

LaTeXMathML. 

Input was enabled for a prototype system using rich text content via the TinyMCE 

system (Spocke, 2007). Essentially, the content author entered their dollar-delimited 

LaTeX code and submitted this to the server (see figure 7.1). This was echoed back as 

a preview, which triggered its rendering into MathML by LaTeXMathML (see figure 

7.2). The browser DOM was accessed using JavaScript to obtain the resultant 

MathML code, which it stored for the published version, which would then not 

require JavaScript for display (see figure 7.3). This approach was trialled in a 

blogging system that would require the author, but not the content readers, to have 

JavaScript enabled. This trial was successful, in that the blog author was able to write 

posts which included mathematics and the system stored these as XHTML+MathML 

code, using the MathML generated by LaTeXMathML.

Figure 7.1: Inserting dollar-delimited LaTeX code in a TinyMCE interface.
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I wrote code that would parse the MathML produced by LaTeXMathML and extract 

the names of any potential constants and variables from questions, essentially by 

looking for items marked up in MathML using the <mi> tag, and present these for the 

user to set randomisation parameters (see figure 7.4). This worked fairly well, but 

usability was poor because the system detected any variable and offered it for 

randomisation. This included names of items the author intended to use as variables 

and constants, and other items identified by LaTeXMathML using the <mi> tag. As 

well as variable names, Presentation MathML (used by LaTeXMathML) uses the <mi> 

tag for “function names”, including names such as “sin”, “the names of symbolic 

constants”, such as “π”, and “miscellaneous text”, such as “...” (Carlisle et al., 2003). 

Figure 7.2: The preview stage echoes LaTeX back for LaTeXMathML to interpret.

Figure 7.3: The stored MathML code is presented as published content.
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Figure 7.4: The variables are echoed back for the user to select which will be 
pseudo-randomised.

Figure 7.5: Input via dollar-delimited LaTeX in TinyMCE using @ identifiers for  
pseudo-randomised constants.
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An alternative approach was tried in which the author identifies the constants to 

be randomised on input by prefixing them with an @ symbol (see figure 7.5). That way, 

the system knows which of those items using the <mi> tag are to be randomised and 

which are not. This extra syntax makes writing questions slightly more difficult but 

the interface is cleaner and overall this method appeared more usable. 

Having identified the constants to be pseudo-randomised, these were displayed to 

the user via a menu interface which asked them to identify both the limits of that 

randomisation and the number of decimal digits to generate (see figure 7.6). The text 

and mathematics entered and parameters for pseudo-randomisation formed the 

content for the worksheet template. 

Since the text was in HTML format and the mathematics was in MathML format, it 

made sense to convert these to XHTML+MathML and embed that in a custom XML 

format for the worksheet template. This also contained markup noting which parts of 

the worksheet were questions and answers so that separate question and answer 

sheets could be generated. This was similar to the approach taken in a previous 

Figure 7.6: Randomisation options for identified 
constants.
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project, for which PHP was used to populate the question template with random 

numbers and compile them into an XHTML+MathML document for online display 

(Rowlett, 2004a). 

Early work to produce printable worksheets focused on conversion from the 

custom XML worksheet template format via a custom PHP script to RTF format for 

printing via a word processor. An attempt was also made to produce PDF files by 

conversion via a custom PHP script to XSL-FO format and processing by the FOP 

processor (The Apache Software Foundation, 2013) to PDF. 

As a trial, this approach was incorporated in a project that aimed to develop 

individualised worksheets for statistics (Davies and Payne, 2001), including 

individualised data spreadsheet and elements of statistical analysis produced by the R 

program (The R Foundation for Statistical Computing, 2013). Davies (2008) describes 

the worksheets developed by this project as “more interesting and challenging” as 

well as being used to “encourage individual work” and “to deter plagiarism” (p. 

1879). 

Though the system worked more or less as intended, there were problems with this 

approach. The first was the high level of server configuration, particularly installation 

of software and access rights to run the same from a PHP script. Indeed, following 

the completion of development the server was replaced by one running a different 

operating system, which caused much of the code to stop working. A second problem 

was the limitations of the FOP processor and the consequent limitations on what 

content could be incorporated into the finished worksheet. Thirdly, the system had 

user interface issues due to the high level of flexibility given to the worksheet author, 

who was essentially able to type anything in plain text or R code and mark this up as 

part of the worksheet (as a question, an answer, code to be run by the system, etc.) 

(see figure 7.7). Marking up of these areas was done in a rich text area via TinyMCE, 

but needed to be completed in a way that was XML-compliant. This meant that the 

user needed to have a good understanding of the technical workings of the system to 

use it correctly and avoid coding errors. Particularly, it was possible to mistakenly 

overlap question and answer areas, or produce mismatched nesting of tags in a way 

that is tolerated by a web browser in HTML but not by FOP in XSL-FO. To avoid these 
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problems and make the system more resistant would require editing of the TinyMCE 

code. 

An alternative model of worksheet authoring was attempted. This more restrictive 

model required the author to specify blocks of content (paragraphs, questions, 

answers, mathematical expressions, etc.) which were editable one at a time and could 

be connected together to form a worksheet (see figures 7.8-7.9). This used a 

JavaScript interface with the script.aculo.us library (script.aculo.us, 2010) for user 

interface, to edit and rearrange blocks of content. This method appeared to be more 

robust than the previous system but was awkward to use, particularly when one 

content type needed to be inserted within another, such as LaTeX within a paragraph.

Finally, a prototype system was developed on a simpler model. This used separate 

files for the question and answer sheets, and allowed rich text content with 

mathematics expressed as dollar-delimited LaTeX code and pseudo-randomised 

constants denoted with an @ symbol. The user would write the question and answer 

Figure 7.7: Worksheet template interface. The question is marked in blue, and the 
answer in red.
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sheets in a TinyMCE rich text area each (see figures 7.10-7.11) and, following 

submission, would be invited to choose limits for the indicated pseudo-randomised 

constants (see figure 7.6). Extra PHP code was written to allow basic calculation with 

randomised constants by including code within <?...?> tags. This was processed by 

PHP and pre-processed to allow only basic arithmetic. 

By this stage in development, use of MathJax was widespread. This meant that the 

need to process and store MathML code was no longer needed, as the 

dollar-delimited LaTeX code could reliably be used directly. The system produced 

templates for question and answer sheets (see figures 7.12-7.13) and used these to 

generate instances of the question and answer sheets (see figures 7.14-7.15).

By this time, web browsers were much better at printing webpages, which could 

be formatted using CSS print stylesheets, so that these were now sufficiently 

well-presented to give to students as a worksheet. Some, particularly Chrome, had 

incorporated a print option to save a webpage as a PDF document, meaning that the 

server-side translation could be moved to the client. The use of a CSS page break 

between worksheets meant that the question sheets in figure 7.14 would be 'printed' 

one per page, either directly from the web browser or to a PDF document.

Figure 7.8: Content block input interface showing text input.
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Figure 7.9: Content block input interface showing LaTeX 
input.

Figure 7.10: Question sheet input.
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Figure 7.11: Answer sheet input.

Figure 7.12: Interpreted question sheet.
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Figure 7.13: Interpreted answer sheet.

Figure 7.14: Generated question sheets.
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7.2.1.4 Adoption of Numbas

I posted a video on YouTube (see appendix B for details), which gave summary 

findings from the survey detailed in chapter 3 along with a demonstration of the 

working prototype shown in figures 7.10-7.15. In response to this, I received the 

following in an email from Christian Perfect of Newcastle University (Perfect, 2011):

I've written my own e-assessment system, and I think it would do 
what you want pretty well – there's a print stylesheet which produces 
minimalistic output similar to what you showed in your video. Have 
you looked at it? This is exactly the kind of use case my system 
should be good at, so I'd be willing to do some work to overcome any 
shortcomings you see.

The system referred to was Numbas, a web-based e-assessment system developed 

at Newcastle following “the pedagogic design of CALM, CALMAT, SCHOLAR and 

i-Assess” but “written completely from scratch”. Even though Numbas is principally a 

fully-featured online e-assessment system, crucially, it was written so that the user 

interface is “detached from the rest of the system”. This allows “user interface 

themes” that “can change the way assessments are used”, for example by allowing a 

“printed worksheet theme” (Perfect, Foster and Youd, 2013). 

Figure 7.15: Generated answer sheets.
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Advantages of Numbas over my bespoke system include the greater functionality, 

particularly for randomisation and manipulation of mathematical objects beyond basic 

arithmetic (Foster, Perfect and Youd, 2012; p. 4), and extensive real-world testing of 

the system at Newcastle since 2010 (pp. 10-11). This also means that the resultant 

system is part of a widely-used and actively developed e-assessment system, meaning 

the potential for future use is much greater than it would be for a bespoke 

implementation. 

Christian Perfect adapted Numbas during 2012 to produce a system which could 

generate the worksheets needed for individual assignment 2. He provided a 

statement about the changes made for this project, from which the following quotes 

are taken. Christian produced 

a new theme for Numbas which presents an interface for generating 
multiple exams at once. Numbas has always been written so the 
business logic (what I call the 'runtime') is separated from the 
display code, so this wasn't hard. I didn't have to modify the runtime 
to accommodate multiple exams existing at once.
First draft involved a few stylesheet changes to suit print media, and 
some buttons to choose how many exams to produce. I already had a 
print stylesheet for questions, but it would only print one question at 
a time. The exams are generated and displayed on the screen, then 
Chrome's print to PDF feature allows you to create PDFs from that.

My feedback on this first iteration led Christian to make further changes, some of 

which were simply cosmetic. Functional changes were “the ability to print questions 

and answer sheets separately” and “ID numbers to associate question sheets with 

answer sheets”. Numbas questions have an 'Advice' section, which is usually used to 

present feedback to students. Since students will not see the online version, we used 

the 'Advice' section to input the text for the answer sheet. ID numbers were 

generated and used as a seed for a deterministic random number generator, 

seedrandom.js (Bau, 2010), so that “putting the same ID in gets you the same 

randomised worksheet [or answer sheet]”. Christian also added “the ability to create 

exams in batches, starting from a particular ID number”, with associated controls. 

The next section will outline how Numbas was used to generate the worksheets for 

individual assignment 2.
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7.2.2 Implementation of individual assignment 2 
in Numbas

In section 5.4, group project 2 was outlined as a project on the topic of Art Gallery 

Problems, a topic described in section 5.3.3. In section 5.5, individual assignments 

were proposed in association with the group projects. The module learning outcomes 

were given in section 5.2.3 as:

1. enhanced problem-solving skills, including the ability to apply mathematical 

knowledge in real-world scenarios;

2. the ability to work in-depth on a problem over an extended period of time;

3. report writing skills;

4. oral presentation skills;

5. ability to communicate results using different methods;

6. ability to communicate results to audiences of differing mathematical abilities;

7. enhanced team working skills;

8. an appreciation of how groups operate; 

9. ability to articulate graduate skills.

In section 5.4, the learning outcomes for group project 2 were given as being 

numbers 1, 2, 3, 6 and 7. Learning outcome 7 (working in groups) is necessarily only 

evaluated by the main group project and not the individual work. Learning outcome 6 

(communication with different audiences) is assessed in the main project and the 

reflective essay. Learning outcomes 1 (problem-solving on a real-world scenario), 2 

(working in-depth) and 3 (writing reports) are assessed in the main project and in 

individual assignment 2. Although the depth and amount of report writing are less 

than in the group project, these skills are still being examined in the individual work. 

This is because the mathematical assignment requires students to have gained a 

grasp of the mathematics behind the project via the literature and to have applied 

this in their individual solutions (learning outcome 2). In writing to relate the theory 

to the real-world scenario, students are giving verification of some of the skills 

involved in writing reports (learning outcome 3). By solving the problem and relating 

this to the real world, students are demonstrating real-world problem solving 

(learning outcome 1). In conclusion, individual assignment 2 was intended to assess 
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three learning outcomes: 

1. problem-solving skills, including the ability to apply mathematical knowledge 

in real-world scenarios;

2. the ability to work in-depth on a problem over an extended period of time;

3. some aspects of report writing skills.

To test problem-solving and working in depth, two problems were set: one to solve 

a set museum and the other to give an example of a floor plan which meets certain 

criteria. The latter task, asking students to “provide an object satisfying certain 

mathematical properties”, is regarded by Sangwin (2003) to be a task requiring 

higher level skills (p. 5). To test skills of relating problem solutions to the real world 

and report writing, a question asked the students to relate their solution to the 

real-world scenario. In practice, the question template contained two questions. The 

first asked students to find the number of guards that would be necessary to guard a 

museum floor plan and to say whether a certain level of staffing is sufficient to guard 

the museum 24 hours a day and seven days a week. If so, they must explain how; if 

not, they must explain why not. The second question asks students to draw a floor 

plan using a set number of vertices for which a given number of guards is not just 

sufficient, but also necessary.

The first question used a museum randomly selected from nine floor plans pictured 

in figure 7.16. Manual sorting was used after printing to ensure that no two students 

in the same group received the same floor plan. Say the floor plan requires n  guards. 

Part (a) asked for this number of guards. Part (b) asked whether the students could 

permanently guard the museum pictured with m=3 n+r  guards, where r  is a 

random integer equal to 0, 1, 2 or 3. The naïve answer might be that the museum 

could be guarded with three eight-hour shifts of n  guards each, leaving the r  

guards spare; however, real-world factors make m  guards insufficient. Usually, each 

shift will need one extra guard to allow a rotating break system and more guards to 

cover leave and illness. If the student answers incorrectly to part (a), their answer 

will almost certainly be greater than n , so the number in part (b) is still insufficient. 

If they propose a solution which requires fewer than n  guards, i.e. a number which is 

not even sufficient, a serious misunderstanding has been demonstrated. 
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Question 2 asked students to generate a museum with p  vertices, where p  is a 

random integer between 10 and 20, satisfying the condition that ⌊ p3 ⌋  guards are 

necessary. In part, this is a test of the depth of their engagement with the topic, since 

there is an example format widely used in the literature which requires this maximum 

number of guards per vertex (see figure 5.4). 

This means that question 1 (a) effectively used random selection, while questions 1 

(b) and 2 used random generation. 

A sample piece of randomised work is included in appendix C. 

In Numbas, each question is created as a separate object. An 'exam' is then 

generated which contains both questions. The question statement is written in a rich 

text interface which would accept dollar-delimited LaTeX (though, in fact, none was 

used in this case) and pseudo-randomised constants (see figure 7.17 for the example 

Figure 7.16: Nine museum floor plans, each requiring 3, 4 or 5 guards.
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of question 1; question 2 was similar). The text for the answer sheet is entered in the 

'advice' field. Where possible, this was used to give the correct answer; where a 

correct answer cannot be calculated automatically, a hint of the question that had 

been asked was shown as a marking aid (see figure 7.18). The pseudo-randomised 

constants are defined as question 'variables' on a separate screen. For question 1 this 

defined the number of guards needed, which variant floor plan with that answer 

would be shown in part (a), the URL where this image could be found and the number 

of guards to be offered as a staff in part (b) (see figure 7.19). An example generated 

question sheet is shown in figure 7.20 and the corresponding answer sheet is shown 

in figure 7.21. The PDF version is shown in appendix C.

I handed the question sheets to the students in groups, to ensure that no two 

members of the same group got the same floor plan, and recorded the names of 

which student had taken which ID number. This was time-consuming, but I thought it 

would be more reliable than asking students to write their ID number on their answer 

sheet. Students completed the work on paper and handed in a hand-written or typeset 

report. 
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Figure 7.17: Numbas question input interface showing question 1.

Figure 7.18: Numbas answer input showing question 1.
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Figure 7.19: Numbas question 'variable' definition showing variables for question 1.
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Figure 7.20: Numbas-generated question sheet and worksheet generation controls.

Figure 7.21: Numbas-generated answer sheet.
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Marking was completed on paper at a computer which provided access to a 

spreadsheet to identify which student had taken which ID number and into which I 

recorded the marks, as well as the answer sheet PDF. Marking required me to check 

the student's ID number from the list and turn the PDF document to the 

corresponding page, which was a little more time-consuming than it would be if every 

student had the same questions. However, I do not feel the process was unreasonably 

extended by the individualisation. Essentially, the answer to question 1 (a) was 3, 4 or 

5, depending which diagram the student had been shown. The answer to 1 (b) was 

“yes” or “no”, depending on the answer to 1 (a), the assumptions made and how well 

the answer was reasoned. Question 2 would have been hard to mark (checking 

whether the student had provided a polygon which met particular conditions set in 

the question) with or without the minor additional requirement to look up what target 

number had been set for each student. 

7.3 Evaluation
The design of the evaluation method was discussed and the statistical methods to be 

used were outlined in chapter 6. This section details the practicalities of 

implementation of the evaluation. The results are given in chapter 8.

7.3.1 Second-marker experiment

7.3.1.1 Method

Each second-marking experiment had a piece of work which was marked by an 

original marker and at least one second-marker. In section 8.1, the marks assigned by 

each marker are displayed in a table. To assist with interpretation, any comment on 

the differences in the marks, a Tukey mean-difference plot comparing each 

second-marker with the original and the intraclass correlation coefficient (ICC) are 

presented. 

The remainder of this section gives the background to the two reference 

experiments and the second-marking of individual assignment 2.
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7.3.1.2 Written examination reference experiment

The work for this reference experiment arose following an open-book test, taken 

under examination conditions, as part of a basic mathematical methods module for 

first year mathematics students. The test comprised five well-focused, short problem 

questions for which 50 marks were available. A 10% sample of all scripts was checked 

by a moderator, who had access to the original marks, as part of the usual 

departmental process. The moderator agreed with the marks awarded in all cases. 

I marked a sample of ten scripts without reference to the marks assigned by the 

original marker but using the same mark scheme (blind second-marking). This mark 

scheme consisted of a set of worked solutions with individual marks indicated for 

components of answers and for working. The original marker was an experienced 

assessor employed at the same university as me. 

7.3.1.3 Coursework reference experiment

The work for this reference experiment arose from a piece of coursework. The task 

was to write an 800-1000 word review of a popular book or textbook on mathematics 

or the history of mathematics, suitable for a mathematics final year undergraduate or 

graduate audience. A sample of work had previously been approved via a 

departmental moderation procedure, conducted with reference to the original marks.

I marked a sample of 14 scripts using the marking criteria but without reference to 

the original marks (blind second-marking). The marking criteria specified those 

pieces of information that each review should contain, including a summary of the 

content of the book, as well as some general subjective criteria around the quality of 

the writing and level of critical understanding. The original marker was working at a 

different university with a similar entry requirement to my own. 

7.3.1.4 Second-marking of individual assignment 2

Three second-marker volunteers were recruited. Each had experience of marking 

work at university; one as a senior academic, one as a junior academic and one as a 

PhD student. The students who submitted the work were at a university which 

required 300 UCAS points for entry. The second-markers' most recent experiences of 
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marking were at universities that required 260, 300 and 360 UCAS points. 

A 10% sample of student work was anonymised (5 pieces from 44 submitted). This 

was provided along with grade descriptions, a mark scheme and a sample piece of 

marked work (written to be correct on the non-subjective points of the mark scheme) 

as a reference piece since the second-markers were not familiar with the topic. The 

information provided to the second markers (excluding the work to be marked) is 

included in appendix C. The following instructions were provided to the second 

markers:

Questions/tasks:
1. Please mark the work. N.B.: 
◦ Each student has used a separate, individualised question 

sheet. These are indexed by ID number (top left) and given in 
setwork.pdf. Each question sheet has a corresponding answer 
sheet (giving answers where possible, or a reminder of 
information in the question if not) given in answers.pdf. 

◦ Please read the marking-notes.pdf and the 
marking-scheme.pdf, then take a look at the sample-answer.pdf. 
Please mark the student work contained in student-work.pdf by 
entering marks into the spreadsheet of marks 
blank-mark-sheet.xls and return this spreadsheet of marks to 
me.

2. What was this assessment assessing? (i.e. guess the learning 
outcomes, or write a general statement of what a student who 
gets full marks will have demonstrated their ability to do.) 

3. Please give any comments about the process of marking 
individualised work, if you have any. 

Thank you!

 Marking the sample (task 1) was designed to test reliability. The second-markers 

were not given an indication of the marks awarded by the first-marker or by each 

other. There were difficulties in completely specifying the mark scheme, since some 

of the marks are for subjective measures and interpretation of student writing. This is 

a large part of what makes it difficult to use automated marking for this piece of 

work. These subjective elements are similar to those in the coursework reference 

experiment.

The question about what the assessment was assessing (task 2) was designed to 

allow evaluation of validity of the assessment. No other information about the 

coursework or the module was provided to the second-markers. The learning 

outcomes for this assignment were outlined in section 7.2.2.

Task 3, commenting on the process of marking individualised work, was designed 

to help identify any problems with the process of marking the work and to attempt to 
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examine the efficiency of the process. 

7.3.2 Student feedback questionnaire

7.3.2.1 Method

A questionnaire looked to explore student views on uneven contribution, plagiarism 

and collusion, assessment and automated marking. 

As well as the cohort taking the module described here, the same questions about 

individualised assessment (section 7.3.2.3) were given to a group at a different 

university as a reference group. The lecturer at that university had also used the 

technique developed for this project via Numbas for an individualised formative 

in-class question sheet in a final year digital signal processing module. The lecturer 

hoped to achieve increased engagement, confidence and understanding among 

students ahead of a summative assessment, and used an individualised assessment to 

encourage in-class discussion of the questions without collusion. I helped the lecturer 

with the implementation but had no contact with the students in this group.

For the students taking my graduate skills module, questionnaires were 

administered online via Google Docs (Google, 2013) during the final session of the 

module. This was six weeks after group project 2 had been submitted. For the 

reference group, questionnaires were administered in the same way at the end of the 

session in which the individualised assessment was used.

The remainder of this section gives the details of the questions that were asked. 

7.3.2.2 Student views on conventional measures to 
address uneven contribution

Students were asked to say whether they took a named role within their group, and 

what that role was. This is because their role in group hierarchy may impact on their 

view of group operations.

In order to compare views on the minutes of meetings to the previous experience 

detailed in section 5.3, students were asked to rate their response to the question 

'How helpful did you feel the minutes of meetings were in ensuring team members 
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completed their assigned tasks?' on a scale from 1 (Very unhelpful or distracting) to 5 

(Very helpful). 

Students were asked for comments on the peer assessment of contribution, 

particularly in relation to evenness of contribution, via an open free-text question: 

“The peer assessment of contribution is designed to make sure that everyone is 

committed to contributing equally to the project, or to penalise those that don't. I 

would appreciate any comments you may have on this aspect.” 

7.3.2.3 Student views on individualised assessment

In order to check whether students had been aware of the nature of this assignment, 

students were asked 'Were you aware that your question sheet was different to the 

one given to other students?' In my module, it would be hard for them not to be, 

because this was made obvious by the process of recording individual ID numbers 

when handing out the assignments. Still, if they were not aware, it would indicate 

that they had done the work in complete isolation from other students. 

In order to explore their interaction with others regarding the individual work and 

the issue of plagiarism and collusion, students were asked to indicate their level of 

agreement with the following four statements on a five-point Likert scale from “1 – 

Strongly disagree” to “5 – Strongly agree”:

• “I disliked having different questions because I wanted to work together with 

another student on our answers”;

• “I liked having different questions because it meant I could freely discuss the 

work with others with no risk of plagiarism”;

• “I liked having different questions because it meant that no one could copy 

from me”;

• “If we had been set identical questions, members of our group would have 

copied answers from other students”.

Students were asked to respond 'yes' or 'no' to the following two statements, which 

were accompanied by a reminder that responses were anonymous: 

• “While at university, I have copied work from other students”;

• “While at university, other students have copied work from me”.
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In order to explore students' views on the purpose of assessment, students were 

asked to select up to three answers from the following list in response to the prompt 

“What are the most important aspects of assessment?”:

• Testing whether I can apply the methods I have been taught;

• Testing whether I have understood the module content;

• Getting a mark back as quickly as possible;

• Ensuring the marking is fair;

• Getting basic feedback quickly;

• Getting detailed feedback;

• Getting the lecturer's view on my work;

• Giving feedback to the lecturer on how I am doing;

• Minimising the marking time for staff;

• Helping me to gain confidence that I understand the topic;

• Helping me to recognise what I can and can't do;

• Helping me to strategically plan my revision;

• Other (please specify).

These statements were drawn from the findings of chapters 2 and 3, and extra 

suggestions made by the lecturer who was administering the questionnaire to the 

reference group.

In order to examine views regarding automated marking, students were asked to 

answer yes or no to the following statement: “I have taken assessment at university 

which was automatically marked by computer”. Students were then asked to choose a 

response to “I would rather my work was marked by...” with options “a human 

marker” and “a computer”. Students were asked to respond in free-text to “Please say 

why and expand on your answer”.

7.3.3 Comparison of marks

7.3.3.1 Measure of evenness of contribution to group 
marks

The correlation of raw group project 2 marks and rankings with individual assignment 
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2 will be presented via Pearson's ρ and Kendall's τ. The dispersion of marks for 

individual assignment 2 within each group will be examined by examining the range 

and standard deviation of the individual marks within each group. 

7.3.3.2 Correlation between individual and group marks

A reference experiment will establish a context for correlation between similar pieces 

of work. This uses marks from a basic mathematical techniques module for first year 

mathematics students. This included two open-book tests, taken under examination 

conditions. The topics covered by test 1 (basic differentiation and integration, 

complex numbers, matrices and determinants) are directly used in the topics covered 

by test 2 (more advanced integration methods, series expansions and linear systems), 

so it is reasonable to assume that performance on the two tests would be well 

correlated in most cases. Correlation between the two sets of marks will be examined 

using Pearson's ρ. 

Correlation will be examined in the same way between the means of the individual 

marks within each group for individual assignment 2 and the group mark for group 

project 2. The two measures of correlation will be compared. 

7.3.3.3 Comparison with peer assessment of contribution

The findings from the previous sections regarding evenness of contribution will be 

compared with an examination of the other available measure, the peer assessment of 

contribution. 

Peer assessment of contribution followed a model used by Cooper6. Say a group 

contained n  students. Then members of this group were given a questionnaire to fill 

in privately. This asked them to give their name and to assign 10n  points among the 

members of their group (including themselves) to represent the contribution to the 

project made by each group member. An example of the wording used follows:

6 Cooper, B., presented at 'Group Work Working Group meeting', 13th March 2012, 
University of Bath. Unfortunately the slides are not publicly available and Cooper has no 
published writing outlining his approach. 
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Your name: ................................................................................

You have 90 points to distribute between your group to reflect each 
person's individual contribution. 

For example:

Bob Jones 10 <- Bob contributed an average amount

Sarah Smith 12 <- Sarah contributed more than her teammates

Paul Brown 7 <- Paul contributed less than his teammates

Do not show or discuss this form with the others in your group. When 
you are finished please fold your form and put it in the envelope 
without showing anyone. 

This resulted in n  scores per group member. The mean of these scores, rounded 

to the nearest integer, was used to scale the overall group project mark; students 

were told that this was the intention before completing the peer assessment of 

contribution. Taking the mean softened any extreme opinions without completely 

removing them. Each student included a rating for themselves. A manual check was 

made to identify any issues with a group member rating themselves higher or lower 

than the rest of the group. It was not necessary to do so, but an individual's 

self-rating might have been removed if it was out of step with the group view. Clearly, 

if everyone in a group assigned an even score (10) to a group member, the overall 

score for that group member would be 10. For group project 2, the peer assessment 

scores were in the range 9-12, the mean was 9.95 and the median and mode were 

both 10. 

The investigation of these two measures of evenness of contribution will use 

techniques from section 6.8 and be a free exploration of the data, rather than 

following a pre-determined methodology. 



8 Results

8.1 Second-marking

8.1.1 Written examination reference experiment

Table 8.1 contains the original marks and those which I (“PR”) assigned during the 

second-marking. There were five discrepancies of one or two marks (2% or 4% of the 

total mark). The Tukey mean-difference plot for the standardised total marks is given 

in figure 8.1. The intraclass correlation coefficient for the two sets of marks is 0.992. 

These values are regarded by Landis and Koch (1977) as an “almost perfect” level of 

agreement (p. 165).

Student Original 
marker (%)

PR (%)

1 72 72

2 88 86

3 80 80

4 94 94

5 54 54

6 72 72

7 78 76

8 52 48

9 60 58

10 60 62

Table 8.1: Original and second marking for ten written examinations.
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8.1.2 Coursework reference experiment

Table 8.2 contains the original marks and those which I (“PR”) assigned during the 

second-marking. There were differences in all fourteen pieces of work. Six were 

differences of around 5% or less, a further six were differences of around 10% and 

two were greater differences. The Tukey mean-difference plot for the standardised 

total marks is given in figure 8.2. The intraclass correlation coefficient for the two 

sets of marks is 0.586. This value is regarded by Landis and Koch as a “moderate” 

level of agreement (p. 165). 

Figure 8.1: Standardised Tukey mean-difference plot  
for the written examination reference experiment.
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Student Original 
marker (%)

PR (%)

1 58 56

2 65 55

3 48 43

4 80 71

5 68 45

6 75 74

7 70 58

8 60 63

9 80 68

10 70 58

11 75 61

12 62 58

13 55 51

14 82 72

Table 8.2: Original and second marking for fourteen pieces of open-ended 

coursework.

Figure 8.2: Standardised Tukey mean-difference plot  
for the coursework reference experiment.
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8.1.3 Second-marking of individual 
assignment 2

8.1.3.1 Evaluation of marker consistency

The marks from each marker are given in table 8.3. The Tukey mean-difference plots 

for the standardised marks are given in figures 8.3, 8.4 and 8.5. The intraclass 

correlation coefficient for the four sets of marks is 0.635. This value is regarded by 

Landis and Koch as a “substantial” level of agreement (p. 165). 

Student PR (%) Second-marker 
A (%)

Second-marker 
B (%)

Second-marker 
C (%)

1 56 31 38 49

2 74 64 59 72

3 67 72 74 77

4 67 46 51 51

5 74 59 54 69

Table 8.3: Original and second marks for five pieces of work submitted for  

individual assignment 2.

Figure 8.3: Standardised Tukey mean-difference plot  
with second-marker A for individual assignment 2.
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Figure 8.4: Standardised Tukey mean-difference plot  
with second-marker B for individual assignment 2.

Figure 8.5: Standardised Tukey mean-difference plot  
with second-marker C for individual assignment 2.
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8.1.3.2 Comments on learning outcomes

Second-marker A suggested the following as the learning outcomes that were 

addressed by this assignment: 

• ability to solve unfamiliar problems (or unfamiliar variants of problems 
discussed in class);

• ability to use literature;
• ability to present mathematical work clearly.

I would suggest that the first of these is problem-solving (learning outcome 1), the 

second is part of working on a problem in depth (learning outcome 2) and the third 

relates to communicating results, in this case via a report (learning outcome 3). These 

three statements do not cover all aspects of the three intended learning outcomes, 

but neither do they represent additional, unplanned or extraneous requirements. 

Marker B gave the following description of what the work was assessing: 

The exercise seemed to be designed to assess a student's ability to 
apply a piece of mathematics, in this case an aspect of computational 
geometry, and interpret the real world viability of their solution. 
Particular emphasis was given in the mark scheme for rewarding the 
students awareness of the mathematical and legal literature as well 
as communication skills - suggesting that you wanted the students to 
actually take seriously how one uses mathematics outside of the 
classroom.

Marker B identified real-world problem-solving and interpreting a mathematical 

solution outside of the classroom (learning outcome 1), awareness of background 

information (learning outcome 2) and communication skills (learning outcome 3). 

Again, these fit with and do not extend the actual intended learning outcomes. 

Marker C suggested the following learning outcomes: 

• understanding of the theory;
• ability to apply the theory;
• understanding that theory doesn't always apply perfectly to the real world;
• understanding of the difference between 'necessary' and 'sufficient', and that 

there's more than one possible answer.

Marker C identified aspects of problem-solving, depth of understanding and the 

process of relating a solution to a real-world scenario (learning outcomes 1 and 2). 

Marker C did not identify communication skills (learning outcome 3), nor put forward 

any additional learning outcomes. 
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8.1.3.3 Comments on process

Marker A: 

I don't think I did this very well. In particular I am unsure about the 
marks awarded for quality of exposition. To some extent these may 
have (subconscioulsy [sic]) overlapped with marks for showing 
familiarity with literature etc. In general I felt my sample didn't 
present the work very well. I am a little worried about the marks 
awarded for consideration of uniqueness and possibility of 
triangulation, which none of my sample mentioned - was it clear they 
were expected to address this? Does creating a triangulation show 
that a triangulation is possible?
I gave a mark to one student in 2 for familiarity with literature 
although the answer was wrong because there was sufficient 
similarity with the correct answer to suggest they might have seen it. 
I was perhaps over-generous. I was probably too harsh elsewhere!

Marker C: 

• I had to look up the theory first to understand the question, as I've 
never come across this problem before

• some of the students seem to miss the point somewhat, and apply 
the method without really understanding it (i.e. drawing the 
triangulation but failing to notice by inspection that they have far 
more guards than necessary)

• none of the students considered that guards are human and might 
get ill or want to go on holiday! 

Marker B gave no comments on the process.

8.2 Student feedback

8.2.1 Student views on conventional measures 
to address uneven contribution

8.2.1.1 Minutes of meetings

42 students answered the question about minutes of meetings. The responses are 

shown in table 8.4. Responses are given for all students, as well as for minute takers, 

who have some responsibility and oversight of this process, and those who took a 

leadership role. This might be as group leader or as leader of a sub-group, where a 

group sub-divided the task. Those taking a leadership role have some responsibility 

for trying to get group members to fulfil the obligations committed to in the minutes. 
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All students Those taking 
a leadership 
role

Minute 
takers

Students not 
taking a 
leadership 
role or acting 
as minute 
takers

1 (Very unhelp-
ful or 
distracting)

0 0 0 0

2 6 1 1 4
3 14 7 0 7
4 14 2 3 9
5 (Very 
helpful)

8 2 1 5

Table 8.4: Student responses to 'How helpful did you feel the minutes of meetings 

were in ensuring team members completed their assigned tasks?'

This question was also asked of the students involved in my previous experience of 

group work, which was evaluated in section 5.3.5. According to Fisher's Exact Test, 

the data provides no evidence to reject the null hypothesis that the distribution of 

answers is independent of which group was answering (p=0.2998). 

8.2.1.2 Peer assessment of contribution

Thirty-six students made comments in response to the prompt about peer assessment 

of contribution. 

Nine of the comments were offering non-specific positive encouragement. A typical 

example is: “This is a good method because without this if a team member was not 

contributing enough then normally no one would do anything about it. However this 

is a discrete [sic] way to do so.” 

One student commented that “if a member or so does not contribute it should be 

down the other members of the group to address this themselves.” However, the 

previous experience detailed in section 5.3 and indeed the peer assessment scores 

indicate that this self-regulation does not always take place. 

Twelve of the comments were about the process of awarding scores to peers. The 

system forced an overall number of points, so that to mark someone as having made 

an above average contribution require that some others were marked as below 

average. This was in order to maintain balance and force thoughtful application of the 
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peer assessment measure. However, some students did not like this. A typical 

example is: “This is difficult because even though I wanted to reward others at times, 

it was very difficult to then remove the marks from another member of the team.” 

Four students complained that the process was sensitive to personal clashes within 

groups. Three of these had taken a leadership role within the group. The following 

comment is typical, in that several said that they felt some peer assessment is 

necessary but worried about sensitivity to personal differences. 

A better system is needed. I do not feel this is a fair way of assessing 
students to give them their final marks. I agree that low contributing 
individuals should be penalised however, if a dislike by a couple of 
people towards to one student, even if they are contributing no less 
than anyone else, could leave them with lower marks.

Another was more direct: “I feel that the peer assessment was marked mainly on how 

people got on with one another, rather than how much work they did.”

Four students commented that different members of the group had contributed 

unevenly to different areas but, perhaps, evenly overall. One said: “Though some 

people took a more important role, I felt everyone contributed equally to the 

workload”. 

Three students said that it was hard to be objective with your friends. One said “I 

always feel bad when peer assessing but I have marked down those who don't work 

as hard so it's a good idea”. 

Three students said that the existence of peer assessment caused a more even 

contribution. One student commented: “I like the system and agree that people 

probably felt committed to contributing due to the possibility of being marked down 

by their peers”. Another said: “Without peer assessment, people would not make 

much of an effort so others would have to put more effort in and everyone would get 

the same mark”. 

Two students complained that others in their group might not be fully aware of the 

contribution they had made. One said: “because we're in such large groups you don't 

realise what every member is doing for the majority of the time. So it could seem that 

one member is not doing a lot when they have done their equal share.”

One student commented about the danger of “people marking themselves higher 

than they should be”, but since names were given on the form this was accountable 
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for, and not, in fact, a problem. 

One student said: “I do often feel that people have a tendency to do the 'easy' thing 

and give everyone equal marks quite often.”

8.2.2 Student views on individualised 
assessment

8.2.2.1 Students in this group project

First, students were asked 'Were you aware that your question sheet was different to 

the one given to other students?' One student answered “No” and 41 students 

answered “Yes”. 

Students were asked to indicate their level of agreement with each of four 

statements, given with responses in table 8.5. Only one student agreed with the 

statement “I disliked having different questions because I wanted to work together 

with another student on our answers,” and 28 out of 42 disagreed or strongly 

disagreed with this statement. 31 out of 42 students agreed or strongly agreed with 

the statement “I liked having different questions because it meant I could freely 

discuss the work with others with no risk of plagiarism”; only one disagreed. 24 out of 

42 students agreed or strongly agreed with the statement “I liked having different 

questions because it meant that no one could copy from me”; 4 disagreed. 24 out of 

42 students agreed or strongly agreed that if they had been set identical questions, 

“members of our group would have copied answers from other students”; 7 disagreed 

or strongly disagreed.

In response to “While at university, I have copied work from other students”, 22 

answered “Yes” and 19 answered “No” (one student did not answer). In response to 

“While at university, other students have copied work from me”, 35 answered “Yes” 

and 7 answered “No”. 

Responses to the prompt “What are the most important aspects of assessment?” 

are given in table 8.6 in order of their frequency of choice. Not all students obeyed 

the requirement to select at most three responses, but all responses are presented in 

the results here. One student selected “Other” and entered “Giving a realistic view on 
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strengths and weaknesses”. 

1 - “Strongly 
disagree”

2 3 4 5 - “Strongly 
agree”

“I disliked having different questions because I wanted to work together with anoth-
er student on our answers.”

12 16 13 1 0

“I liked having different questions because it meant I could freely discuss the work 
with others with no risk of plagiarism.”

0 1 10 22 9

“I liked having different questions because it meant that no one could copy from 
me.”

0 4 14 17 7

“If we had been set identical questions, members of our group would have copied 
answers from other students.”

2 5 11 15 9

Table 8.5: Number of students disagreeing and agreeing for four statements.

Response Number of students

Testing whether I can apply the methods I have been 
taught

30

Getting detailed feedback 26

Helping me to recognise what I can and can't do 24

Testing whether I have understood the module content 22

Helping me to gain confidence that I understand the 
topic

14

Ensuring the marking is fair 13

Getting the lecturer's view on my work 12

Getting basic feedback quickly 7

Getting a mark back as quickly as possible 6

Helping me to strategically plan my revision 6

Giving feedback to the lecturer on how I am doing 4

Other - Giving a realistic view on strengths and weak-
nesses

1

Minimising the marking time for staff 1

Table 8.6: Student choices for “What are the most important aspects of  

assessment?”
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39 out of 42 students answered “Yes” when asked to respond to the statement “I 

have taken assessment at university which was automatically marked by computer”, 

and three answered “No”. In a free-text response, one student said that a 

(presumably optional) module on partial differential equations running concurrently 

with this one had used Maple T.A. for the assessment. 

35 out of 42 chose “I would rather my work was marked by... a human marker” and 

seven chose “a computer”. 30 out of 42 students answered the free-text prompt to 

give a reason. All twelve who did not provide a free-text response had answered “a 

human marker”. 

Of the seven who said they preferred a computer to mark their work, four said this 

was because they could get instant feedback or marks. One said:

I like that this gives immediate feedback, and that any problems can 
then be directed to a lecturer. It also means that there is less 
marking for lecturers, which I am sure they are happy about.

Four students who preferred a human marker also commented positively on the 

instant feedback offered by automated marking, but felt this was outweighed by other 

advantages of human marking. 

However, one student who preferred a human marker said that once the computer 

had marked correct work as incorrect, and: “we then had to talk to the lecturer to get 

our mark changed, so I don't believe he saved himself much time at all”. 

Two of the four who preferred a computer marker because this meant instant 

feedback commented about the need for accuracy in syntax, with one saying:

A computer's good as you get feedback immediately however you 
usually have to type the answer in perfectly but you should get used 
to it eventually as it makes you check your ansers [sic]

Four students who preferred a human marker complained about syntax and input 

problems. 

The remaining three who said they preferred a computer to mark their work 

commented on the increased accuracy of automatic marking, referring in turn to 

variation in marks, accuracy in marks and human error. 

Of the 23 students who had selected “a human marker” and provided a free-text 

response, ten said this was because a human marker provides greater detail in 

feedback. One said this offers “a personal opinion as opposed to right or wrong”. 
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Another said: “It takes longer to receive the work back, but for wrong questions you 

may get an explanation as to why it was wrong”. 

Six students said that a human marker could be more accurate and more tolerant 

of small errors. One said “a computer error is more likely than a human error, and a 

human can take more time to mark and go through an answer thoroughly if needs 

be”. Four students preferred a human marker because they could provide method 

marks for work that was incorrect.

8.2.2.2 Reference group of students at another university

The lecturer felt that the activity had met the intended goals, saying “I think students' 

confidence did improve, and they seemed to enjoy the activity”. He also said:

Individual questions - even when they are very similar - provide an 
opportunity for a student to gain confidence that they have 
understood the method by getting the correct answer. If everyone 
has the same question they can't be as sure that they've 
implemented the method correctly - it would be easy to skip a step or 
part of a step, thinking they've understood it, but managing to get 
the same answer as everyone else.

In response to 'Were you aware that your question sheet was different to the one 

given to other students?' all 16 students answered “Yes”. 

Students were asked to indicate their level of agreement with four statements. 

Responses are given in table 8.7. Three students of 16 agreed with the statement “I 

disliked having different questions because I wanted to work together with another 

student on our answers,” and 11 disagreed or strongly disagreed. 12 out of 16 

students agreed or strongly agreed with the statement “I liked having different 

questions because it meant I could freely discuss the work with others with no risk of 

plagiarism” and none disagreed. Seven out of 16 students agreed or strongly agreed 

with the statement “I liked having different questions because it meant that no one 

could copy from me” and four disagreed or strongly disagreed. Seven out of 16 

students agreed or strongly agreed that if they had been set identical questions, 

“some students would have copied answers from other students”, and three disagreed 

(this question was worded slightly differently to that set for the other group, to take 

account of the changed circumstances; the other questionnaire referred here to 

“other members of my group”). 
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1 - “Strongly 
disagree”

2 3 4 5 - “Strongly 
agree”

“I disliked having different questions because I wanted to work together with an-
other student on our answers.”

3 8 2 3 0

“I liked having different questions because it meant I could freely discuss the work 
with others with no risk of plagiarism.”

0 0 4 6 6

“I liked having different questions because it meant that no one could copy from 
me.”

2 2 5 3 4

“If we had been set identical questions, some students would have copied answers 
from other students.”

2 1 6 2 5

Table 8.7: Number of students disagreeing and agreeing for four questions.

In response to “While at university, I have copied work from other students”, 5 

answered “Yes” and 11 answered “No” (one student did not answer). In response to 

“While at university, other students have copied work from me”, 11 answered “Yes” 

and 5 answered “No”. 

Responses to the prompt “What are the most important aspects of assessment?” 

are given in table 8.8. These are presented in the same order as in the previous 

section for ease of comparison. No student selected “Other”.

11 out of 16 students answered “Yes” in response to the statement “I have taken 

assessment at university which was automatically marked by computer”, and five 

answered “No”.

In response to “I would rather my work was marked by...”, 15 out of 16 chose “a 

human marker” and one chose “a computer”. 

Thirteen gave a free-text response, including the one student who preferred a 

computer marker, who wrote “Feedback is quicker, and less prone to interpretation”. 

Of those who selected that they preferred a human marker, one gave a more 

complicated free-text response, saying:

Dependent on the style of question. Computer marking is good as 
responses can be almost instantaneous and gives confidence if you 
are correct, but cannot provide explanations on why you may have 
gone wrong. Computer marking is helpful when combined with 
general feedback, i.e. where the majority of students have problems.
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I would always prefer final assessments to be marked by hand, but 
assessments within modules could be marked by computer to give 
fast feedback and an indication of which aspects are weak points.

Of the remaining twelve, who all selected that they prefer a human marker, seven 

said this was because the feedback is more detailed, two referred to the award of 

method marks and two referred to accuracy of marking. 

Response Number of 
students

Testing whether I can apply the methods I have 
been taught

14

Getting detailed feedback 9

Helping me to recognise what I can and can't do 10

Testing whether I have understood the module con-
tent

10

Helping me to gain confidence that I understand the 
topic

10

Ensuring the marking is fair 2

Getting the lecturer's view on my work 6

Getting basic feedback quickly 2

Getting a mark back as quickly as possible 0

Helping me to strategically plan my revision 4

Giving feedback to the lecturer on how I am doing 2

Minimising the marking time for staff 0

Table 8.8: Student choices for “What are the most important aspects of  

assessment?”

8.2.2.3 Comparison between the two groups

The two groups were asked four Likert-type questions about interaction with other 

students in tables 8.5 and 8.7. The p-values obtained for each question when 

comparing the two groups via the Fisher Exact Test are presented in table 8.9. In 

each case, there is no evidence at the 5% level to reject the null hypothesis that the 

distribution of answers is independent of the group. 

Both groups answered “Yes” or “No” to the statement “While at university, I have 

copied work from other students”. Fisher's Exact Test does not give evidence at the 

5% level to reject the independence of the answer distributions and groups 

(p=0.1513). 
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Question p-value

“I disliked having different questions because I wanted to work 
together with another student on our answers.” 

0.08851

“I liked having different questions because it meant I could freely 
discuss the work with others with no risk of plagiarism.”

0.6193

“I liked having different questions because it meant that no one 
could copy from me.”

0.1366

“If we had been set identical questions, members of our group 
would have copied answers from other students.”

0.3132

Table 8.9: p-values for Fisher's Exact Test on the four Likert scale questions 

between the two groups of students.

Both groups answered “Yes” or “No” to the statement “While at university, other 

students have copied work from me”. Fisher's Exact Test does not give evidence at 

the 5% level to reject the independence of the answer distributions and groups 

(p=0.2811). 

Both groups selected the most important items from a list of statements about the 

purpose of assessment in tables 8.6 and 8.8. Fisher's Exact Test does not give 

evidence at the 5% level to reject the independence of the answer distributions and 

groups (p=0.7906).

Both groups answered “Yes” or “No” to the statement “I have taken assessment at 

university which was automatically marked by computer”. At the 5% level, Fisher's 

Exact Test does give evidence to reject the independence of the answer distributions 

and groups (p=0.03002), so we can say there is evidence to suggest the experiences 

of the two groups on e-assessment are significantly different.

Both groups chose “a human marker” or “by computer” in response to the prompt 

“I would rather my work was marked by...”. Fisher's Exact Test does not give evidence 

at the 5% level to reject the independence of the answer distributions and groups 

(p=0.4231).
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8.3 Marks for individual assignment 2

8.3.1 Measure of evenness of contribution to 
group marks

The raw group project 2 marks and rankings do not correlate well with the marks and 

rankings for individual assignment 2 (ρ=0.230; τ=0.229).

The range and standard deviation of the individual marks within each group are 

presented in tables 8.10 and 8.11. Individual marks for each group represent a range 

of at least 23 marks and up to 31 marks, and have a standard deviation of at least 

8.216 and up to 11.411. 

Group Individual 
assignment 2 
marks range for 
group members

A 31

B 30

C 23

D 28

E 30

Table 8.10: Marks range for individual assignment marks within each group.

Group Individual 
assignment 2 
standard deviation 
for group members 
(3 d.p.)

A 11.411

B 10.706

C 8.216

D 9.584

E 9.513

Table 8.11: Standard deviation for individual assignment marks within each group.
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8.3.2 Correlation between individual and group 
marks

8.3.2.1 Reference experiment

For 74 students, Pearson's ρ is 0.700 (3 d.p.), suggesting a reasonably high level of 

correlation between the two sets of test marks.

8.3.2.2 Correlation between group mean individual 
marks and marks for group work

The means of the individual marks within each group are given in table 8.12. Group A 

had eight members and the other groups each had nine members. The raw group 

marks for group project 2 (i.e. before scaling according to the peer assessment of 

contribution) are given in table 8.13. Pearson's ρ between the group mean individual 

assignment 2 marks and the raw group project 2 marks is 0.734 (3 d.p.). This is 

comparable to the two sets of test marks compared in the previous section. 

Group Individual 
assignment 2 
marks mean for 
group members

A 54.25

B 62.89

C 64.67

D 61.11

E 60.67

Table 8.12: Means for individual assignment marks within each group.

Group Group project 2 
raw mark

A 45

B 55

C 75

D 75

E 65

Table 8.13: Raw group marks for group project 2.
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8.3.3 Comparison with peer assessment of 
contribution

Section 8.3.1 indicated that even contribution, according to ability as measured by 

individual assignment 2, was not present within groups. Section 8.3.2 indicated a 

reasonable level of correlation between the mean individual assignment 2 marks 

within each group and the raw group project 2 marks. This suggests that marks for 

individual assignment 2 might be used as a measure of contribution. 

The other measure of evenness of contribution is the peer assessment of 

contribution. This awarded marks for each students' contribution to the project, 

though, practically, nearly all of these were either even, one mark above even or one 

mark below, so we might consider this just as a measure of whether the student made 

an above average, below average or even contribution. 

To compare the peer assessment to a measure derived from the individual 

assignment would involve comparing the individual marks for each student with the 

mean mark within their group. If a student has scored well above the mean mark for 

their group, the individual assignment 2 mark suggests that this student is more 

capable than average for their group at the learning outcomes examined. We might 

then infer that such a student would be expected to have made an above average 

contribution to the quality of the group work. 

Quantifying the level of difference in marks from the group average that would be 

regarded as indicating an above or below average contribution is difficult. Limits 

must be proposed, since we can reasonably expect virtually no one to score exactly 

the mean mark for their group (in fact, no one did here). 

One approach could be to choose arbitrarily to count marks within one standard 

deviation of the mean as 'average contribution' and marks outside of this range as 

either 'above average contribution' or 'below average contribution'. Assessing the 

marks in this way and comparing with the peer assessment of contribution gives 

Kendall's τ as 0.013 (3 d.p.). This indicates virtually no correlation at all. 

Forcing no even contribution, so that everything above the mean is considered 
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above average and everything below the mean is considered below average, the 

correlation is τ=0.153 (3 d.p.). This is considerably better, though it still indicates 

only weak correlation. 

A more systematic approach might be to examine the range of differences between 

the individual marks and the means, in terms of the standard deviation. In this case, 

the maximum number of standard deviations above the mean is 1.307 (3 d.p.) and the 

maximum number of standard deviations below the mean is -1.976 (3 d.p.). 

Approaching this systematically, we might take marks that are within some 

proportion of the greater of these as 'even contribution'. 

Say for assignment scores x=(x1 , ... , x n)  we have mean x̄ , standard deviation sx  

and standardised scores

X=(X 1 , ... , X N ) ; X i=
xi− x̄

s x
.

Then X̄=0  and sX=1 . Then let the values of X  which are considered to represent 

even contribution be those for which

max(max(X ) ,∣min(X )∣)
f

> X i>−
max (max (X ) ,∣min(X )∣)

f

where f  determines the fraction to be used. Observe that f =1  would mean 

everything is considered an even contribution and as f  increases a value arises, say 

f u , beyond which everything is considered uneven. 

For individual assignment 2, table 8.14 shows the values of Kendall's τ for different 

values of f . Figure 8.6 shows a plot of τ against f  with f  evaluated at steps of 0.1 

between 1.1 and 18. Note that f u≈17.5  here, i.e. all values of f ≥17.5  yield the 

same value of τ because at that point no students are considered to have made an 

even contribution. Here values of f  between 7 and 10 yield the closest correlation, 

but it is not clear that this generalises. All values of f  produce weak positive 

correlation between the two measures of evenness of contribution (the highest value 

of τ is 0.213). 

It is not clear whether the result of this experiment is that the individual 

assignment scores correlate poorly with actual contribution, or that the peer 

assessment scores do, or both. It is clear that both cannot correlate well with actual 

contribution, since both do not correlate well with each other, though it is reasonable 
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to expect that either measure might.

f τ (3 d.p.) f τ (3 d.p.)

2 0.013 11 0.195

3 0.060 12 0.195

4 0.126 13 0.195

5 0.151 14 0.195

6 0.151 15 0.195

7 0.213 16 0.195

8 0.213 17 0.195

9 0.213 18 0.153

10 0.213

Table 8.14: Values of Kendall's correlation coefficient for different definitions of  

the range of even contribution.

Figure 8.6: Plot of values of Kendall's correlation 
coefficient for different definitions of the range of even 

contribution.



9 Conclusions and discussion

9.1 Introduction
Experiences during and alongside this project led to the view that the use of learning 

technology should be guided by educational need rather than enthusiasm for 

technology. This research explored assessment and e-assessment in higher education 

mathematics and proposed a partially-automated approach, novel to higher education 

mathematics, in which the tools of e-assessment are used to set an individualised 

assessment that is taken and marked offline. Rather than simply implement this 

technology and recommend its use, care was taken to identify a teaching and learning 

context in which this assessment method might be more appropriate than existing 

approaches. Implementation then focused on the teaching and learning context and 

evaluation of whether the partially-automated approach met the intended aims of 

assessment in that context. 

This chapter discusses the findings under each of the three research questions, 

then overall conclusions are drawn. Finally, this chapter discusses limitations of this 

research and opportunities for future work. 

9.2 An examination of e-assessment in 
higher education mathematics 
assessment

Research question 1 asked:

1. How is e-assessment used in higher education mathematics, what are its 
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advantages and limitations, and how does it compare to other assessment 

methods in common use in higher education mathematics in the UK?

Key sources on assessment in higher education mathematics in the UK were 

consulted for information on methods in common use. E-assessment was investigated 

principally through a systematic literature review and a staff survey. Secondarily, the 

opportunity of taking student feedback was used to access student views on this 

question. 

9.2.1 Literature review and survey

Study of key sources on assessment in higher education mathematics led to an 

evaluation of different assessment methods in terms of the desirable qualities: 

reliability; validity; fairness and transparency; efficiency; and, usability. 

The following methods of assessment were found to be in use in higher education 

mathematics: written examinations; coursework (short problem coursework 

assignments which are similar in format to an exam paper and longer, more 

open-ended coursework assignments or projects); presentations; peer assessment; 

posters; and, oral assessment. Each of these could be the result of individual or group 

work. 

A systematic literature review of e-assessment was undertaken, which resulted in 

close study of 97 articles. Understanding the literature to have a bias towards 

technology enthusiasts, a survey was designed to access the views of those not 

represented in the literature, including non-users. The literature review and survey 

were undertaken as a free exploration of e-assessment in higher education 

mathematics and without a specific goal in mind; they are presented in sections 2.4 

and 3 as part of the original contribution of this thesis. A brief synopsis of findings 

that particularly relate to the later phases of this research is presented below. 

E-assessment is most often used for routine work and to test recall, and less often 

for open-ended or project work, though a computer algebra system can allow 

free-text entry and access to higher-level skills. Randomisation can allow reuse of 

questions, including so that different students are presented with different questions 

in an attempt to dissuade plagiarism. There is a danger of e-assessment leading 
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students to adopt a surface approach to learning. 

Instant feedback is given as a major advantage of e-assessment, particularly for 

building confidence. However, it is not certain whether a human marker or computer 

will provide more detailed feedback and neither is it certain which type of marking 

would be preferred if resources were unlimited. Human markers can be inconsistent, 

but automated marking cannot mark everything and may be unduly strict with small 

errors. 

Writing questions for e-assessment is difficult, particularly because of the need to 

second-guess an automated marking system and account for additional learning 

outcomes imposed by computer input. Lecturers in general do not have the necessary 

expertise. 

There was not a great difference detected between the views found in the 

literature and those surveyed, though the former are better informed about some of 

the details of how e-assessment works in practice (see section 3.6 for a comparison).

9.2.2 Student feedback

Two groups were surveyed, including one group with which I had no contact. The only 

question on which evidence was found of a significant difference between the groups 

was whether they had been assessed by e-assessment. 

Both groups were asked to identify items from a list in response to the prompt 

“What are the most important aspects of assessment?” The most common responses 

for both groups were that assessment: tests whether students can apply the methods 

they have been taught; tests whether they understand the module content; gives 

detailed feedback to students; and, helps students recognise what they can and 

cannot do. Interestingly, “getting basic feedback quickly” was not highly rated by 

students in either group. This is interesting because of the apparent discrepancy 

between staff and student opinion; instant feedback was cited often as the main 

advantage of e-assessment in the literature and was highly rated in the staff survey. 

In the literature and survey, there was uncertainty over whether a human or 

computer marker was preferred, and particularly which would give more detailed 

feedback. Most students surveyed, in both groups, preferred to be marked by a 
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human marker, even though the survey showed a significant difference between the 

two groups in experience of e-assessment. The minority of students who preferred to 

be marked by computer identified instant feedback and marking reliability as 

advantages. However, user input problems were identified as an issue, and human 

markers were thought to provide greater detail in feedback and be more forgiving 

with respect to small errors. 

9.3 Is there an opportunity for a novel 
approach?

Research question 2 asked:

2. Can a novel assessment approach be identified which uses e-assessment 

techniques to provide a combination of potential advantages and limitations 

that is distinct from that offered by the commonly used methods identified?

The discussion of assessment methods, in general terms, leads to a view of 

different methods as each being capable of accessing a different balance of the 

desirable qualities: reliability; validity; fairness and transparency; efficiency; and, 

usability. Although the extent to which each is met, and whether this is an issue, will 

certainly depend on the teaching and learning context in which the method is used, it 

is fair to say that an open-ended coursework has greater potential for validity, in 

terms of assessing everything a mathematics degree ought to assess, than a written 

examination. 

A hypothetical written examination might be considered to offer a highly reliable 

approach. It could, however, be lacking in validity with regard to certain learning 

outcomes, for example graduate skills development. The assessment could be made 

more valid if we replace it with a piece of coursework, in which questions could be 

asked that require greater depth and students could be given more time to answer. 

The lack of an invigilated environment, however, could lead to concerns over 

plagiarism, meaning this form of assessment is potentially less reliable. So we 

bargain increased validity for decreased reliability. The increased validity may make 

this method more useful for potential employers, but the uncertainty over who 

completed the work is a problem.
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On the other hand, the assessment could be made more reliable than even the 

written examination, by removing issues of marker inconsistency, if we replace it by 

an e-assessment. Such a replacement would potentially be even less valid, however, 

due to the limitations of automated marking, and more difficult for staff to administer. 

To be clear, this is all dependent on the teaching and learning context. A written 

examination might be a perfectly valid approach for a first year module where the 

student is expected to demonstrate mastery of some set of techniques. Provided the 

techniques can be marked by computer, the assessment might be equally valid as an 

e-assessment. Indeed, if the requirement is that students can complete routine 

calculations in good time, a coursework assignment might even be less valid for that 

purpose. However, in general the characterisation given above applies. 

It is noticeable that setting an e-assessment is made more difficult because 

randomisation can cause questions to be generated that the automated marking 

system cannot mark. Beyond simple issues of randomisation taken too far, it is 

possible to imagine questions that cannot be marked by computer but which could 

contain randomised elements. This suggests the possibility of computer-set 

individualised worksheets which are marked manually, a form not found in the 

literature on assessment reviewed under research question 1. 

Such an approach would potentially offer: reduced efficiency of marking but 

increased validity compared with an examination, by allowing more open-ended 

questions; increased reliability compared with coursework, by reduction of plagiarism 

(including via collusion); increased efficiency for setting questions compared with 

e-assessment, because there is no need to consider what the students can input into a 

computer or to second-guess the limitations of an automated marking engine. There 

are, then, advantages and disadvantages to this approach over others, and I would 

say that no other approach offers quite this arrangement of advantages and 

limitations. 

Given that the approach to be taken demands that learning technology innovation 

follows educational need, not innovator enthusiasm, the question arises of whether a 

teaching and learning context exists in which the proposed partially-automated 

approach is useful, and more advantageous than existing approaches. 
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9.4 Is there a learning and teaching 
context in which the proposed 
novel approach is more effective 
than existing methods?

Research question 3 asked:

3. Is there a particular teaching and learning context in which the proposed 

novel approach is more appropriate than existing commonly used methods?

Such a context is found in a final year module intended particularly to develop 

students' skills of applying mathematics to the real world and communicating their 

findings. The module includes group project activities based around real-world 

problem-solving. This uses peer assessment of contribution and individual coursework 

assignments to attempt to address the issue of uneven contribution among group 

members. A group project ('group project 2' for this module) asked students to 

complete a piece of research on Art Gallery Problems and answer three questions 

using the techniques of that topic. Associated with this was an individual assignment 

('individual assignment 2' for this module). As this was intended to assess a subset of 

the same learning outcomes as the group project, the individual assignment required 

students to demonstrate an understanding of the topic, solve a fourth question and 

relate its solution to the real-world context. 

The similarity of the individual and group tasks meant an increased risk of in-group 

plagiarism, since the group members had to solve three problems together and one 

on their own. Established methods to reduce plagiarism would have been invigilation 

or randomisation, with the former meaning an exam or class test and the latter 

meaning e-assessment. However, the deeper, more open-ended form of questions that 

suited the learning outcomes for the individual assignment would be affected by the 

limited validity that is possible with either a timed written examination or 

computer-marked e-assessment. Rather than distort the purpose of the assessment to 

suit the available methods, the proposed partially-automated approach was used. 

The main research question, whether a learning and teaching context exists for the 

proposed approach, thus became subservient to whether a reliable and valid 
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assignment could be set in this context, and whether this would be effective in 

relation to plagiarism and uneven contribution. 

Following early experimentation and prototyping, eventual implementation used an 

adaptation of an existing e-assessment system, Numbas. This had the required 

functionality, following a small amount of modification by its developer, and using an 

existing, more functional and well-tested system has advantages over a bespoke 

development. Numbas was used to set an individualised worksheet, which was 

printed for students to complete on paper for marking by hand. 

Handing out the work was more time-consuming than standard work because of 

the need to do this in groups, to be sure that the members of each group received 

each diagram only once, and record which student had taken which ID number. 

Marking was more time-consuming also, because of the need to check the answers 

for each student in an answer file, though questions were written to be quite 

open-ended so this was not a major issue. 

Evaluation focused on whether a reliable and valid assessment had been set, to 

what extent this addressed the issue of plagiarism, and how the individual work adds 

to the capacity to take account of individual contribution in group work. Evaluation is 

'for development' of my teaching practice around using the partially-automated 

approach in the context of group projects, and 'for knowledge' around whether the 

partially-automated approach can have an appropriate place in the portfolio of 

assessment methods in higher education mathematics. 

Evaluation took three forms: a second-marker experiment, to test reliability using 

multiple markers and assess validity; student feedback, to examine student views 

particularly about uneven contribution, individualised assessment (and assessment 

and e-assessment in general, discussed above in section 9.2.2); and, comparison of 

marks, to investigate plagiarism and the contribution of the individual work to an 

understanding of, and measures to account for, uneven contribution. 

9.4.1 Are the marks particularly sensitive to who 
is doing the marking?

A second-marker experiment was designed to address this question. This had three 
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volunteers who were asked to blind second-mark a sample of five pieces of student 

work from individual assignment 2. 

Understanding that complete agreement between markers is not possible, 

particularly for a more open-ended assignment, two reference experiments were also 

completed in order to provide context for the findings of the main second-marker 

experiment. Given that level of agreement between markers says nothing about any 

'true' value of the marks (if such a value exists), only experienced markers were used. 

The first reference experiment examined the level of agreement between two 

markers using the same mark scheme for an open-book written examination. The two 

markers showed a high level of agreement (intraclass correlation coefficient, ICC 

0.992). 

The second reference experiment examined the level of agreement between two 

markers using the same mark scheme for a reasonably open-ended piece of 

coursework. The two markers showed a moderate level of agreement (ICC 0.586). 

The results of the reference experiments support the idea expressed in the 

literature and reported in section 2.3 that examination is more reliable than 

open-ended coursework. 

For individual assignment 2, a group of four markers showed a level of agreement 

that was between the two reference experiments, and close to the open-ended piece 

of work (ICC 0.635). Given that individual assignment 2 contained subjective and 

open-ended elements, but was more constrained than the reference piece of 

coursework, this seems to be in line with expectations and suggests a conclusion that 

individual assignment 2 was, despite its unusual status as individualised work, not 

unduly sensitive to who was doing the marking. 

It should be noted that one marker reported concern about his reliability and 

consistency, and another reported difficulty understanding the topic from the model 

answer. These are issues that could have adversely affected reliability, and having 

markers who are familiar with the topic and allowing some communication between 

markers to calibrate expectations would likely have improved reliability.
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9.4.2 Is the assignment assessing the learning 
outcomes it was intended to assess?

The three second-markers of individual assignment 2 were not given information on 

the learning outcomes of the module or the assignment. They were asked to give their 

views, based on the assignment brief, mark scheme and student work, of what this 

was assessing. Two markers identified all three intended learning outcomes at least 

in part, and the third marker, who was least experienced and in particular only had 

experience of marking and not of setting work, identified two of the three. None of 

the markers identified unintended learning outcomes which were being assessed by 

the assignment. The conclusion, based on this, must be that the assignment was 

assessing what it was intended to assess, and no more. 

9.4.3 Does the individualised nature of the 
assignment work to reduce plagiarism?

Recall that some sources questioned whether plagiarism as a concern was overblown 

(Cox, 2011; p. 182). For context, 22 students from 41 confessed that they had copied 

work from another student at university, and 35 out of 42 said that another student 

had copied work from them at university7. In response to questions about working 

together, students in this group generally reported not wanting to copy from others 

and being concerned about others copying from them. They generally appreciated 

being able to discuss their work with no risk of plagiarism and reported the belief 

that if identical work had been set then some students would have copied from 

others. These answers appear to validate my concerns that plagiarism was a high risk 

in this assignment. The responses from a reference group of students, at another 

university and with whom I had no contact, are similar (there is no evidence to reject 

the null hypothesis that they were drawn from similar populations), which suggests 

that the results are not biased by students' exposure to me as a teacher. 

Plagiarism was not detected in the usual marking process. 

If members of each group colluded on their work, we would expect to see a 

7 As the module was optional, this group only represented about one third of the year cohort, 
so the apparent contradiction here is not necessarily due to response bias. 
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homogeneity of marks within each group and a relationship between the individual 

assignment marks and group marks. Since individual assignment 2 marks do not 

correlate well with group project 2 marks (Pearson's ρ=0.247), and the dispersion of 

marks in each group is high (for each group the range was ~20-30 marks and the 

standard deviation was ~10), collusion does not appear to have been a big problem. 

Since the risk of plagiarism appears to have been high, in this case and in general, 

and plagiarism has not been detected, we may conclude that plagiarism does happen, 

but did not happen in this case. This suggests that the individualised nature of the 

assignment did contribute to a reduction in plagiarism. 

9.4.4 Can the individual work contribute to a 
view on whether uneven contribution is 
taking place?

Students may view evenness of contribution as referring to effort and whether each 

member of the group has 'pulled their weight' (MacBean, Graham and Sangwin, 

2001; p. 7). This is natural, but at university it is not usual to award marks on the 

basis of effort alone. Rather, assessment should be aligned to the intended learning 

outcomes, so that a score on an assessment provides some measure of how well the 

student has met those learning outcomes. My view of evenness of contribution, 

therefore, relates to whether each student has individually met the learning outcomes 

to the same extent. If all contributed evenly, we might expect reasonable correlation 

between individual assignment 2 and group project 2, since the former assesses a 

subset of the intended learning outcomes of the latter.

As discussed in the previous section, the range of marks within each group was 

around 20-30 percentage marks. This is high, relative to, say, the 10 mark gap 

between most grade boundaries. This suggests that members within each group were 

not all capable of demonstrating ability at each intended learning outcome to the 

same extent. This might also indicate that not all group members were capable of 

contributing equally to the group project learning outcomes. 

In addition, the correlation between group mean marks for individual assignment 2 

and group marks for group project 2 were compared. For reference, the correlation 
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was compared with two sets of marks from a group of students taking two class tests 

on similar topics in the same module. The group mean marks for individual 

assignment 2 correlate with group marks for group project 2 comparably with the 

correlation between the marks for the two class tests. However, since the individual 

assignment 2 marks do not correlate well with those for group project 2, we can 

conclude that some group members were more capable of achieving the examined 

learning outcomes (and so were bringing up the mean mark), and uneven 

contribution was taking place within groups. 

9.4.5 Can the individual work contribute to a 
process for adjusting group marks to take 
account of individual contribution?

The peer assessment of contribution revealed that students detected uneven 

contribution in most groups, and the group marks for individuals were adjusted 

accordingly. In my previous experience of group work I was left feeling quite certain 

that some groups had carried 'passengers' who had obtained a mark that was not 

appropriate for their individual ability in relation to the learning outcomes. In this 

case, marks were adjusted, but a question remains over whether the peer assessment 

of contribution is the most effective and accurate method to determine the necessary 

adjustments.

Since the group mean marks for individual assignment 2 are a reasonable 

predictor of group marks for group project 2, we can assert that in some sense a 

group average level of ability at the latter has been detected by the former. It might 

be possible, then, to examine the difference between each individual mark and the 

group mean mark for individual assignment 2 as a measure of evenness of 

contribution for each group member. Comparing this measure to that produced by 

the peer assessment of contribution produces, at best, weak correlation. Since it 

seems reasonable to expect that ability at meeting the learning outcomes for 

individual assignment 2 would correlate with ability to meet those same learning 

outcomes in group project 2, it is difficult to use this information to decide which of 

the two measures is most accurate. Since it is not possible to know who contributed 
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what to the work for each group, we can only go so far as to say that there might be 

potential here. 

9.4.6 What are student views on conventional 
measures to address uneven 
contribution?

Students in this group project gave similar answers to a question about whether 

minutes of meetings were a useful tool to the answers given by students in my 

previous experience. This includes a minority of group leaders not buying into the 

idea of minutes as a tool for ensuring group members complete their assigned tasks. 

This effectively validates the position taken that minutes are a useful tool for most but 

cannot be relied on to ensure even contribution (since peer assessment of 

contribution demonstrated uneven contribution in most groups despite minutes being 

in use). 

Students were generally positive about the need for some peer assessment of 

contribution, with the possibility of this both causing more even contribution and 

detecting when uneven contribution has occurred. There may be some issues with the 

particular implementation, with some students unhappy at having to balance the 

contribution of different group members. Concerns were also expressed about the 

reliability of peer assessment, with objectivity, personal differences and not being 

aware of the work of each group member being highlighted as issues. 

9.5 Final conclusions for this project
A partially-automated approach to the assessment of mathematics in higher education 

was proposed following a detailed examination of the use of e-assessment in higher 

education mathematics and its comparison with other assessment methods. 

Implementation in a particular teaching and learning context has provided evidence 

that this approach is capable of setting a valid and reliable assessment. Comparison 

of the coursework set by the partially-automated approach with other work has 

provided evidence of similar levels of agreement between multiple markers and 

decreased risk of plagiarism. 
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One of the interviewees of Thomlinson, Robinson and Challis (2010a) said that it is 

“not clear what the real benefit is” of coursework, given that copying is a particular 

problem among weaker students, and Iannone and Simpson (2012a) report some 

departments moving away from coursework towards in-class tests. The 

partially-automated approach appears to be capable of adapting a coursework 

assignment to make it less sensitive to plagiarism while maintaining its validity, 

though leading to a reduced efficiency for the marker. By contrast, converting the 

coursework to a written examination or e-assessment in order to reduce the risk of 

plagiarism can result in a less valid assessment. 

This research provides one context in which the partially-automated approach is 

suitable and apparently more advantageous than other methods in that context. The 

partially-automated approach is therefore recommended as an appropriate addition to 

the repertoire of higher education mathematics assessment methods, particularly in 

the case where an assessment carries a high risk of plagiarism but issues such as 

validity make an examination or automated marking system sub-optimal. 

In addition to this primary conclusion, several other findings have been drawn 

during this research. 

Some evidence was presented that the views of those writing about e-assessment 

in the literature may not be as subject to 'enthusiasm bias' as my previous experience 

suggests and some in the literature report believing (e.g. Sangwin, 2012; p. 12). This 

conclusion is drawn because views expressed in interviews by those not represented 

in the literature including non-users of e-assessment, and validated via a wider 

questionnaire, were broadly in line with the literature findings. 

Evidence is presented from two small-scale blind second-marking experiments to 

support the idea expressed in the literature that a written examination is less 

sensitive to who is doing the marking than a coursework (e.g. Challis, Houston and 

Stirling, 2004a; p. 19).

Student feedback was presented which suggested that plagiarism does take place 

among undergraduate cohorts in UK universities and may therefore be more of a 

problem than some in the literature report believing (e.g. Cox, 2011; p. 182). 

In group work, evidence was presented that students view minutes of group 
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meetings as a useful tool for ensuring group members complete their assigned tasks, 

validating the suggestion made by Lowndes and Berry to use minutes (2003; p.21). 

However, this is not found to be capable of eradicating or accounting for uneven 

contribution.

Individual work for low stakes on the same learning outcomes as a group project 

was found to have potential as a tool for examining uneven contribution and possibly 

accounting for its effects in the group project mark. 

The reflection on previous experience described in section 2.2 warned against 

implementing learning technology out of enthusiasm and with no educational need or 

evidence of benefit. The literature reviewed in chapter 6 gave one of the goals of 

educational development research as providing evidence for the evaluator to decide 

whether to continue with, modify or stop an activity (Thomas, 2009; p. 122). This 

evaluation has provided sufficient evidence to continue exploring the 

partially-automated approach in some form. The next section will discuss limitations 

of this research and opportunities for further work.

9.6 Limitations of this study and 
opportunities for further work

Assumptions made and numbers responding to surveys and taking part in 

assessments in the various stages of this study have been reported throughout this 

thesis. This chapter will focus on limitations that warrant further discussion and areas 

where follow-on work could take up ideas from this thesis.

9.6.1 The partially-automated approach

If this research had established the conclusion that the partially-automated approach 

was valid using a bespoke prototype system, then the next steps would be to make 

that system more robust and increase its functionality through further development, 

and attempt to make it more widely available for others to use. The fact that the 

Numbas system is open source, available via Mathcentre (Newcastle University, 

2012) and that it now incorporates the offline worksheet functionality means that this 

approach is already widely available to assessors, greatly improving the potential for 
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future use by me and others. The survey reported in chapter 3 indicated that 

computers are used in the process of setting and marking work, which supports the 

idea that a partially-automated approach would not be out of place for many 

assessors. Of course, systems other than Numbas could be used to run the same or 

similar approach. 

The ethics of testing live on students (since a laboratory test is insufficient) meant 

that the well-established peer assessment of contribution was used as the main driver 

of individual adjustment to group marks, while individual assignment 2 was set at a 

very low proportion of the module mark. Given that this method has produced a valid 

and reliable assessment, there is evidence to support increasing this, thus making the 

overall module mark more responsive to individual ability. 

In terms of using the partially-automated approach to reduce plagiarism, it is 

important to note that individualisation only makes plagiarism more difficult, not 

impossible. Impersonation will always be an issue without invigilation (which, in 

practice, means identity checks or an invigilator who knows the students well). 

There are other potential uses for the partially-automated approach explored here. 

Another lecturer also used the Numbas individualised worksheet mode to create 

worksheets for in-class work (discussed in sections 7.3.2 and 8.2.2.2). The lecturer 

hoped to achieve increased engagement, confidence and understanding among 

students ahead of a summative assessment, and used an individualised assessment to 

encourage in-class discussion of the questions without collusion. For much of 

mathematics, the hope is that students will take what was delivered in lectures 

(perhaps a worked example or sample proof) and adapt it to answer the question they 

have been set. If a student decides to 'copy' work from another student, where the 

work is individualised, by adapting another students' response to suit their own 

question, then this may well be perfectly desirable (and, really, a well-written 

assessment ought to distinguish those who understand the topic from those who are 

mimicking the worked examples). Thus, individualised work might move students 

from copying into peer learning, which is potentially a very desirable outcome. The 

lecturer felt that the activity had met the desired goals. The use of the 

partially-automated approach for in-class discussion could be explored further.
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My experience is that one of the most time-consuming aspects of marking is 

performing follow-though calculations based on partially incorrect student answers. If 

the computer was used to set the questions, it should be possible to set up a 

mathematically-aware marking aid system to allow quick allocation of method marks. 

This could be used whether the work was individualised or not. This would require 

further development before it could be attempted.

Other forms of partial-automation may better accommodate the limitations of 

automated marking. For example, a “semi-automatic approach” was suggested by 

Sangwin (2012), in which routine calculations were checked by computer before the 

whole submission was checked by hand. Sangwin says this is a pragmatic approach to 

get around the limitations of automated marking (p. 15). This is attractive as a way to 

reduce marking load, but it incurs the costs associated with user input to an 

e-assessment system without, for the human-marked portions at least, the advantage 

(for the student) of instant feedback.

9.6.2 E-assessment

Staff, in literature and in the survey, strongly reported instant feedback as an 

advantage of e-assessment, as it delivers feedback at the point of mistake for 

improved learning. Students surveyed, however, did not very often rate speed of 

feedback as being among the most important aspects of assessment (though did rate 

level of detail in feedback). Further work could explore this issue by asking more 

detailed questions of a larger sample of students. If found more widely, these 

differences could be explored by investigating student interactions with e-assessment 

systems. This is particularly of interest as instant feedback is so much felt to be an 

advantage for student learning and is often used as a justification for implementing 

e-assessment. The evidence collected in this project indicates that either staff are 

wrong in asserting this advantage, or students are not being made fully aware of the 

advantages they are experiencing. 

Similarly, some of the literature reported the view that students would prefer 

answering questions via computer because of the perception of anonymity, and the 

literature and survey findings were mixed in views about whether a human or 
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computer marker would be preferred if resources were unlimited. Again, the students 

in this study most often preferred a human marker, and this could be explored 

further. Of course, what students report and what they do in practice may not be the 

same. It would be interesting to run an experiment where students are individually 

given a choice whether to submit a piece of work for automated marking and instant 

feedback or to a human marker. 

9.6.3 Student feedback survey

Some of the questions in the student feedback survey might be subject to social 

desirability response bias (Marsden and Wright, 2010; p. 285). This may be the cause 

of some options, such as 'helping me to strategically plan my revision', being 

infrequently selected by students as among the most important aspects of 

assessment. However, the statements that seem like they would be most susceptible 

to this bias are “while at university, I have copied work from other students” and 

“while at university, other students have copied work from me”. These prompts 

produced answers which I expect are different to what the students would report to 

staff if the survey was not anonymous. 

In the question “what are the most important aspects of assessment?”, the 

statement 'testing whether I can apply the methods I have been taught' ranked higher 

than did 'testing whether I have understood the module content' for both groups of 

students. Staff might be inclined to take this as evidence of a tendency towards a 

surface learning approach, but the difference is a subtlety that may not be apparent 

to all students. Ambiguities such as these could be investigated with additional 

questions, but here this was not the main focus of the research and the overall 

burden of the survey was already high. This limits the findings regarding student 

views of the important aspects of assessment and suggests a topic for further 

research.

9.6.4 Second-marker experiments

Two pieces of work were used to calibrate expectations about marker agreement. A 

larger investigation could run many more blind second-marking experiments and 
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attempt to calibrate a scale for agreement between markers for different methods of 

assessment, which could be used as a reference in future second-marking-based 

evaluations. Here, gaining access to more second-marked work was not practical, and 

the resources to second-mark more work are beyond what is reasonable for a 

relatively small part of this project. 

I have assumed that people who mark work at universities are capable of marking 

work reliably. One marker commented on his concerns about his own reliability, and 

another commented about her lack of knowledge about the topic of the assessment. 

Some markers routinely marked work lower than did others. A larger investigation 

could have attempted to develop a screening test of reliability for markers before they 

were involved in the actual second-marking, but here this would have added to the 

burden on the second-marker volunteers. 

Under an actual departmental moderation or second-marking system, markers 

might discuss their expectations of work that deserves different grades in general 

terms or even view each other's marks before coming to shared agreement on a 

mark. Here this was avoided to provide clean blind second-marking. Still, some 

approach could be imagined where, for example, an independent third party 

comments to an assessor that their work might be systematically skewed in some way 

and asks them to reconsider, and this might produce more realistic results. For 

example, in the case of individual assignment 2, two markers gave a mark below 40% 

to one piece of work. I could have asked them to re-read the grade descriptions and 

say whether they really felt the work deserved a failing mark, and ask the other 

marker (who gave a passing mark) to comment on whether they really felt the work 

deserved to pass. In this case, I took the first marks returned by each second-marker, 

because that was the experimental design. 

The fact that markers did not necessarily have a good understanding of what 

quality of work would meet what grades, and that no attempt was made to recruit 

markers who knew the topic, mean that the discrepancies in marks seen here are 

likely exaggerated over what would be seen in normal departmental moderation 

process.

It is interesting to note that during the second-marker experiment, in each case 
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the first assessor gave marks with a greater mean than did the second-markers. If 

this result was replicated on a larger scale, exploring the reasons for this would be 

interesting. For example, in each case, the second-marker knew that the original 

marks had already been returned to the students. It appears that the marker who 

interacted with the students and returned the mark was inclined to be more forgiving 

when marking; though there are other factors, for example the first marker is likely to 

be more familiar with the topic and general expectations of student ability. If 

second-markers in general systematically mark more harshly than first-markers, for 

whatever reason, this could explain and possibly quantify some of the difference in 

ICC observed between markers. 

9.6.5 Uneven contribution

The experiment here found that the individual marks within each group were 

sufficiently different to conclude that uneven contribution was taking place and 

plagiarism was not. If, however, the marks in one group had been very similar, then 

this method would not give evidence to decide whether even contribution or 

plagiarism had taken place. This is the “grey area” identified by Challis, Houston and 

Stirling (2004a) in determining at what point discussing “a piece of work they all have 

to do” has crossed the line into collusion (p. 24). 

The issue of what we mean by 'uneven contribution' bears further study. Imagine a 

situation in which two students, both contributing to a piece of work for which they 

will share the marks, agree that one of them will solve the mathematical problem and 

the other with write a report based on the solution. These students might reasonably 

report that they have each completed an even share of the work. However, if there 

are two learning outcomes – problem-solving and report writing – then I would say 

that each student has met one learning outcome only, and the students' view of 

evenness would not identify this discrepancy. It is possible to imagine a situation, 

even, where the mathematical analysis is poor but the report is well written. In that 

case, both students would receive credit for the writing, even though one of them was 

only responsible for the poor mathematics. 

In order to get a clearer picture, students could be asked for more detail in peer 
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assessment on the contribution of each group member to different aspects of the 

group project work and different learning outcomes, but there was already a high 

burden on the students in terms of workload, and this would contribute even more 

information to be processed fairly into a final mark.

It is difficult or impossible to discover what happened within each group, as 

methods of observation are either self-reporting or risk distorting what is being 

observed. For example, lecturer observation of group interactions would certainly 

affect how students interact, as well as being practically difficult as students continue 

interactions between sessions, including via restricted-access social networks. 

Students could be asked to keep reflective diaries, but this forced, ongoing reflection 

is likely to affect the peer assessment scores, either by making the reflection deeper 

and so the scores more accurate, or by making the group interactions more sensitive 

to minor disagreements. As an experiment, students could be shown different ratings 

of their group contribution profile after the project is complete, say one based on 

average peer assessment and one based on individual assignment scores, and be 

asked to say which more closely matches what happened in their group. However, it 

is not clear that students will be able to make an accurate determination. A piece of 

work was produced through the collective effort of these students, so there must be 

some true answer to the question of which students did which parts of the work, but 

it may not be possible to discover this truth. 

Investigation of what criteria students are using to fill out a peer assessment of 

contribution, and whether this relates to effort or something else, would be 

interesting. 

Peer assessment was criticised in the literature over concerns that students may 

not be qualified to make the necessary judgements (Iannone and Simpson, 2012a; p. 

13) and students in this study raised concerns about whether fellow students could be 

objective when making judgements. I am not too concerned, therefore, about the lack 

of strong correlation between peer assessment and individual assignment marks 

measures. However, this does not automatically mean that individual work on the 

same topic is any better a measure of evenness of contribution. Note that, strictly 

speaking, the criticism of peer assessment by students here only really applies to this 
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particular technique, and there are other methods which could have been used. 

The picture is complicated still further because in some ways I want uneven 

contribution (against different learning outcomes), since a group should play to its 

strengths and distribute work accordingly. To do so would be good group 

management. So perhaps the peer assessment should only be used to determine 

when an uneven amount of effort has taken place. However, awarding extra marks to 

students who have not met all learning outcomes, simply because they have put in the 

same amount of effort as others, is not correctly aligning this assessment with its 

intended learning outcomes. Further study is recommended on group interactions 

and the relationship between individual ability to demonstrate having met learning 

outcomes and contribution to group work.

Peer assessment adds additional learning requirements. These may be accounted 

for in the intended learning outcomes by including provision around reflection, 

articulation and understanding of how groups operate. It is not clear, though, that 

peer assessment of contribution is the best method for addressing these learning 

outcomes. If low-stakes individual assessment on the same learning outcomes could 

be shown to be an effective method for adjusting group marks to take account of 

individual contribution, then this would have the advantage that the individual work 

contributes to the same learning outcomes, rather than imposing additional ones. 

If further investigation revealed that individual work was indeed a more suitable 

measure than peer assessment, or that both could be useful in collaboration, note 

that this would make the individual work higher stakes. This might encourage 

students to behave differently in relation to the individual work than when these 

conclusions were determined, and might further encourage collusion.

9.6.6 Future practice

The literature reviewed in chapter 6 recommended that evaluation of curriculum 

development and reflection on it should affect future practice and should lead to 

scholarly publication (Moore, 2011; p. 5). 

As well as the publications and talks listed in appendices A and B, I have received 

acceptance of abstracts for two future conference presentations which are relevant to 
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this thesis. The first is for a talk at the CETL-MSOR Conference in September 2013 

about the design and delivery of the whole graduate skills module. The second is an 

abstract for a research paper at the British Congress of Mathematics Education 

(BCME) based on the central idea of this thesis – the partially-automated approach to 

assessment – and its evaluation. This abstract was subject to peer review to 

determine whether it merited publication and has been accepted. A full paper is due 

in September 2013 for presentation and publication at the BCME 8 conference in 

April 2014. 

In terms of future practice, certainly the evaluation has led to a recommendation 

that there is merit in the partially-automated approach in some circumstances, so it 

can justifiably be used again. The general question about assessment methods, and 

the particular implementation in terms of group work, have led to several follow-on 

questions and potential areas of investigation which can develop into future research. 

In addition, hopefully this thesis will lead to me qualifying for a PhD, which is a key 

qualification for university lecturer positions. If so, this project will affect my future 

ability to practice like nothing else I ever do. Then these findings and suggestions for 

further work have the potential to influence a lifetime of practice for me, and 

hopefully others will join me in this. 

This is not the end of this story. 
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in HE Mathematics Programmes' Workshop, University of Birmingham 

(19/05/2011).

◦ Graduate skills and interactive lectures. School of Mathematical Sciences 

seminar, Queen Mary, University of London (27/04/2012).

• The detail of the implementation of the partially-automated approach to assess 

individual work alongside a group project given in section 7.2 was presented 

at a Nottingham Trent University teaching and learning conference.

◦ Assessing individual work alongside a group project – a partially-automated 

approach. Annual Learning and Teaching Conference 'Student Transitions', 

Nottingham Trent University (26/03/2013).

• The evaluation of the partially-automated approach in sections 6, 7.3, 8 and 9 
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chapter 5, which will include elements of the delivery and evaluation given in 

chapters 6, 7, 8 and 9, has been accepted for the CETL-MSOR Conference 

2013 (10/09/2013) as 'Design and delivery of a new graduate skills module'.
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and 9, has been accepted for the British Congress of Mathematics Education 
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Non-live presentations

The outline findings of the survey presented in chapter 3 and a demonstration of the 

prototype implementation presented in section 7.2.1 were given in a short video on 

YouTube, 'Advantages and disadvantages of e-assessment', available from 25/09/2011. 

At the time of writing (17/07/2013) the website has recorded 453 views. 

1. Advantages and disadvantages of e-assessment, 2011. YouTube - peterrowlett. 

25/09/2011. Available via: www.youtube.com/watch?v=0JAeJKW7Hdc [last 

accessed: 12/07/2013]. 
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C. Information given to second-markers 
of individual assignment 2

Grade descriptions (marking-notes.pdf)

As a general rule, the following applies (approximate classifications). However, 

individual pieces of work are moderated by complicated factors so these descriptions 

may not match every single piece of work (for example, a piece that gave the wrong 

answer in 1a) but considered the reality in 1b) very well might fall between these 

descriptions). Marks were also available for presentation which includes layout, use 

of connecting text, spelling, grammar, clarity, etc. 

70+ In question 1: triangulates the polygon in part 
a); either in part a) or part b), either observes 
that the solution is minimal and discusses how 
to verify this or notices this is sufficient but not 
necessary; discusses the method used (particu-
larly whether the triangulation is unique); uses 
an alternative mathematical method to produce 
an optimal solution; considers the reality in 
part b) including shifts, breaks, days off, annual 
leave, sickness and other statutory leave, hours 
worked per week, etc.; gives a clear description 
of the plan of work or a clear explanation of 
why the proposed number would not work.

In question 2: Gives a cor-
rect solution and shows 
some evidence of having 
read the theory. 

60-70 In question 1: triangulates the polygon in part 
a); either in part a) or part b), either observes 
that the solution is minimal or observes that it 
is not; either finds a solution using fewer 
guards by another mathematical method which 
is still not optimal or finds an optimal solution 
by inspection only; considers the reality in part 
b) including most of shifts, breaks, days off, an-
nual leave, sickness and other statutory leave, 
hours worked per week, etc.; gives a clear de-
scription of the plan of work or a clear explana-
tion of why the proposed number would not 
work.

In question 2: Gives a cor-
rect solution.

50-60 In question 1: triangulates the polygon in part 
a); either in part a) or part b); perhaps reduces 
the solution by inspection only; considers the 
reality in part b) including some of shifts, 
breaks, days off, annual leave, sickness and oth-
er statutory leave, hours worked per week, etc.; 
gives a less clear description of the plan of 
work or explanation of why the proposed num-
ber would not work; perhaps identifies the un-
realistic assumptions made but without taking 
account of them.

In question 2: Gives a solu-
tion which is correct using 
triangulation but actually 
fewer guards can be used.
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40-50 In question 1: triangulates the polygon in part 
a); considers some aspects of reality in part b) 
but ultimately provides an unrealistic solution. 

In question 2: Gives a solu-
tion which is correct using 
triangulation but actually 
fewer guards can be used. 

Mark scheme (marking-scheme.pdf)

Q1: 

a) The answer given in the answers.pdf file is the answer. 

b) This is hard to automatically provide an answer for as it is based on a free-text 

argument.

There is a temptation to think that 3 times the answer from a) is sufficient, since 

this would allow three shifts of enough workers to guard the museum. However, this 

does not take account of breaks, leave, illness, etc. or of legal limits on working 

hours. The student is presented with approximately 3 times the answer from a) and 

asked to say whether this is sufficient. Most marks are available for the argument 

that is made and the extent to which this relates the model to reality. 

Marks:

• Answer to part a): 

◦ 1 for giving an answer which is either necessary or sufficient (i.e. three 

colouring the polygon to find ⌊ n3 ⌋  guards for a polygon of n vertices gives 

an answer which is sufficient though not always necessary – this would 

attract this 1 mark).

◦ 1 for using triangulation or quadrangulation.

◦ 1 for making reference to mathematical theorems.

• Considering the method:

◦ 2 for considering whether the triangulation or quadrangulation is unique.

◦ 1 for considering the method otherwise, for example whether you can 

always triangulate.

• Finding the optimal solution:

◦ 4 for noticing the solution is optimal, or for reducing it by another method 

(mathematical or inspection).

◦ 2 for doing this reduction by a mathematical method (rather than “by 

inspection it looks like we can remove one guard”).
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• In part b) use the number of guards proposed in part a) (follow-through).

• Answer to part b):

◦ 1 for giving a clear answer yes or no.

• Reality:

◦ up to 8 marks for the extent to which reality is considered, for example 

considering shifts, breaks, days off in a week, annual leave, sickness, hours 

of work per week.

• Explanation:

◦ Score out of 5 for the clarity, reasonableness, level of detail, etc. of either 

the explanation of why not (if “no”) or the scheme of work that would make 

this work (if “yes”). 

For example, an answer of “yes” to part b) might attract marks for a clear yes and 

for the scheme of work, but would probably lose the marks for reality. However, if 

part a) has been answered incorrectly, the answer to part b) might reasonably be yes. 

Q2:

This is hard to automatically provide an answer for as it is based on a 

student-generated example.

There is a theorem that says that ⌊ n3 ⌋  guards are sufficient for a polygon with n 

vertices, but not always necessary. Students may simply draw a n-sided polygon, 

claim ⌊n3 ⌋  and leave it at that, but such a polygon may not need that many guards 

unless it has been cleverly designed. 

There is a canonical example for which ⌊ n3 ⌋  guards are necessary given in the 

literature that looks like this (basically because every prong needs a guard as a guard 

cannot stand between two and see up both):



211

Though that is of course not the only form that works.

Marks:

• Correct answer:

◦ Either 1 mark if the solution is the correct answer by triangulation only, or 

3 marks if it is actually correct.

◦ 2 marks for evidence of having read the literature on the topic: i.e. a 

museum like the one above would attract two marks as this is a basic 

example widely used in the literature; a variant of this approach might 

attract 1. If they have made their own with no reference to this sort of 

thing they do not get these two marks.

Both questions:

◦ A mark out of 8 for presentation, including for layout, use of connecting 

text, spelling, grammar, clarity, etc.
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Sample piece of marked work

Question sheet

Answer sheet
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Sample answer
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