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Abstract:

Water is significantly lost within water networks in most countries with an estimates of
30% would be lost due to leaks in water pipelines. Water leaks are one of the major factors
facing the world, from waste water for no appropriate reason other than a lack of
sustainable management programmes. This research work will investigates several sensor
techniques and image/signal processing methods to detect water leaks within buried
pipeline system. A sensor fusion method for the detection of water leakage in pipes, which
consists of two or more sensory systems, is proposed in this research work. The suggested
sensor fusion system will investigate a combination of transient signals of several direct
types, such as flow and pressure, and non-direct types such as acoustic signals and
infrared images. The sensors will identify signals inside the pipeline system and will
detect any acoustic or transient signals. This might happen as a result of a leakage while
the thermal imager will look outside the pipeline system for any leakage signs. This is by
way of detecting the contrast in temperature and humidity of the soil surrounding the
leakage point. The data has been collected using software that can read and store the
required signal data with the infrared image data as required. The collected data is
subjected to processing using the Matlab software and based on the results a computer
algorithm which has been developed to be used in detection, locating and identifying the
leaks using artificial intelligence techniques. The methodology of this research work
includes constructing a test rig of a pipeline equipped with necessary instrumentations for
data acquiring purposes. As such, data acquisition device, pressure sensors, acoustic
sensors, temperature sensors, infrared camera, normal visual camera and any other
necessary equipment for water flow control. A series of experiments have been conducted
with the test rig in the laboratory and a field experimental work has been conducted in

Libya with the results having been highlighted within this report.

The expected contribution to knowledge would include significant technical and
theoretical aspects of the experimental work and analysis. The contribution includes the
comparison between the high and low-resolution infrared cameras. Additionally, an
application of a novel approach to using a combination of infrared technology and visual
images with a sensory fusion system of acoustic emission and transient signal to detect

water leaks in pipeline systems. The work requires building a test rig to develop the




experimental work as well as carrying out field works. The contribution to knowledge
also includes the developing of an artificial intelligence algorithm for detecting water
leakage in pipelines, which would determine the best times of detection when estimating
and quantifying the leakage amount.
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Chapter 1 INTRODUCTION

Chapter 1. Introduction:

1.1. Water leakage

Water resources are a concern all over the world and a high standard of water management
is highly required everywhere to save vital consumption of those resources. Leaks are
one of the major problems that the world suffers from as it waste water for no apparent

reason other than a lack of sustainable management [1].

Leak or leakage can be defined as an untimed and unexpected escape of a fluid from its
original or designated transfer or holding system at any location on that system.
Economically, leaks are a considerable cost in addition to wasting water resources; it

consumes significant power usage to treat water or to transfer it from one point to another.

Some global studies showed that the losses are ranging from 10% to 40% around the
world [2] and in some urban areas reach up to 50% [3, 4]. Canada loses on average 13%
of water, which is withdrawn by water suppliers before it reaches the final consumers [5].
In Saudi Arabia, the average water loss due to leakage reaches 30% and varied from 1%
to 80% [6]. The water losses in Poland are estimated to exceed 18.6% and the actual
percentage could be over 20% [7]. The leakage from the water distribution systems in
most cities of India is 45-50% [8].

In addition to water losses, water leakage can create environmental problems, especially
when it causes water contamination and subsequently creates further distillation and
damage to nearby areas at the leaking point [9]. Leaks are the main reason for water
pipeline failures. The ‘US Department of Transportation Pipeline and Hazardous
Materials Safety Administration’ (PHMSA) have reported that leaks are responsible for
25% of pipeline failures [10]. In the past, water leakages are ignored when the cost of the
energy was quite significantly low, however, since the 1980s the considerations for water

leakage have changed for both economic and environmental reasons [6].

Water pipeline failures and its subsequent effects are a complex process. The mechanism
that causes these failures are complex and cannot be explained in leman terms simply
[11]. Water distribution systems are vulnerable to accidents and could cause hazards to
human life and contribute to the wider health and safety and environmental impact that

can cause health related issues [12]. Ingress of containment to pipeline system occurs due
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to transient pressure caused by a leak [9]. Human life and properties would be at risk due
to leaks [13].

Leaks in water pipelines are unavoidable and can unexpectedly happen at any time for
various reasons such as old/rusty pipeline systems, pipe material defects, incorrect
installation works, construction works nearby the pipeline and internal or external

deterioration of the pipe walls [14].

[l Leaks in 2010-11, litres per day  [Jll Water supplied 2010-11, litres per day
0.5bn 1bn 1.5bn 2bn 2.5bn

Severn Trent Water 27%
United Utilities Water 26%
Thames Water 26%

Yorkshire Water 25%

South Staffordshire Water 24%
Dwr Cymru Welsh Water 24%
Northumbrian Water 22%
Veolia Water Central 21%
Wessex Water 21%

South West Water 20%
Anglian Water 19%

Bristol Water 18%

Cambridge Water 18%

Veaolia Water Southeast 18%
Veolia Water East 17%

South East Water 17%
Portsmouth 16%

Southern Water 16%

Sutton & East Surrey Water 15%
Dee Valley Water 15%
Sembcorp B'mouth Water 14%
Essex & Suffolk Water 14%

Source: Ofwat, Environment Agency, water companies

Less than 15%
15-18%
19-22%
W 23-25%
W 26% and above

Figure 1.1: Major water companies in England and Wales ranked by the percentage of their supply
that is lost in leaks [Source: Ofwat, Environment Agency, water companies].

A recent study issued by BBC on 5™ April 2012 from OFWAT, Environment Agency,

showed that the water industry in England and Wales is losing about 3.6 billion cubic

litres per day which are enough to supply 22 million people per day.

The report says that this amount of lost water 35% is lower than mid of 1990s which
means that the problem of water leakage is still a serious problem despite all provisions
taken by the water companies to improve their pipeline systems. Figure 1.1 shows the
percentage of lost water by each company in England and Wales which ranges between
14% to 27% inclusively [15]. This huge amount of lost water in a developed country

indicates how much the investigation in water leakage detection techniques is still needed.
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1.2. Water leakage detection

Leaks have been classified to background losses and bursts (reported or unreported) [16].
Bursts are evident and can be immediately detected since they cause major interruption
in the system. Background losses are the leaks from joints, fittings, small cracks, and
holes. They are running slowly and for a long time before it is actual been detected
because they do not lead to a quick and evident change in parameters such as pressure
drop [16].

Detecting leaks as soon as they appear will save significant cost saving by consuming the
water without significant losses, power consumption and the environment. Therefore,
finding an efficient and low-cost leak detection system will surely reduce these losses.
Furthermore, the early leak detection is essential for many reasons [17]. Early detecting
of leaks in any water systems is a beneficial for both water suppliers and their customers.
By enhancements in operational efficiency, lowering operational costs, reducing
potential for contamination, extending the life of the facilities, reducing potential property
damage, water system liability, and reducing water outage events [18]. Therefore, rather
than spending more money on increasing water production which causes rapid
consumption for water resources we should give all attention to water transportation

pipelines and prevent leaks by maintaining water loss to the minimum,

The change in flow characteristic can be used to detect leakages as the performance of
the system will be different from the typical operation characteristics [17, 19]. Detection
methods can be applied internally inside the pipeline system and externally outside the

pipeline system [20, 21].

The internal methods will look for any signals might be generated by the leak from inside
the pipeline. In more details, the internal methods look for the change in flow parameters
such as pressure, flow rate, velocity and temperature. For example, sensors could be
placed inside the pipe such as hydrophones to listen to any signals inside the water or
pressure transducers to detected pressure changes in the liquid. The main category of
internal leak detection method is called computational pipeline monitoring (CPM) [20,
21].
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The external methods will look for any signals or signs of the leak outside the pipeline.
For example, the AE sensors such as accelerometers would be placed outside the pipeline

to sense any vibrations emission [20, 22].

At the moment, the existing commercial techniques of the leak detection systems are
varying from simple physical testing technique to advanced techniques such as acoustic
emission. However, most of these methods are suffering from several limitations in the
operation range as they will only detect leaks on certain ranges varies from one technique
to another. These limitations in the range will require either numerous repeated tests to
be done or installation of many sensors spaced at certain distances to cover the whole
pipeline [2]. In other words, a lot of the available leak detection techniques appear capable
of detecting leaks in a certain situation and not capable in some other situations and
scenarios [23]. They may create false leak detection or detection with low fidelity. The
easiest way to detect leaks is by monitoring the mass and the volume. They can detect the
leaks and report their volume, however, they cannot determine the leak location [24].
There are limitations in availability of systematic leak detection techniques [25]. In
addition to that, many techniques are still being performed manually to check the whole
pipeline which means that: a) it will need significant manpower and material resources,
b) it will not be able to monitor the general working conditions of the system, c) it will
not detect any sudden leaks on time and consequently it will not be able to avoid any
disastrous or damages that may happen [26]. It is said that a single method could detect
leaks alone while in other cases would require a combination of methods to detect leaks
[27]. Lots of the available detection methods are dedicated to some specified operating
condition and leak characteristic [24]. In other words, none of the existing methods can
detect leaks accurately alone as each of them have different detection accuracy [28].
Therefore, a sensory fusion system will be required to minimise such false alarms, the

need of manual numerous repeated tests, and/or the use of large array or series of sensors.

In recent years, researchers around the world gave more attention to water leakage
detection due to a shortage in water supply, increasing population and water distribution
systems deterioration [29, 30]. The research on this subject is an attempt to address
current problems in this area. It will investigate a combination of new approaches,
techniques and methods using sensor fusion system using direct (e.g. flow, temperature,

pressure, water level) and indirect sensory systems (e.g. acoustic emission). Direct
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measurement methods of water level and flow rate will be used in verification and
comparison of the results obtained to quantify water leakage. The approach will also use

real data and compare it with a mathematically estimated flow data.

To avoid any false alarms that might occur using the previously mentioned sensory
systems and to confirm the existence of any leakage, additional visual and thermal images
will be introduced in this research work by utilising sensory fusion approach combined
with artificial intelligence. During the literature review work on thermal imaging, it has
been found that majority the current researches for leak detection are mainly focus on
leak detection in gas and oil industry. It is also found that, most of the researches give
more attention to the pipeline system rather than other components such as storage vessels
[31].

The project will focus on small-scale lab environment to investigate a wide range of
techniques including the selection of sensors, signal processing methods and artificial
intelligence methods that could help in providing water leakage with potential scalability.
Scalability is one of the objectives that will be investigated to identify which technique is
dimension-independent and could be used on a pipe with different dimensions. Moreover,
this study will investigate the use of the Automated Sensor and Signal Processing
Selection (ASPS) approach which has been developed by Al-Habaibeh and Gindy, 2000,
2001 [32, 33] and Al-Habaibeh et al, 2002 [34] , and tested at NTU on turning and
milling operations [35]. The approach is also adapted for Gearbox condition monitoring
system [36]. The approach will be investigated and modified to be used in a monitoring
system for water leak detection properly. In addition, several artificial intelligent

techniques will be tested including neural networks, fuzzy logic and novelty detection.

This proposal will highlight the domain and the context of the problem, previous
researches in this area, the suggested methodology and expected contribution to

knowledge.
1.3. Contribution to Knowledge

Water leakage of a significant nature will no doubt become a catastrophic event for areas
of the world where this is a scares resource. Real time water leakage detection systems

are required to save one of the most precious resources on earth (the water) which also
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has a net effect upon the transportation. There would also be a significant impact upon
the power necessary to pump the water and the environmental conurbation effect of a
major leak. Failures to detect water leakage in real time, especially in large-scale projects,
can lead to a catastrophic damage within a pipeline system. This may further imped on
the nearby conurbation and such may create risk for the local inhabitants in a significant
way. Therefore, the needs for automated detection system is vital. Current systems for
water leakage detection suffer from limitations such as being time consuming and in part
expensive. Moreover, most of them are using a singular technique, dedicated and
designed to work for specific type of pipeline only (e.g. metal), which would cover a short
distances of the pipeline, and are affected by external noises, such as traffic [37]. Even
though, no singular technique can universally be applicable for all conditions, due to
change in the pipeline system specification or parameters [38]. The use of an automated
system as a condition monitoring of water leakage detection based on fusion system,
contributes to reducing the limitations mentioned earlier which maintains high
productivity of the water management systems. The successful and effective monitoring
system for water leakage detection is the system that can detect leakages as early as
possible before it cause subsequent complications. Those limitations in the existing water

leakage detection techniques are summarised in the following points.

1. Detection range is limited and varies from one technique to another.

2. Requires threshold value to detect the leak.

3. Numerous repeated tests.

4. The number of sensors in some cases is high.

5. The detection ability changes with the change of the pipeline condition.
6. Applicable in one system and might not be applicable in another.

7. Most detection systems are able to detect leaks but cannot localise them or in

some cases can localise the leak but with errors.
8. Most of the techniques are applied manually and need manpower.
9. Specialised techniques are high in cost.

10. Detection systems requires an assessment of the previous states of the pipeline

system precisely, which is not possible in some cases.
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1.3.1. Problems in developing condition monitoring systems for water leak

detection

Designing a condition monitoring systems for water leakage detection system is suffering
from some common problems such as selecting the appropriate sensor or group of sensors
and selecting the best features that precisely describe the condition of the monitored
system. Furthermore, selecting the right signal processing technique is an important issue
as well. In some cases, the sensor acquires the signal as requested but if the used
processing technique is not suitable, the monitoring system will fail. The successful
condition monitoring system is based on the number and the type of the sensors (the
hardware) which, affects the cost and the quality, and the acquired signals which have an
impact on the efficiency and the speed of the system [32]. The following are the common

limitations in developing proper condition monitoring systems for water leakage:

1. Selection of the appropriate sensor or a combination of a group of sensors.

Deciding which is most appropriate either the signal or the image or them together

as a sign of change in condition.

2. Extracting the best feature from the signal and/or the image using the appropriate

signal or image processing techniques.

3. Designing an intelligent sensor fusion system using a combination of the images

(thermal or visual) and signal.
4. Integrating the selected sensors and/or cameras to produce a successful system.
5. Finding the appropriate signal/image processing.
6. Extracting the required characteristic feature for any selected signal or image.

7. Estimating the fit time for detecting the leakage or the state of the monitored

system.
8. Finding the leakage location using the proposed system.
9. Identifying the leak characteristic using the proposed system.

10. Designing a high-quality fusion system uses artificial intelligent techniques with

low cost.

11. Using a fixed and continuous monitoring system for periodical inspection.
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1.4. Aims and Objectives:
1.41. Theaim:

The project aims to overcome the current problems in water leakage detection systems by
developing a more efficient and low-cost leak detection system. The suggested novel
detection system is a sensor fusion system based on signal/image processing with

artificial intelligence system.
1.4.2.  Objectives:

To achieve the aim, the Automated Sensor and Signal Processing Selection (ASPS)
approach is applied and adapted for water leakage detection using signal/image

processing method. The main objective of the research is presented as follows:

1. Selecting sensors for acquiring signal/image.

2. Investigating and selecting signal and image processing methods proper for

designing the system.
3. Developing in-house software for signal and image acquisition.
4. Use in situ water leakage detection system.

5. Designing and erecting a test rig that simulates a real water system for

experimental work.

6. Carrying out a fieldwork in order to examine the proposed system in a real

environment.

7. Investigating the suitability of the selected sensors and signal processing

techniques for dry environment.

8. Comparing the high-resolution and low-resolution thermal cameras to confirm

the suitability of the low-resolution in detecting leakage.
9. Exploring best water leakage detection time using infrared based systems.

10. Investigating and developing image processing techniques for infrared thermal

images.

11. Investigating the artificial intelligence techniques to be used.
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12. Optimisation of the required combination of techniques and their scalabilities for

the detection of water leakage.

1.5. Summary

The chapter started with introducing the problem of water leakage around the world. The
leakage has been defined and percentage of water being lost around the world is
presented. The percentages of water lost around the world is also highlighted. The rate of
water loss becomes much more significant based on the volume of leakages reported. The
international governments and water companies around the world are looking for higher
management systems to detect and save water. The problems with current water leakage
detection systems have been defined. The aim of the study is presented and the objectives

have been listed and described.
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Chapter 2. Literature Review

2.1. Condition monitoring systems:

Currently, intelligent condition monitoring systems are extremely requirement in all
fields as they increase the productivity and improves the quality of the products. The term
condition monitoring means the system that collects, analyse, and process a real-time data
to extract useful information to automatically make the monitored system be aware of its
stability awareness and process condition [33]. Monitoring and assessment of Water
pipeline deterioration and its negative consequents are a complex process that requires
the collection of data and information to determine the current status of the pipe condition
or estimate the future condition. Pipeline condition monitoring and assessment or leak
detection methods can be categorised to direct and indirect methods. In accordance to Liu
& Kleiner (2013), the direct method is the direct pipeline inspection using visual, manual,
automated and non-destructive testing while the indirect is the method related to flow
audit [11]. Leak detection methods ranges from simple inspection such as visual
inspection to complex methods in which advanced hardware and software are used [38].
In general, condition monitoring systems provide a systematic and fast method of
monitoring. The condition monitoring system is based on sensors, acquired data

(signal/images), processing method of the data and data classification stage [33].
2.1.1. Leak detection methods as a monitoring system:

Leak detection methods varied and can be classified into multiple methods. The leak
detection methods are classified based on the leak detection process to biological
methods, hardware based methods and software based methods [39]. It can be also
classified into external methods or internal methods. The external methods deal with
evidence of the leak outside the pipeline. Whereas, the internal methods uses sensors to
monitor flow parameters such pressure, flow rate, temperature, density [39]. In some
literature, the leak detection methods have been categorised to hardware based methods
and software based methods [40]. The leak detection system of the hardware based
methods studied by the later reference is the Acoustic Devices, Cable Sensors, Fibre Optic
Sensors, Soil Monitoring, Ultrasonic Flow Meters, and Vapour Monitoring System.
While the software based methods are the Mass and Volume Balance, Real Time

Transient Modelling, and the Pressure Point Analysis [14].

10
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As revealed in the literature research work, there is a lack in designing a fusion system
with a combination of signal and image (especially the thermal image) together with
artificial intelligence. Apparently, a lot of the available research works use a single sensor
or a single technique of signal or image processing. Therefore, the development of an
artificial intelligent system and cost effective based on a fusion system is highly required.
The system that uses the right data acquiring devices (sensor/cameras) for gathering an
appropriate sensory data (signal and/or image) and extracting the sensitive features with
the consideration of the cost. In this research, the proposed system considers this area and
suggests the use of the ASPS approach as a novel method for designing fusion system for

water leak detection.

The following sections present a review of some of the techniques used in monitoring

pipe condition and leak detection that would be studied in this project work.
2.2. Thermal Imaging:

Thermal Imaging is an emerging high technology that can be utilised in a variety of fields
including water leakage detection. As the temperature indicates the health of the
mechanical systems where the faulty systems produce higher temperature, the thermal
imaging based on emitted infrared has become an accepted and effective condition
monitoring tool [41]. The infrared emitted from bodies are not visible to normal eyes
however it becomes visible when converted to thermal image using thermal imaging
devices such as thermal cameras [42]. The thermal imaging is a non-destructive testing
technique (NDT) for sensing infrared radiated from the surface of any object [43]. It is
detecting the infrared radiated from the tested body with the non-contact way [42, 43].
The thermography is a powerful tool for visualizing the target with the thermal gradient
as it measures a large number of point temperature of the target and the surrounding [44]
and it became increasingly used for leak detection and localization [31]. One of the main
advantages of the thermal imaging it is the simplicity of use. It can be performed with the
minimum required instrumentation which is only a camera and stand [41]. Another
important advantage is that it will not alter the tested surface temperature as it is a non-
contact technology [45]. With the improvement in technology and the appearance of high-
tech thermal cameras, the thermal imaging became more precise, reliable, cost effective

and friendly technology [42, 45].

11
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The infrared is emitted from any object when its temperature is above the absolute zero
(-273 °C) [11, 42, 45, 47]. The thermal image of any object is the result of the infrared
radiation of the surface of that object which has been sensed using the thermal infrared
camera. The thermal image is a visible image from which tested objects can be assessed

based on their heat emission [11].

The thermal imaging is being used as a condition monitoring system in a wide range of
application [41]. It has been utilised as a remote sensing technique to detect the
temperature distribution on a surface [47]-[49]. The thermal imaging devices have
become standard equipment in identifying victim/survivors in rescue robots [50]. The
thermal images which are the product of the thermal imaging devices are defined as a
temperature measurement technique that detects temperature variation of the measured
surface [51]. It detects the infrared emitted from the target and the background when there
is a contrast between the target and the background [52]. Water leakages are indeed affect
the temperature of the vicinity soil which usually become not consistent with the
surroundings and detectable [47]. In other words, the leakage changes the thermal
characteristics of the soil close to the leak point and makes it more effective heat sink
comparative to the dry soil away from the leak [22]. The concept of using the variation
in temperature (i.e. as a result of evaporation or change in humidity as a result of a leak)

will be investigated in this research work.

In this research work, thermal imaging method will play an important role in maintaining
the pipeline system performance without being interrupted. The captured thermal images
will be subjected to processing and will be utilised to check the existence of the leak in
any suspected leak point. For more clarification, the system will take a thermal image for
that point and subject it to processing to either confirm the existence of the leak or not.
This step would be useful in the fluid transportation industry to avoid any sudden
shutdown or any extra investigation or excavation works due to any false alarm that might

be raised because of abnormal signals.
2.2.1. Principle of heat transfer from/to the pipeline system

Heat is one form of energy. The heat transfers from higher temperature to a lower

temperature in three modes known as conduction, convection, and radiation [53]. Thermal

12
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conductivity is the rate of heat transferred through the pipe material [54]. The Thermal

conductivity of some common material is shown in Table 2-1 below.

Table 2-1: Thermal conductivity of some common tubing materials [54]

Piping Material W/mK
Steel Carbon Steel Copper 54
Copper Copper 401
PEX Cross-linked High-density Polyethylene 0.51
CPVC Chlorinated Polyvinyl Chloride 0.14
PE Polyethylene 0.38
PVC Polyvinyl Chloride 0.19

When solar radiation falls on any surface of a material, part of this radiation is reflected
on the surface and the rest is absorbed. The energy generated by the absorbed radiation
will increase the temperature of the surface of the material. The difference in temperature
between the surface and the material underneath will create heat flow from hotter part to

the cooler part. The heat in soil transfers from one layer to another by conduction.

Sun Rays

o "ASLLLLLS
P

!Absorbed
Heat

Pipe

Figure 2.1: Example of heat flow from surface to pipe

Heat flow direction is moving from the hotter point to the cooler point. The rate of heat
flow will depend on the conductivity of the material and the amount of temperature
difference. The temperature of the surface above the buried pipeline depends on the
surrounding, the soil properties, and the environment. The pipe below the surface as a

13
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part of the surrounding to the surface plays a role in heat transfer [55]. Figure 2.1 above
illustrates the direction of heat flow from surface to the pipeline. Usually, the pipeline is
cooler than the surrounding areas even when there is no leak. This depends on the
temperature of the fluid transported and some other factors such as the conductivity of
the material of the pipe, diameter, and the thickness of the pipe wall. However, when the
leak happens, the adjacent area to the pipeline becomes much cooler than the surrounding
and more heat will transfer to it and then causes a remarkable change in the temperature
of the surface above it. In this research work, the pipe material is plastic which known as

less conductive material as indicated by Vlachopoulos & Strutt, 2002 [53].
2.2.2.  The principle of the thermal imaging in leak detection

The amount of radiation emitted by any object is based on its temperature and emissivity
[44]. The amount of the emitted infrared radiation increased with temperature [56]. When
there is a leak in the pipeline, the leaked water will definitely affect the temperature of
the soil surrounding the leak point by spreading moisture in the vicinity nearby the
leakage. Consequently, the temperature of the soil surface above the leakage point will
be influenced by the change in the temperature of the soil underneath due to the moisture.
Accordingly, the surface at that point will become incompatible with the surrounding
surface. As a result of this variation in temperature, it is possible to detect the leakage
point using the infrared thermal camera as it will capture a thermal image of the soil
surface above the leak point. The temperature is measured by calibrating a relationship
between the infrared and the true temperature where the surface near the leak point is
considered a black-body as the wet surface absorbs the infrared radiation [39, 49]. Fahmy
et al. (2010) and Inagaki & Okamoto (1997) investigated this area in a simple lab
environment however, more research is still needed. In some cases the temperature
variations might not be detectable using the infrared radiation as some of the
thermography devices has a limitation in detecting temperature differences less than 0.2
°C [47]. The thermal imagers would visualise the leaks only if the leaked fluid and the
background are not in thermal equilibrium [52]. To avoid these situations it is proposed
that an extra heating or cooling might be used to generate a detectable temperature
difference [11]. Both heating of the surface and/or cooling of the fluid will be investigated

in this research work to increase the detectability of the leakages.
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Thermal imaging can be produced using either the passive thermography or the active
thermography. In the passive thermography, the temperature between the target and the
background is based on the natural existing body temperature. While, in the active
thermography, an external source of thermal energy has to be used to enhance the contrast

between the target and the background [44].
2.2.3. Emissivity

The emissivity is an important factor that has to be understood in order to read the correct
temperature of an object using the thermal camera. Without taking the emissivity in
consideration, the thermal camera will give false temperature reading. Some objects could

be seen hotter or cooler than they actually are.

The right emissivity for any object have to be set up correctly because the thermal camera
captures the emitted radiation from an object and the reflected radiation as well. The
reflected radiation from surroundings will affect the real temperature of the object [45].
The emissivity of any object is measured compared to the blackbody. As the blackbody
does not reflect infrared radiation form the surrounding bodies, its emissivity is
considered to be 1.0 and other objects’ emissivity is less than 1.0 and greater than or equal
to 0.0 [46].

Emissivity of objects varies with the type of material and the condition of the object such
as its temperature and the angle of view. The material emissivity has already been
categorised and can be found in emissivity tables (See appendix I). However, the tables
should be used as a guide only whereas the precise emissivity value varies from those
tables due the object condition [57] . The good thing in using thermal camera is that the
emissivity value can be set and adjusted even after taking the image by using image

processing techniques.

As this research work is about finding the water leakage in a buried pipeline underneath
a soil, the soil emissivity has been searched and found to be 0.92, 0.93 and 0.95 for dry,
frozen and saturated with water soil. And for concrete, dry concrete and rough concrete
found to be .92, 0.95, and 0.92-0.97 consequently.
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2.3. Transient-based Leak Detection System:

In water transfer or distribution systems, the change in the physical condition creates a
transient wave. One of the well-known techniques for leak detection is the transient-based
leak detection system which totally depends on the change of the physical conditions of
the pipeline system. The occurrence of a leak or any physical change in the pipeline
system will vary the properties of the flow from the typical condition while the system is
completely intact [58]. The leak itself is assumed to be a hydraulic phenomenon that
creates a transient wave inside the pipeline. The transient wave signal transmits with it all
necessary leak parameters such as its location and size which could be extracted by
analysing and processing that wave signal [59]. The created wave travels to both terminals
(inlet and outlet) of the pipeline in acoustic velocity causing changes in the pressure

(negatively and positively) at the both terminals [14].

The leak causes pressure discontinuities and consequently it has been said that it would
increase the damping rate of the transient signal [60]. In general as a sum of the above,
the idea of using the transient wave as a leak detection technique is built on capturing the
pressure signals created by the transient wave and then processing and analysing the
signal to extract all necessary information. The process is carried out by a computer
algorithm that gives the exact location and size of the leak by comparing the new
conditions with the intact system condition taking in consideration the deviation of the
intact system from its initial condition. However, this idea still suffers from many
drawbacks such that it might not be able to detect small leaks [61]. Conversely, if this
method is improved and enhanced the system is expected to be able to find the location
of the leak and defines its size in a robust and reliable way as earliest as possible when it
happens. Through capturing any deviation in pressure, the system can detect relatively
smaller leaks in a short time [62]. This is can be achieved by comparing the pressure
signal captured through the monitoring devices with the pressure signal that has been
recorded when the system has no leak at all. Although the transient-based leak detection
methodologies are expected to detect leaks with less costly instrumentation, do not cause
shutdown or interruption of pipeline operation and do not require that the whole pipeline
network is surveyed [23], there are still several limitations in the reliability and the

confidence in the system for real industrial applications. Moreover, some researchers
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believe that this method requires a huge amount of data and hence high computation costs

which make it not adoptable [3].
2.3.1. Basic concept of the Transient-based Leak Detection System

In order to highlight the basic concept of transient-based leak detection system, the
following two examples show how the leak affects the transient signal. The first example
Figure 2.2 is for a reservoir-pipe-valve system where the signal measured at the valve
boundary when the valve is closed from initial open state to generate transient signals in

both intact and leak conditions [2].
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Figure 2.2: Comparison of transients in intact and leaking pipelines [2].

Figure 2.2 above compares the transient signal in both conditions of the leak and no leak.
As clearly can be seen in the figure, the reflected signal is damping when there is a leak.
This damping or the changing difference between the two conditions can be exploited to
achieve leak detection. Wang et al, (2002) concluded that this process is capable of
detecting leaks of 0.1% of the pipeline’s cross-sectional area or even smaller [63].

However, no confirmation has been found about this from another researchers.

The second example, Figure 2.3 is a pipe system of 2000 meters long for which the
transient signal generated by a sudden closure of side discharge valve located at a known
distance from the upstream boundary. The measurement has been taken when the system

was intact and when a leak was located at a known distance as well. Figure 2.3 also shows
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the results of this example where the leaks have affected the signal and caused additional

reflections in the transient trace.
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Figure 2.3: Numerical comparison of transient traces from leaking and intact pipes. (this chart has
been extracted from [2])

In accordance with the two examples mentioned above, the leak has affected the transient

signal by increasing its damping rate and creating reflected signal in the summation of

the pressure residue. Identification and quantification of these effects are the basis of all

transient leak detection techniques.

Figure 2.4 simply illustrates how the negative pressure wave generated by the leak can be
utilised to determine its location. When a leak occurs, a negative pressure wave is
generated and travels to both ends of the pipeline system (downstream and upstream)
[39]. The signal of the negative pressure wave is captured by two sensors bracketing the

leak location. The arrival time of the signal to each sensor can be calculated as follows

[26]:

s P,

!

Figure 2.4: Locating leaks using transient wave
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P1 and P> are the pressure sensors.

X= distance between leak and downstream pressure sensor (leak location).
|= distance between the two sensors.
Vo= speed of water.

V= speed of negative pressure wave.

t1: travel time of the signal to the downstream side

tl = a
B vV — VO (2-1)
to: travel time of the signal to the upstream side
ot X (2-2)
_v+%
At - tl - tz (2'3)
p=—t 17X (2-4
v=V, v+V0
v is very high and V is negligible.
The leak location (x) can be calculated by:
[+ v=*At
x = — (2-5)

The speed of negative pressure wave (v), m/s, in water can be calculated based on known
factors such as the density of water(p), Kg/m?, the elastic modulus of water (K), Pa, the
diameter of pipeline (D), m, the thickness of pipeline (¢), m, the elastic modulus of the

pipe material E, Pa, and the correction coefficient about constraints of pipeline C
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K
(5)

(2-6)
1+ (K/E)(D /e)c)l/2

v=(

In accordance to Colombo et al. (2009), to date, the thoughts related to the utilisation of
these effects are divided into three schools of thought. The first school compares the
inverse calibration of a numerical system model with the observed transient data. The
process is known as the inverse-transient method which utilizes the transient signal in the
time domain. Alternatively, the second school of thought presumes, that the frequency
response of the system is changing with the existence of the leak, and thus it becomes
possible to detect the changes in the system response. The third school of thoughts is by
separating the effects in the pressure trace that occurred due to leaks. The process seeks
to directly expose singularities in the signal induced by the leak. A number of varied
techniques fall under this latter category and, for the purpose of nomenclature; these

techniques are explained in the following subsections.
2.3.2. Inverse-Transient Analysis (ITA)

This technique is dependable on the known parameters of the system such as pressure,
the demands, and flow. These parameters are recorded during the transient event and then
compared with the ones recorded earlier when the system is free of a leak. The results
then are subjected to numerical analysis until the pressure traces are satisfactory matched
to each other in both states and then any singularities such as a leak can be identified and
quantified. This method has successfully detected and located single and multiple leaks
but it requires that all boundary conditions and system properties have to be well defined
[64]. However, it has been reported that the method might not be able to accurately detect
smaller leaks and its successful is highly depend on the sensitivity of the analysis and the

time in which it has been carried on [61].
2.3.3.  Frequency domain techniques

This technique utilises a periodically actuated device for transient generation and analysis
the system’s response as a whole rather than monitoring the transient response from a
variety of locations along the pipeline system. In accordance with Lee et al. (2005), the
technique of the frequency response diagram (FRD) needs neither the comparison
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between intact and leak situation nor the extent of system friction [60]. However, it has
been reported that the frequency response method is designed for a single pipeline only

which make it impractical [65].
2.3.4. Direct transient analysis

The previous techniques require the attention to all details of the system parameters,
alternative approaches that do not require such attention have been searched and

implemented. In this respect, there are few approaches exploiting this idea.
1. Time-domain reflectometry (TDR)

When initial wave arrives at the leak, part of its energy will divert to form a new reflected
signal. Calculating the arrival time of this reflected signal, the location of the leak can be
determined [2]

2. Advanced reflection techniques

This approach exploits the interpretation of pressure signals by applying an extension of
the cross-correlations analysis. The approach calls for plotting a second derivative of the
cross-correlations in order to uncover the signals impeded in a more complex pattern of
the transient wave. The differentiated cross-correlations graph has revealed a clear peak

corresponding to the leak and used to determine its actual location [2, 61].
3. Transient damping methods

As the leakage can be discovered by exploiting the pressure attenuation property, its size
and location can be analytically determined by Fourier analysis. The relationship between
the damping rate of various signal frequencies is found using Fourier analysis. The
transient signals contain a different damping rate of each frequency for a leaking pipeline

when compared to intact pipeline [63].
2.4. Acoustic Emission (AE):

The AE is one of the most commonly used techniques in finding the hidden leaks [66].
The AE is non-destructive testing method that detects noise released from active source
such as leaks [67]. It is an excellent tool for detecting and locating leaks especially in

buried pipes [68]. The AE can be used to detect the noise created by the escape of fluid
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from the pipeline [50]. It does not require shutdown of the system and can be used in
pinpointing the leaks [40]. The leak is considered a physical change which generates a
high-velocity jet when water escapes through the pipe wall from a hole or fracture and
consequently creates a sound signal. The generated noise is liable to water pressure, pipe
characteristics and leak size and shape [69]. The leaks generate a continuous AE signal
which transfers and propagates through the fluid or the pipeline itself and the surrounding
[59, 69]. The method is based on capturing these sound signals that have generated by the
leak by placing two sensors at two different locations bracketing the suspected leak point
or at the two ends of any section of the pipe system. To pinpoint any leak, the transmission
time lagging is calculated for the two captured sound signals at each sensor and with a
simple algebraic relationship the leak location can be determined [4, 29]. One drawback
that the technology will need high-speed data acquisition systems. Another drawback, the
sound signal usually is weak and fades quickly and the operation environment is full of

noise which makes it not easy to capture that required sound signal [71, 72].

Figure 2.5 shows a simple sketch of leak detecting method using AE sensors located at a
known distance (I) between them. By calculating the time when the signal arrives each
sensor, the distances (I1 & I2) can be calculated and the leak can be detected. The Acoustic
Emission method is found to be more effective and satisfactory for metallic pipes than
the plastic pipes as the plastic pipes are quieter than the metallic ones [29]. The acoustical
characteristics of the leak signal are significantly differing between metallic and plastic
pipes [69]. Dissimilar to the metallic pipes, the signals in the plastic pipe does not transmit
effectively. The use of the AE in the plastic pipes requires more consideration as the
problems of signal interference and attenuation are more detrimental in the metallic pipes
[4]. However, the use of continuous wave sensors (CW) could overcome the problem of

pipeline material where the leaks generate very low Doppler frequency shift [73].
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Figure 2.5: Detecting leaks using AE sensor.

In a study case, Anastasopoulos et al. (2009) have claimed that the effectiveness of the
AE has been verified [68]. In their experiment they have placed four sensors and found
that the signal has first reached to sensor 3 then to sensors 2 & 4 at the same time and
then located the leak which was closer to sensor 3 and in the middle distance between 2
& 4 as shown in Figure 2.6. However, in this study they could only detect leaks in broader
location rather than one exact point which made them to search for the suspected point
by excavation up to 7 m length.
15.1m ﬂ

1 2 3

I 21.8m . 19.5m
| ! | Leak

There are several techniques for acoustic emission method that have been used for

69.0m ,

(9]

1dB 58dB 36dB

Figure 2.6: Detecting leak using AE sensors [68]

detecting pipe defects and leaks. These techniques have been classified by Liu & Kleiner.

(2013), in the following few paragraphs.
2.4.1.  Sonar Profiling System

This technique provides information from within the pipe especially for the parts
submerged under the water line. The system travels in the pipe to scan the inner side of

the pipe and sends pulses each 1.5 seconds to provide information about the cross section
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of the pipe. One of the main features of this system is that it can scan both clear and non-
clear water (e.g. sewer water). However, its cost seems to be high and depends on the size

of pipe inspected [11].
2.4.2. Impact Echo:

This technique uses time domain and frequency domain by recording the impact
generated wave. It is performed by hitting the tested pipe by a small impulse hammer to
create an echo and then record the reflected wave of echo using accelerometer sensor in

touch with the pipe adjacent to impact [11]. The impact echo equation is

T =" 2-7
2F,

Where: T is thickness, V is Wave speed, Fp is Peak Frequency.
2.4.3.  Smart Ball

Smart Ball is a device in the shape of ball encompasses multiple sensors such as acoustic,
pressure, temperature and accelerometer. The device transmits all necessary information
while it navigates inside the pipeline with the flow direction (upstream to downstream).
It is able to detect, locate and estimate the magnitude of the leak and report it to the

external receiver [74].
2.44. Leak Finder RT

The technique is based on an enhanced cross-correlation function which presents a finer
resolution for the narrow leak signal. The leak finder RT is composed of acoustic sensors,
wireless signal transmission and a computer. The acoustic sensors are either
accelerometer which is sensitive to background noise or hydrophones which are sensitive
to leak noise. The acoustic sensors are located and attached to two ends of the tested
pipeline section. The leak location can be estimated by calculating the arrival time of the
signal to the two sensors. According to Liu & Kleiner (2013), the leak finder RT can
process the signal in few minutes under most circumstances and the results are
continuously displayed and updated on a screen while leak signals are being recorded
[11].

24



Chapter 2 Literature Review

2.5. Issues affecting system’s reliability and performance:

There are some factors that might negatively or positively affect the leak detection in the
available leak detection methods and consequently affecting the exact detection of the
leak or might cause false alarms. In fact, The typical parameters of the pipeline and
instruments change with aging of the pipeline system [75]. When these parameters change
the detection of the leak might not be possible again. It is said that the band of the signal
is affected by the state of the pipeline (size, material, pressure) and the surroundings
(pipeline media, ambient temperature, etc.) [76]. The following paragraphs outline these
factors and categorise them based on the liquid, the pipe, the leak, the season, and external

factors.
2.5.1. Liquid Parameters
1. Flow Rate

The flow of the fluid itself in the normal situation of steady state has a low noise and
produces a low-frequency signal but when a change in the flow rate happens is will be

accompanied by a significant change in the signal amplitude [77].
2. Flow Direction

The direction of flow has some effect on signal when it travels in the direction of the flow
or against it. Wassef et al. (1985) found that the flow direction modulates the velocity of

sound waves [77].
3. Pressure

The increase in water pressure makes the signal much audible and detectable where the
pressure increases the flow rate through a fixed size leak point and consequently produces
higher amplitude leak signal [70, 79]. The higher pressure increases the propagation
velocity of the signal [22]. However, the system should be able to detect leakage reliably

at normal pressures since higher pressure could cause further problems and defects in the

pipe.
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4. Liquid purity

The existence of solid particle or gas bubbles in the liquid is significantly enhancing the
acoustic emission from pipeline leaks. In pure water, the amplitude of the acoustic
emission signal is very low and detected with difficulty. The solid particle and gas bubbles
are important and can be utilised to enhance the acoustic emission. However the solid

particles could clog the pinholes and therefore no leaks could be detected [79].
2.5.2. Pipe Metrics
1. Pipe Diameter

Pipe diameter has a significant influence on signal transfer whereas, in small pipe
diameters (< 300 mm), the signal travels longer distances especially when the material of
the pipe is a metallic material [80]. While other researchers said that the attenuation of
the signal in small diameter pipes will be higher and therefore, the sensors have to be

located in shorter distances [68].
2. Pipe thickness

The thickness of the pipe wall in the pipeline system is affecting the signal transfer. The

velocity of the wave depends on the frequency and the thickness of the pipe [67].
3. Pipeline Depth

Anastasopoulos et al. (2009), have denoted that the signal attenuation changes when the
pipeline placed at different depths due to the thickness of soil layer above the pipeline
[68]. With respect to the thermal image and temperature transfer, the depth of pipe affects
the variation in temperature of the surface whereas in shallow depths present higher

variation than the deeper one [37].
4. Medium Surrounding the Pipe:

Detectability of a signal in a pipe differs when the surrounding material of the pipe system
differs. It has been frequently reported that the signal is clearly detectable when the pipe
passes through a soil and the same signal will be no longer detectable when the pipe
passes through water such as river or lake [81]. The wave speed highly depends on

surrounding medium [29].
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5. Pipe Friction

Steady-state friction and unsteady-state friction are thought to be factors that have an
impact on the transient signal. Lee et al. (2005), has indicated that both frictions have
minimal impact and negligible impedance, however, Wang et al. (2002) stated that
transients in the pipeline are damped by both friction and leaks whereas, it is known that
over time the friction factor increases [61, 64]. The deposition of minerals and oxides on

the pipe surface is expected to influence the behaviour of the system over time [64].
6. Pipe Material

The pipe material can considerably affect the signal attenuation. In plastic pipes, the
signal will attenuate faster than in metal pipes [80], the frequency content of measured
leak signal is found small (<50 Hz), and signal amplitude at higher frequency is also found
small [22]. Leak detection has been found to be more successful in lower frequencies
signals where, in plastic pipes, the leak noise energy concentrated at frequencies below
100Hz [29]. However, Bimpas et al. (2010), have claimed that their system overcomes

this problem and can detect leakage regarding what is the pipeline material [73].
2.5.3. Leak Parameters
1. Leak Hole Size

Leaks generally generate noise when they escape from pipe [58], however, this noise
depends on the size of the hole. A small hole with a high pressure produces higher noise

while large hole with low pressure produces weak noise [82].
2. Leak Hole Geometry

The geometrical shape of leak point has a significant effect on the leak detection system.
In a mathematical model research work carried by Baghdadi & Mansy (1988), they stated
that the hole geometry had an effect on the results. The leak hole of a rectangular shape
has given slight error results for the leak location than the leak hole of a circular shape
[83].
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3. Leak path length

When the leak occurs, at the same pressure, in the pipe joints (e.g. through the gasket of
the flange or pipe thread) or through a pinhole in the pipe body, the flow rate of the leak

from the joint is much slower than the leak from the pinhole [79].
4. Leak location

Baghdadi & Mansy (1988), have stated that the error in calculating the distance of the
leak from the input side was smaller when leak hole was far from the input while the error

was bigger when the hole was closer [83].
2.5.4. Sensors
1. Sensors Location:

Leak’s distance from the AE sensors is affects the detection of the leak based on the media

(fluid or the pipe) that the signal transfers through it [68]
2. Sensitivity of Sensors:

High sensitivity sensors are required when the frequency is at higher attenuation
otherwise, the signal cannot be detected (e.g. in a plastic pipe) [22]. Thus, the selection

of the proper sensor that can detect the required signal is mandatory in detecting leaks.
2.5.5. Season

The signal transfer is affected differently by seasons. In winter, when the soil above the
pipeline is frozen, the signal can have fewer high frequency components than the signal
measured in summer [22]. The natural climatic condition has an effect in captured thermal
images [84]. The rate of temperature change in winter is less than in summer [37]. Atef
et al. (2016), in as a study carried out in Doha, have claimed that their investigation work
was successful in both summer and winter with minor error [85]. This could be due to the

fact that Doha is in a hot region.
2.5.6. External Noise (Background Noise):

Background noise, in a complex system, can arise from many sources such as vibration

caused by pumps and traffic, all of which can complicate the separation of the leak signal
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from a vast range of other disturbances and events [82]. Some leak detection loggers have
been developed to work at night time to avoid the daytime background noise and when

the demand for water is at its lowest [25].

2.6. Reliability of Systems and Selection of sensors and signal processing methods
(ASPS)

The key issue in this research work is to improve the general reliability of the system
given all the above parameters and factors. From the condition monitoring point of view,
there is still a need to select the correct sensors and signal processing methods for an
enhanced leakage detection system. The Automated Sensory and Signal Processing
Selection System (ASPS) approach is to investigate and evaluate the best combination of
sensors and signal processing methods combined with artificial intelligence techniques
such as the Artificial Neural Network (ANN) to detect the water leakage in the suitable

way whilst ensuring cost is minimised to enable further investments.

The Automated Sensory and Signal Processing Selection System (ASPS) aims to design
an effective Condition Monitoring System (CMS). The approach is proposed to design
an experimental work to select the appropriate number and type of sensors required for a

successful monitoring system.[32, 34].

The ASPS approach is an engineering optimisation method for designing and improving
the quality by implementing a systematic application of design and analysis of the
experiments in order to produce a high quality and low-cost system. The successful
monitoring system can be identified as the system that has the ability to identify any
singularities and can response on a reasonable time with the correct decision and proper
action. In addition to this, the monitoring system can be considered a successful system
when it can facilitate the job with less number of the selected sensors which means that
the successful system is also dependent on the number and type of the sensors as they will

have a direct impact on the overall cost. [32, 88].

The ASPS approach has been proposed to overcome the traditional methods of designing
a Condition Monitoring System in which the design is based on repeated processes of
trial and error method. The traditional method of trial and error is based on matching the

abnormal condition with the normal condition until the minimum error condition
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monitoring system is reached. Those traditional methods are time-consuming since they
need long repetitive tests to reach the best configuration for the monitoring system [32].
In traditional methods, when the number of process parameters increases, a number of
required experiments will significantly increase as well making the method too complex
[87]. Al-Habaibeh & Parkin (2004) have confirmed the effectiveness of the proposed
ASPS approach [86].

The approach is based on extracting sensitive sensory characteristic features (SCFs)
related to the process condition for each obtained signal and uses the average dependency
values obtained from Taguchi’s Orthogonal Arrays as indicator to determine the useful
combination of sensors or sensory characteristics features in predicting process faults.
“the higher dependence the more appropriate a sensor is in predicting a fault” [32]. The
SCFs are the key value for determining the faults where it can be defined as the sensory
value that can be extracted from a signal using specific signal processing method using
mathematical functions or statistical methods such as average and standard deviation
[34].

Taguchi’s method is known as a powerful tool aiding in developing a high quality and
low-cost product. However, it has been designed to handle only a single performance
[88]. Even though the ASPS is using Taguchi’s Orthogonal Arrays, but it is more accurate
in defining the factors and the results where it is defining the process parameters and
faults as “factors” while defining the sensory characteristic features obtained from signals

as “results” [34].

Al-Habaibeh et al. 2002 have shown that the approach can reduce the cost and complexity
of monitoring system and a number of sensors used in a milling process and said that the
approach can be used in a different process with minimum modifications [34]. According
to the brief explanation shown in this section, the ASPS will be used to design the

monitoring system for water leakage detection.
2.7. State of the art in water leakage detection

A large number of researchers are working on leak detection in water distribution
systems. However, as revealed by the literature review, most of the researches are

focusing on a single technique or mainly two techniques at any one time. It has been noted
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that most researched techniques are based on the signal analysis (1D). Image technique

(2D) is not common in monitoring systems of water leakage detection if compared to

signal based techniques.

Table 2-2: Summary of some latest publications related to water leak detection.

Type or Research Data Source & Technique
No Ref - .
Case . Simulation | _, .
Theory Study Lab Field Test Model Signal | Image | Fusion
1 Guo et al. (2016) X AE
2 Ostapkowicz (2016) X Pressre
3 Lai et al. (2016) X GPR
4 Atefet al. (2016) X GPRIR
5 Tian et al. (2016) X Pressre
6 Ranginkaman et al. (2016) X Pressre
Flow
7 Moser et al. (2015) X X
parameters
8 So al. (2015 Lewel &
usa et al. ( ) X P
9 Nejjari et al. (2015) X X Pressure
10 M al. (2 Flowand
Meseguer et al. (2015) X p
11 Martini et al. (2015) X AE
12 (Anjana et al. (2015) X Pressre
13 Sala and Kolakowski (2014) X Pressre
Flow
14 Adachi et al. (2014) X
parameters
15| «© d Pezzinga (201 Flow
5 reaco and Pezzinga (2014) X p ors
16 Ayala-Cabrera et al. (2014) X GPR
17 Gao et al. (2014) X pressure
18| Gao, Qi, Wu, Han, et al. (2014) X X GPR
19 Agapiou et al. (2014) X GIS
0 Demirci 01 Flow
2 mirci et al. (2012) X p ors
21 Wan et al. (2012) X AE
22 Brunone et al. (2011) X Pressre
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Majority of the researchers who used image techniques in their research work did not
include it as a part of an automated system. Some researchers have classified the thermal
Imagers as manual detection devices [89]. In this work the thermal camera or imager
forms an important part of the proposed automated monitoring system. The literature
review has revealed that the fusion system that combines 1D and 2D techniques has not
been given any attention. There are few researchers who have implement two or more
techniques in their research work, however, they have employed each technique
independently not as a fusion system. Table 2-2 shows a comparison summary of some
of the recent published researches which has been carried out for water leakage detection
in the past few years. The table has been organised on the basis of the type of the research
carried out and the techniques used in monitoring the pipeline and leakage detection. The
table shows that maximum number of the researchers are working on one technique for

pipeline monitoring and leakage detection.

The following paragraphs presents a brief for the papers in Table 2-2. The papers

classified based on the data source and the technology used in water leak detection.
2.7.1. Signal based research work

Gua et al. 2016 [76] proposed an adaptive noise cancellation method based on Empirical
Mode Decomposition (EMD). They used the EMD to decompose the signal to multiple
intrinsic mode functions (IMF) then used the cross-correlation method to remove
uncorrelated IMFs. The authors claim that this method does not require the identity of the
signal characteristics which is required in the existing EMD. This is because the signal
characteristics in water leakage detection are changeable with the change in the pipe status

and makes the existing EMD difficult to apply.

Using pressure signal to detect water leak, Ostapkowicz (2016) carried an experimental
work research and presented an algorithm applied to both negative pressure wave and
gradient method to achieve a satisfactory level of single leak detection and diagnosis. For
measuring the negative pressure wave they used standard and non-standard devices
(pressure transducers and a conventional device called corrector) [24]. The experimental
work involved sudden and slow leakage. The work claims that the experimental work has
revealed that their algorithms, with the use of minimum number of standard devices and

the help of non-standard devices, it is possible to efficiently detect the leaks. Tian et al.
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(2016) also have utilised the pressure signal in pressurised liquid to detect and locate
leaks. The leak is located using a proposed algorithm based on the pressure difference
between the two sensors positioned before and after the leak point. The work has proposed
the use of threshold value to detect the leak and claimed that their method proposed in the

research is able to detect and locate the leak in 5 seconds [90].

The inverse transient analysis based research work is presented by Ranginkaman et al.
(2016). The researchers have utilised the inverse frequency response analysis for a single
and multi-leak detection and location with the help of particle swarm optimisation. The
work carried out by fast closing an end valve to generate a transient state. The research
has concluded that the frequency domain analysis is faster than time domain because there
is no need for numerical computations. The leak in frequency diagram is more evident
[91].

A signal from vibration and noise created by the leak is utilised in leak detection. In a
field work, Martini et al. (2015) aimed to detect leaks from burst leakage on a real
pipeline. The research utilised the vibration caused by the burst process of the leak to
detect the leak. The performance of the proposed detection method has been weighed by
using the standard deviation of the acceleration signal acquired from the vibration sensor
[92]. In a study using Particle Filter approach, Anjana et al. (2015) have utilised the noisy
information collected by the sensors. They said that the particle filter approach was able
to estimate the flow values of the water distribution system. [8]. Sala & Kolakowski
(2014) have utilised pressure measurements in estimating water leakage and controlling
the water flow. The research has adapted the Virtual Distortion Method (VDM) for water
leakage detection [7]. Brunone et al. (2011) used Impulse Response Function combined
with wavelet analysis to improve the transient pressure signals by refining its shape to
identify the peak points in the signal. the claimed that the leak localisation error has been
reduced [93]. Wan et al. (2012) have used a wavelet transform technique to decompose
the signal and used a classifier model for pipeline state recognition. They have enhanced
the classification method by utilising bilinear search method to obtain the optimum model
parameters for better recognition results. The leak location has been obtained using cross-
correlation for each pair on either side of the leak. The authors claim that hierarchical leak
detection and localisation method has improved the leak detection and localisation

dramatically and facilitated the decision-making [94].
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2.7.2. Simulation Model based research work.

Moser et al. (2015) have investigated a reduction strategy with diagnosis methodology
for water leak detection. They have utilised five categories such as the pipe diameter, the
number of pipes, and the angle of the lateral pipe, the water demand, and a combination
of the two of the previous to derive eleven reduction strategies to reduce the computation

time in the network [95].

Sousa et al. (2015) have utilised water level and pressure at specific nodes for locating
leaks using an optimisation technique. They have developed a computational
methodology from linking a hydraulic model to optimisation model [13]. Nejjari et al.
(2015) have carried out a strategy of optimal placement of sensors based on pressure
sensitivity to reduce the number of used sensors, improve the leakage detection and
maximise the performance of the available sensors. The study proposed an average worst

leak expansion distance as a new performance measure for leak detection [96].

By comparing available flow and pressure parameters with simulated parameters
differences due to faults in the distribution network can be revealed. Meseguer et al.
(2015) have carried a study on this basis to optimise the sensor placement, detect leakage
and localise it [97]. Another study carried out by Adachi et al. (2014) has proposed a
method that requires minimal parameters than the previous studies. And also can be
performed with a minimum number of sensors for leak estimation. This study ran a
simulation of water distribution system divided to three virtual areas with three leakage
scenarios [98]. Creaco & Pezzinga (2014) have developed an algorithm for leakage
reduction by controlling the valves. The developed algorithm enables optimal location for
the control valve and determines the isolation valves required to be closed in order to
minimise the leakage and reduces the costs [99]. Demirci et al. (2012) said that by using
the leakage control model through optimising the pumping schedule of a multi-source
distribution system, the power consumption has been reduced as well as the amount of
leakage have been reduced. According to the study, by using this model in HD city, the
leakage changed from 11% to 8.6% and the power consumption reduced by 32% [100].
A new thought of calculating water leakage based on the use of blind source theory to

calculate the leakage have been proposed by Gao et al. (2014). The blind source theory is
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the situation in which it is difficult to separate source signal from overlapping signal
[101].

2.7.3. Image based techniques

The GPR is used for water leakage detection because the leaked water is a good factor
that would affect the travelled radar waves. Thus, the GPR can produce an image for the
searched area. Lai et al. (2016) have utilised the ground penetrating radar GPR in leakage
detection in buried water pipes. The detection process carried out on an orthogonal grid
above the suspected leak area. They scan laterally stacked 1D data to construct a 2D
image and then later construct a 3D model of sliced images of the area of the leak [102].
Atef et al. (2016) have utilised The GPR together with the infrared thermal Imager. It has
been found that the work is able to detect the leak in a reliable way while the camera is
2m height [85]. A study for the ability of the GPR in monitoring water leakage and its
evolution have been carried out by Ayala-Cabrera et al. (2014) [103]. An experimental
work has been carried on shallowly buried plastic pipe in soil and outdoor condition to
test the ability of the GPR in detecting water leakage. The results have revealed that the
detection of leaks through voids in the image highly depends on the investigated medium
and the radar parameters. The process could detect voids in homogenous medium but in

inhomogeneous soil or moist may not be able to detect voids [104].

Remote sensing technology combined with field spectroscopy and GIS for water leak
detection experimental work have been carried out by Agapiou et al. 2014. They applied
a high-resolution and multi- temporal satellite images in their methodology. A threshold
of Normalised Difference Vegetation index (NVDI) has been utilised to discriminate
between soil and vegetation areas. The NVDI used for interpreting the remote satellite
images in order to identify the existence of the leakage. The work has been carried out in
two case study areas in Cyprus. Rainfall season affects the results, therefore, the dry

season is preferred [105].
2.8. Summary

The chapter has introduced the condition monitoring system used in water distribution
system (WDS) and how it is been categorised to direct and non-direct monitoring system.
The chapter also showed that the leak detection methods are ranging from simple visual

35



Chapter 2 Literature Review

inspection to more complex methods that require advanced hardware and software. The
leak detection methods are classified into external or internal methods. Three different
technologies for water leak detection have been introduced in this chapter. The three
technologies are the thermal imaging, the transient-based leak detection, and acoustic
emission method. These methods have been reviewed extensively and their principle of
work have been clarified and explained. The chapter outlined important issues that
affecting systems reliability and performance in details. These issues have been
categorised into five categories such as liquid parameters, pipe metrics, leak parameters,

sensors, and external noise.

The chapter has introduced the novel approach of the automated sensory and signal
processing selection system (ASPS) and provided extensive information about the
reliability of this system. Finally, the chapter clarified the state of the art in water leak
detection techniques and showed that there is a lack in using fusion systems in water leak
detection. The chapter reviewed some of the recent research works in the field of water
leak detection and exposed that those recent research works are focusing only one or two

techniques.
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Chapter 3. Methodology

3.1. Introduction

This chapter explains the research methodology of this research work in detail. The
project is an attempt to build a reliable monitoring system for water leakage detection.
The system would be able to identify and quantify any water leaks that may occur in a
transportation pipeline system using high quality and low-cost fusion system to overcome
problems found with systems based on single sensory systems. The chapter introduces
current problems in the field of water leakage detection. A proposed novel approach using
sensor fusion systems to detect water leakage is described in this chapter. This approach
is based on the novel approach of ASPS suggested by Al-Habaibeh, (2000). To implement
the novel approach ASPS for water leak detection, an experimental test rig has been
designed and constructed in the laboratory of the Nottingham Trent University (NTU). A
set of sensors and cameras have been selected and installed on the rig and adapted to work
with the in-house developed software. In addition to the laboratory work and for
verification purposes, a field work has been carried out in a real environment in Libya as
target place to apply the technology. Unfortunately, there was a plan to revisit Libya for
further field work in different seasons, but because of the severe political conditions, the
visits have been cancelled. Therefore, the decision was made to carry on with the

experimental works inside the university laboratory.

The proposed monitoring approach uses a sensor or a combination of sensors that is
sensitive to the required operation. Therefore, the selection of the sensors is a critical
issue. The data acquired by those sensors is subjected to processing to extract the useful
information (features) from them. Figure 3.1 shows the basic schematic diagram of the

proposed monitoring system for water leakage detection using fusion sensory system.

The sensors (1D and 2D) will get data from the water system using data acquisition
devices. The acquired data will be subjected to processing to extract useful information
from it and then utilised to produce the correct decision using an artificial intelligent

system such as the neural networks.

37



Chapter 3 Methodology

——— e — 4

| |
2D | opc |
Sensors I\ |
(Visual, |_ _’: |
Thermal ! |
Data . I
Cameras) e | !
Water Acquisition | ASPS || Decision
System and pre- || Approach | |
1D sensors processing ! i
(pressure, | ! |
AE, Flow, | _>i Neural i
Temperature) || Networks |
I |
|

—_——————————a

Figure 3.1: Schematic diagram of the proposed monitoring approach.

The proposed monitoring system is to monitor the system for any changes and detects the
leaks once they occur and locating the suspected point of the leak, confirming its
existence and characterising the leakage. Figure 3.2 shows the sequence of the process

from monitoring to confirming and characterising the leakage as follows:

1. Detecting the leakage using the right sensor or a combination of sensors. The
sensors such as pressure, acoustic emission transducer, and a flow sensor can

detect the leak once it happens.

2. Determining the location of the leakage. With an advanced signal processing
techniques, and with the balance calculations, the location of the leakage could
be determined. The thermal camera can detect the leakage and hence the exact
location. Finding the location of the leakage using the thermal camera will not be
immediate but after a period of time until the moisture from the leakage affects

the temperature of the surface above the leakage.

3. Confirming the existence of the leakage. The thermal camera is used to confirm
the existence of the leak where in some cases there would be a false alarm from

the sensors.

4. Identifying the leakage characteristics (e.g. size). The size of the leakage spot
could be used in defining the amount of the leak but it would be an estimation

only.
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Figure 3.2: Process Sequence:

3.2. Experimental Pipeline system:

The pipeline system designed to be of an experimental scale inside the laboratory and part
of it will be buried under a soil to represent actual situation. The used water pipe in the
test rig is made of plastic material. Plastic pipe is selected because it is more difficult than
the metal pipe to detect its leakage. The water runs in the system in a loop by pumping
from the source tank through the pipe system to return to the same inlet tank. This will
maintain the water level fixed if there is no leak. The water pipe is passing through a box
filled with soil (the test section) where the leak will happen. An infrared light is used to
heat the surface of the soil to simulate the sun. The next paragraph explains the design of
experimental work pipeline in comparison with actual water pipeline such as the GMRP
project pipeline. The experimental pipeline system is described in details in the next

chapter.

3.2.1. Comparison between the actual pipeline and the experimental work

pipeline.

In order to successfully apply the research project outcome in a real water transfer projects
such as the GMRP (See appendix G), the experimental work designed to be with lowest
efficient system parameters that might negatively affect leakage detection (e. g. pipe

material, size of leak’s hole, pipe depth, flow, pressure etc.). In the experimental work,

39



Chapter 3

Methodology

the used pipeline material (plastic) is one of the lowest conductive material. The pipe used

in GMRP named Pre-stressed Concrete Cylinder Pipe (PCCP) is made of a steel cylinder

lined and surrounded by concrete and pre-stressed wire. In addition, the experimental

work the pipeline is buried at a depth of five times the pipe diameter while the cover depth

of the PCCP pipeline is only half the pipe diameter only (See Figure 3.3). The pressure in

GMRP pipeline system and the flow rate are high. In Phase two the flow reaches 2 Million
Cubic Meters per Day (MCMD). The flow rate of the eastern branch only is 1.120 MCMD
and the flow rate of the central branch is 0.8 MCMD [106]. The experimental pipeline

flow is only 0.05 I/s. The simulated leak (the leaked water flow) has been made small as

much as 0.0019 I/s. Table 3-1 and Table 3-2 show the average flow rate as calculated for

the experimental rig and the leak.

Table 3-1: Calculated average flow rate in the experimental rig.

Trail | Elapsed [Start Level | End Level |Level Drop| Length of |Width of | Volume | Volume |Flow Rate
No. Time the tank | the tank
(s) (cm) (cm) (cm) (cm) (cm) (cm3) (Litre) (1/s)
1 420 16.7 10.6 6.1 76 50.5 | 23411.8 | 23.412 0.056
2 420 16.65 10.8 5.85 76 50.5 | 22452.3 | 22.452 0.053
3 420 17.2 11.7 5.5 76 50.5 21109.0 | 21.109 0.050
Average Flow
Rate (I/s) 0.053
Table 3-2: Calculated Average leak amount in litre per second
Trail | Elapsed |StartLevel| End Level |Level Drop| Length of | widith of | the leak Leak Leak Rate
No. Time the tank | thetank | volume | Volume
(s) (cm) (cm) (cm) (cm) (cm) (cm3) (Litre) (I/s)
1 60 215 21.24 0.26 76 50.5 997.9 0.998 0.017
2 60 19.95 19.7 0.25 76 50.5 959.5 0.960 0.016
3 60 19.15 18.81 0.34 76 50.5 1304.9 1.305 0.022
4 60 18.2 17.9 0.3 76 50.5 1151.4 1.151 0.019
5 60 17.3 16.98 0.32 76 50.5 1228.2 1.228 0.020
6 60 16.3 16.01 0.29 76 50.5 1113.0 1.113 0.019
7 60 15.35 15.35 0.27 76 50.5 1036.3 1.036 0.017
Average Leak Rate
8 0.019
(1/s)

As the difference between the experimental pipeline parameters and the real pipeline

parameters is notable, the amount of heat absorbed (or released) by the GMRP pipeline
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is thought to be much more than the amount absorbed (or released) in the experimental

pipeline.

2m
Cover

110mm

Cover
4m
Dia

20mm
Dia

GMRP PCCP Pipeline Cross Section Experiment Pipeline Cross Section

Figure 3.3: Comparison between the actual and experimental pipeline
3.2.2. The initial design of the test rig:

The initial design of the experimental rig used to monitor the test section of the buried
pipeline using two Infrared cameras (Flir 310A and IRISY'S as a high and low-resolution
thermal cameras) and monitored with other sensors (AE, pressure, flow sensors) as shown
Figure 3.4. The rig consists of a pipeline with inlet/outlet water tank, water pump and
valves to control water flow. The test area consists of a box filled with soil in which part
of the pipeline is passing through it to simulate actual buried pipeline. The test area has
been surrounded by polystyrene pieces to avert the heat effect of the surroundings in order
to reduce heat loss and to have a more real simulation for the tested area. The pipeline is
buried 110 mm deep under the surface which is about 5 times of the pipe diameter. The

type of pipe material is a plastic material, which is known with less heat conductivity.

The pipeline system is consisting of water tanks and water pump plus several sensors and
data acquisition devices, thermal cameras, and visual camera used. The buried section of
the pipeline which is the section to be monitored contains a hole to resemble the leak
point as shown in Figure 3.5 and Figure 3.6. The hole will be plugged and opened at
random times to simulate sudden leak starts at an unidentified time. The pipeline is
pressurised under the normal pressure of the water pump and the head available in the
system. To control the pressure in the pipeline, a ball valve is installed at the end of the
pipeline. The end control valve is used to increase the pressure to test the system in

different pressure rates.
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Figure 3.4: Concept Experimental Rig

The pipeline is tested for the leakage while it is buried in the soil with no asphalt or
concrete slabs on the top. The second stage of the experimental work, which is the buried
section is covered by concrete slabs above the buried section of the pipeline to simulate

the condition where the pipeline passes under a road or a walkway.
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Figure 3.5: Buried test section.
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Figure 3.6: Buried section with leak point in 3D drawing

3.3. Experimental work scenarios

A number of experiments are carried out on the test rig. All the required parameters such
as the acoustic emission, pressure, flow rate as well as thermal and visual images, are
monitored continuously while the experiments are running. All required data (signals and

images) is collected using the in-house made software.

For testing the thermal camera and use them in leak detection the rig equipped with an
infrared light to simulate the day and night. First, few experiments used for verification
and comparison purpose to examine the ability of the low-resolution camera in detecting
the leakage compared to the high-resolution camera. For this purpose, a modern high-
resolution camera used in-line with the low-resolution camera. The temperature of the

water varied from very cold to average (warm) temperature.

For leak detection using sensors, the rig fitted with end control valve at the end side of
the downstream section. The end control valve is used to control the pressure in the
pipeline to produce a different situation of pressurised pipeline. Acoustic emission
accelerometer, pressure sensors, flow sensor are installed to acquire the data during the

operation of the system.
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Leakage in the test area started at random times relative to the days in each experiment
(for example, early morning, midday, early night, midnight and so on). A big number of
the experiments ran with an uncovered plain soil to represent a situation similar to GMRP
which is running in the Sahara (no concrete slab above it). In the last few experiments, a
slab of concrete has been used to cover the test area to verify the ability of the thermal

cameras in detecting the leakage through the concrete slab.
3.4. Thermal image processing for water leak detection.

On completion of the experimental work and collecting the required images, the images
are subjected to processing in order to extract the useful information (features). The
images are classified to no-leak and leak images as they are containing the information
of the leak. Commonly, the raw images acquired by the cameras do not show much useful
information. Images from both cameras need extra processing to ease the process of
feature extraction. In the case of the no-leak condition, the images show either nothing
(noisy image) or they show the pipeline traces. As mentioned in the previous paragraph
3.3, the result of the image processing is used to compare the low-resolution camera
(IRISY) with the high-resolution camera (Flir 310A) to check the ability of the low-
resolution camera in detecting leakages and pipeline traces as good as the high-

resolution.

The processed image is used in detecting the leakage and deciding which best time of

detection.
3.5. Field work

A field test is carried out in a real environment condition in Libya. The purpose of the
field work is to investigate the ability of the thermal technology and the low-resolution
camera (IRISYS) and to work in a real hot environment for water leak detection. The
work carried out by digging a trench in an open area exposed to environmental conditions.
A plastic water tube buried in the trench. The IRISYS camera located on one side of the
trench. The experiment carried out during two complete cycles of day and night
continually (48 hours). A large number of visual and thermal images is collected and

subject to processing and analysis.
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The equipment used in this work are the IRISYS thermal imager, Laptop with acquiring
software, Water tube, and two electronic thermometers for monitoring water and

environment temperatures.
3.6. Designing the suggested ASPS approach for water leak detection

The suggested ASPS for water leak detection system is designed based on the original
ASPS approach which has been studied, designed, and confirmed earlier by Al-Habaibeh,
(2000) [32]. As explained previously there are a lack of the use of the fusion systems for
water leak detection as the available systems are based either on a single technique or
multiple techniques without being used as a fusion system. The suggested new ASPS
approach for water leak detection employs multiple sensors and cameras for acquiring
signal and image as fusion system. The approach is carried out by extracting the best
sensory characteristic features (SCFs) that indicate the state of the tested pipeline system

for leak identification.
3.6.1. Main structure of the ASPS approach:

The idea of the proposed ASPS approach is simple to understand but requires precise
systematic steps to be performed successfully. Figure 3.7 shows the schematic diagram
of the proposed approach for water leakage detection. The approach is based on getting
the data from the available or selected standard devices such as sensors and cameras (1D
& 2D sensors). Once the data is collected it is subjected to preparation (pre-processing)
by determining the region of interest (ROI) to ease the extraction of the required
information from it by removing any distracted or unwanted parts of either the image or
the signal. The ROI can be automated to ease the processing of large numbers of images
and signals. The process of selecting the ROI is explained in the signal and image

processing section.

The prepared signals or images then subjected to processing using advanced techniques
of signal and image processing such as Fast Fourier Transform and Discrete Wavelet
Transform to extract the required features that can easily differentiate between the status

of the monitored system before and after the searched event.
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Figure 3.7: General schematic diagram for the proposed ASPS
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On processing the data, a mathematical approach such as linear regression approach or a
simple approach of calculating the difference in percentage along with statistical
functions is used to differentiate between the two situations of the healthy condition and
the unhealthy condition (No-leak and leak). The statistical functions such as mean,
standard deviation, maximum, minimum, and so on are used to obtain a value for the both
conditions. The magnitude of the slope or the percentage of the difference is the criteria
that are used to select the sensitive feature of the sensors and cameras. This obtained
feature is telling whether the sensor or the camera is able to detect any changes in the
situation of the system. The extracted feature is also telling which best signal or image
processing technique to be used as the different techniques give different results of the
same signal or image. The selected features are ranked in ascending order from the best
to the worst sensitivity then divided into groups called systems. Each group represents

one complete system contains sensor(s) and processing techniques.

The information collected from the signals and images is tested with artificial intelligent
techniques such as Neural Network to decide the condition of the designed system. The
following step is to reduce the cost of the produced system by removing some sensors or
cameras and choose which better combination of sensors and images can do the job

without affecting the results. With this, the appropriate fusion system is designed.
3.6.2. Linear Regression Analysis

The linear Regressing Analysis is a mathematical approach for modelling the relationship
between dependent and independent variables. The parameters of the flowing water in
the pipeline or the parameters in the area nearby the pipeline is changing once the leak
occurs. This change in the parameters is affecting the sensory characteristic features SCFs
values. As an example, the leak changes the pressure inside the pipeline system and the
temperature of the soil in the area nearby the leak. The SCF value changes based on that
change in the parameters. Some of these features (the SCFs) can change dramatically to
a higher or lower value with the change in the parameters while others give a random
change that cannot be used to judge the situation. The linear regression of the extracted
SCFs is high in the first case and low in the second case. The SCF with higher linear
regression value will be classified as high sensitive SCF and the one with low linear

regression will be classified as low sensitive SCF. The slope value of the trend line is high
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with the high sensitive SCF and low with the low sensitive SCF. The slope is a good

indicator for the SCF sensitivity.

Figure 3.8 shows three examples of the extracted features. The figure explains the
sensitivity of the SCF. The high sensitive SCF based on the value of the slope can be used
to indicate the status of the tested items. The SCFs with a higher sensitivity is used in the
designing stage of the best monitoring system and used later in the monitoring system as

a part of the fusion system to be used for monitoring.
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Figure 3.8: High and low sensitive features for leak detection

The selected SCFs is considered of high sensitivity when they produce a higher slope
value if there is a change in the condition. The features are extracted from the raw data,
and the processed data. Fast Fourier Transform and Discrete Wavelet Transform will be
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used to process the raw data. In other words, each set of signals and images will be

subjected to multiple forms of extracting useful features from them.
3.6.3.  Use of the percentage in calculating the sensitivity (%)

The change in the condition of the monitored system generates a difference in value
between the old and the new condition. The sensitivity of the SCFs can be calculated
using the percentage of the different (Delta) between the two situations. A higher
percentage value is a higher sensitivity feature (SCF). The percentage is calculated by
getting the absolute value of the difference divided by the maximum difference. The
equation below is used to calculate the percentage. This method is precise in
distinguishing the two conditions of the sample as it gives a readily normalised data

ranging from 0 to 1.
A= Max — Min (3-1)

the percentage = |Max — Min|/Max diff (3-2)

The maximum difference in equation (3-1) is the maximum distance between the two

peaks of the samples. There are three cases for to calculate the maximum difference. The

cases are shown in the following figures.

The first case when both samples of data are positive. In this case, the maximum

difference is the max value (Figure 3.9).
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Figure 3.9: The maximum difference is equal to maximum value

The second case when the both samples are negative. The maximum difference, in this

case, is equal to the absolute minimum (Figure 3.10).
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Max Difference

Methodology

Figure 3.10: The maximum difference is equal to absolute minimum value

The third case is when two samples have different sign. In this case, the maximum

difference is bigger than the maximum value and the absolute minimum and equal to delta

which means the percentage of difference is at its peak value and equals to one (Figure

3.11).
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Figure 3.11: The maximum difference is equal to distance between the two peaks.

3.6.4. Example of the sensitivity calculation in accordance to the ASPS approach

1- Get the processed data of the sensors for the both conditions (Before leak and

After Leak)

Sensor 1

Before

5.063005
2.561379
7.706492
3.075871
8.341151

After

7.330257
2.108888
2.294262
10.33423
6.731599

Sensor 1

Before

4.285821
3.384286

0.32684
3.626808
3.047946

After

4.379105
1.28608
4.04881

0.393423

1.930274

2- Get the features by calculating the percentage of delta of the data in each sensor
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F1S1 0.3093 F1S2 0.021302

F2S1 0.176659 F2S2 0.619985
F3S1 0.702295 F3S2 0.919275
F4S1 0.702361 F4S2 0.891524
F551 0.192965 F552 0.366697

3- Join the features of all sensors to establish the associated matrix ASM.

Numerical ASM Visual R':%r'(\e/fentatlon
F1 0.3093 0.021302 F1 0.8
F2  0.176659 0.619985 F2 0.6
F3 0.702295 0.919275 F3 04
F4 (.702361 0.891524 Fa4 02
F5 0.192965 0.366697 F5

s1 S2 ' S1 S2

4- Create the stability matrix SM by calculating the standard deviation of multiple
ASMs from different experiments.

0.8
0.6
o]
0.4
o)
-8 0.2
o]
0.2

Stability Matrix

Standard
Deviation

—

F1
F2

0
0.6

5- Calculate the resultant associated matrix RASM from the original data based on
the ASMs.

F3
F4

F5

S1 52

SM = O-(AMl, AMz, AM3, ...,AM—n) (3'3)
Where:

SM: the Stability Matrix and 6: the standard deviation

6- Arrange the features vertically then rank them in ascending order
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The features The features

arranged vertically Ranked (Z-A)
F1S1 0.3093 F3s2 0.919275
F251 0.176659 F4s2 0.891524
F3s1 0.702295 F4s1 0.702361
F4s1 0.702361 F351 0.702295
F551 0.192965 F252 0.619985
F1S2 0.021302 F552 0.366697
F252 0.619985 F1s1 0.3093
F3s2 0.919275 F551 0.192965
F4s2 0.891524 F251 0.176659
F552 0.366697 F1S2 0.021302

7- Divide the ranked features to systems as in accordance to sensitivity

System 1 System 2
F352 0.919275 F5S2 0.366697
F4s2 0.891524 F1S1 0.3093
F4s1 0.702361 F551 0.192965
F351 0.702295 F251 0.176659
F2S2 0.619985 F1S2 0.021302

8- Test the systems sensitivity using neural network algorithms

3.7. Data Processing and Analysis Techniques:

The data collected in this research work is divided into two categories, Signal and Images
or in other word 1D and 2D signals. Both will be subjected to processing to extract the
required information and features which are necessary for designing the proposed ASPS

system.
3.7.1.  Pre-processing:

Images and signal are required to be pre-processed in order to remove unwanted noise to
facilitate the processing and extracting the useful features. The unwanted noise exists in
any image and/or signal causes confusion and leads to inaccurate results. Usually, any
collected data (signals or images) have extra parts that might affect the processing

operation. The Region of Interest (ROI) is the targeted area for testing and monitoring.
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The ROI is a part of image/signal to be processed and analysed. As the images and/or
signals are collected in many numbers for known area, it is possible to automate the
process to delete the unwanted regions. Figure 3.12 shows an example for selecting the

ROI and discarding the unwanted parts.

” E
-,
-~ ROl
*
Tested A.reraf L £ oy ROI

‘ The Test Area -
> 5 -

A
. .‘ a
’ .
- re
P e
. .7 v o
&Pt

A ';"."r"_u,_-.é
Figure 3.12: Region of interest in the visual image.

3.7.2.  Signal Processing techniques:

In the image/signal analysis and processing field, the signals have to be transformed to
facilitate its processing for easier extraction of the useful information from it. Signals are
classified to continues or discrete signals and time domain or frequency domain. Fourier

transform and wavelet transform are the main tools used in signal processing.
3.7.2.1. Time domain analysis

The signal is usually captured in the time domain. The time domain signal describes the
event in a period of time, However, in general, the time domain signal do not emit enough
information and whereas the vital information is hidden in the frequencies [107]. To
extract features from a time domain signal, statistical analysis function such as the

maximum, minimum, mean and standard deviation are used.
3.7.2.2.  Frequency domain analysis

As the time domain do not show the hidden information in it, the signal transformed to
frequency form presents the hidden information clearer than the time domain. Any real

world signal (raw signal) can be transformed to multiple sine waves. In the frequency
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domain signal resulted from the raw signal, the sine wave represented by a vertical line
[108]. (Figure 3.13 and Figure 3.14)

3.7.2.3. Fourier Transform:

Fourier transform named also Fourier analysis is a transform of the single from time
domain to frequency domain [33]. The Fourier transform reconstructs the signals and
distribute it based on their frequency values rather than align them as a series of historical
data based on time. The singularities in raw signals could not clear enough to be used as
features but the FFT make them clearer in the frequency mode. Variation in the amplitude
of the frequency of certain singularity from the searched signal could be a good indication
of a change in the system parameters. The change could be a change from intact system

to leaked system as the case in this research work. The equation (3-4)and (3-5) are for

Fourier Transform and the Inverse Fourier Transform [109].

F(w) = joo F(x)e ™*dx (3-4)

f(x) = i f_oooo F(w)e™*dw (3-5)

The Fourier transform function F(w) is the function of f(x) where:

i =v—1 (3-6)
e'® = cosO + i sind (3-7)
Raw Signal Frequency Signal
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Figure 3.13: The raw signal transformed to multiple frequency signals
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Figure 3.14: The frequency domain signal

3.7.2.4. Wavelet Transform:

Wavelet transform (WT) is decomposition of the signal into multiple signals with
different frequencies but keeps the time information as it also carries important features
that cannot be ignored [33]. The wavelet transform is a time-frequency analysis method
[4]. Compared to other time-frequency domain analysis, the wavelet transform is
considered one of the best because it is able to carry out multi-scale analysis [110]. Figure
3.15 shows the decomposition tree of the wavelet transform. Each new decomposition of
the signal can be decomposed in another level as same as the original signal. The process
can be reversed to reconstruct the signal back again. The approximation decomposition
is called the low pass and applies a scaling function coefficient (). While the detail

decomposition is called the high pass and applies the wavelet function coefficient [111].
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Figure 3.15: Wavelet Decomposition tree.
w(j,n) = X2 w(j — 1, m)h(2n — m) (3-8)

Wp (]! Tl) = %r;l=0 W(] - 1rm)g(2n - m) (3'9)

Where W is the scaling coefficient and Wh is the output

3.7.3.  Image processing

Image processing is the study of the representation and manipulation of pictorial
information [112]. The image processing is the process of enhancing, transforming,
changing the image to extract information (features) that cannot be seen in its original
state. The thermal image is actually a digital image where the temperature sensed from
an object is converted to a matrix to form the thermal image. Multiple image processing
techniques have been used in this research work to enhance the visualisation of the image
and to ease the operation of extracting the SCFs from it. The processing is carried out
using Matlab software which is an efficient tool for image processing. The following is a

brief of some of the used techniques.
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3.7.3.1. Thresholding

Is the process in which the image converted to black/white image (binary image) based
on selected threshold value. In the threshold process, any specific shape exists within the
image is extracted from the background using certain value [113]. The values below the
selected threshold become 0 (black) and the rest become 1 (white). Counting the
remaining pixels gives information about the remaining object such as its size.
Thresholding one of the most techniques used in image processing [112]. The threshold

changes the map of the image to grey scale.

Sty = 00f Gey) < Tay) (3-10)

Sayy =L i ey < Ty (3-11)

(a) (b)

*-0

Figure 3.16: Example of thresholding. (a) Thermal images with leak & (c) thermal images with
pipeline traces. (b) & (d) the binary images.

3.7.3.2. Edge Detection

Edge detection is the method in which the boundary between different shapes inside an
image is determined and highlighted. It is the process that locates the pixels in the
boundaries and then enhances it to increase its contrast against the background. The ideal
edge which can be located easily called step edge. While the usual edge is called the ramp
and changing gradually across several pixels (see Figure 3.17). In this case, the edge is
considered in the middle of the ramp [112]. Figure 3.18 shows an example of processed

image using edge detection technique.
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_I_ \
Step Ramp
edge edge

Figure 3.17: the step edge (a) and the ramp edge (b)

There are some known techniques to apply edge detection such as Sobel and Kirsch. Both

of them are using a mask to apply the edge detection (Equations (3-12) and (3-13)).

-1 0 1

S,=-2 0 1 (3-12)
-1 0 1
-1 -2 -1

S5=0 0 0 (3-13)
1 2 1

And there are two advanced techniques classified as Mathematical Edge Detectors. The

tow techniques are Canny and Infinite Symmetric Exponential.

Canny detection function.

My yy = \/Iylc(x» y)?*+ L (x, y)? (3-14)

Infinite Symmetric Exponential.

2 4fooof2(x)dx. fooof’z(x)dx
" f*(0)

(3-15)

@ o

» ¢>

Figure 3.18: Edge detection. (a) Thermal images with leak & (c) thermal images with pipeline
traces. (b) & (d) the images with edges.
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3.7.3.3.  Segmentation

The segmentation process is used to simplify the image to become easier for reading and
extracting useful information from it. It segregates the image contents to ease their
recognition and classification [114]. The segmentation is carried out simply by removing
the decimal value of the image pixels by rounding the value to nearest integer value would
increase the contrast of the image then apply another tool to select the required object
within the image. For complex segmentation process, advanced filters for image
processing such as median filter and histogram filter. The histogram enhances the contrast

of the image so it contents will be extinguished effortlessly.
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Figure 3.19: figure show two image after segmentation using integer value.
3.7.3.4. Filtering

There are multiple filtering techniques used in image processing such as histogram filter

and median filter. The filters used in noise reduction, segmentation.
1. Median Filter:

The median filter is nonlinear operation used to reduce the noise (sometimes called salt
and pepper) in the image. The median filter operates by replacing each pixel with the
median value of its neighbour [115]. The output image of the median filter is calculated

in equation (3-16)

Ixy) = med{f(x —i,y —j),i,j € W} (3-16)
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Where f(X,y) is the original image and g(X,y) is the output image. W is a two-dimensional

mask.

2. Histogram Filter:

The histogram filter describes the frequency of a pixel inside the image within the selected

region of interest [45]. The histogram enhances the contrast of the image.

N
@

Where:

M is the number of pixels in the image and N(g) is the number of grey level.

Figure 3.20: the figure shows the two image with histogram filter
3.7.4. The schematic diagram of the image processing method

Figure 3.21 shows the general schematic diagram for the method used in this project work
to acquire thermal images, processing it, and extract features from it to predict the no-
leak/leak status using a neural network. The figure shows both high and low-resolution

cameras used in this research work.
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3.8. Neural Networks

Computer scientists have always inspired by human brain (biological neural network) and
how it solves the problems [116]. The Artificial Neural networks (or Neural Networks as
usually called) is an attempt to mimic human brain in processing information and solving
problems by finding the correlation based on initial training target. It has been classified
as a new development in programming paradigm which is based on how human brain
process information [117]. The neural networks approach is the result of trails to produce
artificial tool based on mathematical modules started more than half century ago [112].
Over the last three decades, the use of neural network have expanded to cover all fields
and became applicable in many applications such as recognition, estimation, automation,
prediction, classification and so on. [118]. The neural network designed to deal with tasks
that have been classified as “easy-for-a-human, difficult-for-a-machine” [116]. They (the
Neural Networks) can handle complex nonlinear data, missing information, a large
number of parameters. And because of their learning nature, they can adjust themselves
to changes and find the relations between various parameters [119]. One the attractive
features of the neural networks it is based on training using existing data, not on
conventional analytical models and statistical assumptions [120]. Also, it has the ability
to learn [116]. The neural network is an intelligent tool that guesses the relationships
between a complex and non-linear data (input data) and generates the output with high
speed and high accuracy based on training [120]. Many researchers have found that the
sophisticated data-driven tools such as neural network give much less rate error when
compared to the conventional methods [121]. The use of neural networks saves the time
of data processing, saves costs, and improves quality [86]. The learning in network is

divided to several strategies [116]
1. Supervised learning

In this strategy the network guesses the answers then compares the answers with already
known correct target and adjust its output accordingly [122]. The network then,
readjusting the weights used in the neural network whenever there is a mismatch between
the output and the target. Back propagation neural network is one of the supervised
learning neural networks of the supervised learning strategy. In back propagation neural

networks, the output is supervised and compared with the target. The process is carried
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out by moving backwards and distribute the error on the weights that are connected to the
output then adjusting the weights in the layer before and so on until the adjustment of the
input weights. Once the input weights are adjusted the neural network moves forward
again to get new output. The process then repeated several times till the error becomes

zero and the target is reached.
2. Unsupervised learning

This strategy is used when the specific target is not available. In this case, the output will
be an estimation based on the criteria of the input data. Learning Vector Quantisation

(LVQ) is an example of this type of the neural networks.
3. Reinforcement learning

The reinforcement learning is built on observation where the decision will be taken

depending on whether the observation is negative or positive.
3.8.1.  Neural networks structure:

Neural networks consist in general from input, hidden layer, output, weights and biases.
The networks could be simple as one input layer, one hidden layer, and one output. The
feedforward network usually used with only one single layer with sigmoid activation
function [123]. As well as it could be very complex with multiple inputs, multiple hidden

layers, and multiple outputs. Figure 3.22 show two examples of simple and complex

network.
Simple Network Complex Network
put " Hidden Layer Input Hidden Layers old
W1 Output
Pl W6
W
0l
W3
P W7
W5

Figure 3.22: Example of neural networks structure.
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3.8.2.  Neural network transfer functions

Neural network uses optimisation function called transfer function. Those functions can
be used in the pre-processing stage or as incorporated part of the network [124]. The
functions are often used in the multilayer neural networks. The functions are named log-

sigmoid, tan-sigmoid, and purelin. See Figure 3.23.

a
A +1 A +1 A +1
L —
—/ -~ )
o D _/o n > n
0
1 3 / 4
Log-Sigmoid Tan-Sigmoid Purelin

Figure 3.23: The transfer functions

3.8.3.  How to employ neural networks?

Using neural networks requires few steps to be accomplished to achieve the desired
results. The neural network has to be learned correctly to produce correct results. Building
a neural network required the data first to be prepared and organised properly such as the
use of the normalisation. See Figure 3.24. The following steps summarise the procedure

of using the neural network.

1. Collect the data using data acquisition devices, sensors, and cameras.
2. Prepare the data for use (E.g. Normalization).
3. Choose a proper neural network (Feedforward, LVQ ... etc.).

4. Feed the neural network with the collected data and the required target for

training.
5. Train the network based on the target.

6. Validate and confirm that the neural network has trained correctly. Adjust the

weights as necessary.
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7. Test the network by feeding the network with a completely new different data but

of the same nature.

Input Neural Network
Output

O
Pre-Processing O 8 8 Propczssts-ing

O

Figure 3.24: Network pre-processing and post-processing diagram.

3.8.4. Example of neural networks application.

This example is to explain how the neural network are going to be used in water leak
detection. The example shows how the network train itself and reduces the errors by
adjusting the weights each time. The input data represent different states of the acquired
data. The input data consist of 120 sample data. Each sample have two inputs to the neural
data. The data categorised into four sections (Figure 3.25). The target is shown in Figure
3.26. From the data and the target it must be noted that only the target of the high/low

data is equal 2 while the others are equal 1.

Inputl High Inputl High Inputl Low Inputl Low
Input2 Low = Input2 High |  Input2 High + Input2 Low
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Figure 3.25: Example of Data
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Figure 3.26: The required target

As there are two inputs, four input weights should be there in the network as each input
have two weights. Figure 3.27 shows how the input weights are being corrected and
adjusted by the neural network in each loop until they became consistent and no more

adjustment is required because the desired output is reached.

100 T T T T T

—S— W1
—S— W2
—S— W3
O W3

Vanii

Figure 3.27: Weight correction graph

By correcting the weights in each time the error minimises as well. Figure 3.28 shows the
sequence of how the error has reduced in each loop. The error changed from 25 errors in
the first time to become 0 in the last loop. The method is carried out by adjusting the
weight in each loop and compare the output with the target, whenever there is an error
the weights is re-adjusted until the weights become consistent and the error minimised to
the lowest percentage of error. To prevent endless loop for the neural network a threshold

value of acceptable error percentage is set.
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Figure 3.28: Error Reduction Sequence

67



Chapter 3 Methodology

3.9. Proposal for the use of the thermal cameras for pipeline inspection:

In order to facilitate the application of the proposed ASPS, The thermal cameras could be
fixed in certain points for continuous monitoring especially for critical points of the
pipeline where leaks are most expected. It also can be used as a mobile camera in routine
inspection for the pipeline especially in large projects such GMRA or where it cannot be
fitted in open areas. To ease the matter, It is suggested that the camera would be better
used as a part of a sensor fusion system to confirm whether the leak exists or not.
Therefore, the use of mobile cameras fitted in an unmanned moving device to establish a
remote monitoring device would be an ideal idea. finding such devices is becoming
mandatory in monitoring systems at open wide environmental regions where the use of

devices with human intervention have several limitation [125].

The use of mobile cameras can be accomplished using several techniques. In this research
work it is suggested that the camera could be fitted with either quadcopter drone or a
helium balloon so the images can be taken from a higher and better point of sight. This
might require being joined with GPS system in order to record the location of the image

taken, see Figure 3.29 and Figure 3.30.
3.9.1. The thermal camera with a helium balloon:

For larger projects with longer distances pipeline in open areas the camera can be fitted

to a helium balloon. The balloon might be secured to a vehicle as shown in Figure 3.29.

Figure 3.29: An infrared camera and a GPS system attached to a helium balloon.
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3.9.2.  The thermal camera with quadcopter drone:

Another alternative is the use of the quadcopter drones to hold the camera and fly over
the whole pipeline for a routine inspection or only over the suspected area of leak for

inspection, Figure 3.30 is a 3D drawing for proposed drone.

Figure 3.30: An artistic impression of the quadcopter drone with infrared camera and a GPS
system.

3.10. Expected Contribution to Knowledge:
The following areas are expected to enhance the current state-of-the-art in knowledge:

e Evaluating a sensory fusion model to enhance the reliability of the detection of

water leakage in pipes.

e The evaluation of the ASPS approach for the selection of sensors and signal

processing methods.
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Investigating different types of artificial intelligence methods to detect water

leakage in pipes including neural networks and/or fuzzy logic.

e The novel use of combined infrared and visual image for the detection defects in
pipes.

e Investigating the effect of pipe material on the sensitivity of the condition

monitoring system.

e Investigating the scalability of the system.

3.11. Summary

This chapter has presented the investigation methodology used in the research work. The
work aims to enhance water leakage detection systems by addressing the drawbacks in
the currently available systems in the water industry. An Automated Sensory Fusion
Approach (ASPS) has been proposed and illustrated for the use in monitoring systems
and water leakage detection and location. A test rig will be built with the necessary
sensors and data acquisition system to capture the images and signals for analysis.
Artificial intelligence systems will be used to search for the information related to pipe

defects and/or water leakage.
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Chapter 4. Experimental Rig Setup:

4.1. System Requirement:

In order to implement the experimental work based on the suggested methodology, an
experimental test rig of pipeline system with necessary sensors and cameras (thermal and
visual) designed and installed in the laboratory, as well as a software able to collect data
and images has been programmed. The test rig has been completely designed and
constructed in the university laboratory. All instrumentations wired, connected,
programmed and were tested in situ. The rig designed to resemble actual situation of
buried pipeline and provided with infrared light for heating purpose to simulate the sun.

Figure 4.1 illustrates the basic requirement to monitor the pipeline.

Data Acquinng

Figure 4.1: Basic view for the Computer software& hardware
4.2. Computer Software/Hardware:

To accomplish this project, special software is needed. The software must be able to read
data from data acquiring device and capturing both infrared images and visual images for
the inspected pipeline in order to determine the suspected leak points. To reach this
purpose, two software have been developed. The first software has been created using
Visual Basic.NET and second one developed by using LabVIEW. The software will
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require hardware components such as Data Acquisition Device connected to several

sensors, visual camera and Infrared camera.
4.2.1. VB.NET Based Condition Monitoring Software:

Figure 4.2 shows the GUI of the VB Based Monitoring Software created by using the
programming language Visual Basic.Net for this project. The Software is capable of

capturing data (temperature or pressure readings), thermal images and visual images.

Figure 4.2 shows the in-house VB.net software in the background and is being used with
the low-resolution camera (IRISYS). The Flir software in the foreground is used for the
high-resolution camera (Flir A310). Both programs have successfully been tested with
data acquisition devices and the cameras (Digital and Thermal cameras). The software is
acquiring and saving a sequence of the captured data and images as required. Figure 4.3

shows the software during the capturing process with part of the rig.

File Setting Repot Window Help
d-@-d w“

wy Burst Control Panel oll@ls o DataForm

Run Mode GrowpBad Start Date/Time
Oemo Mo of OB FUIR IR Camera Player version 22.7
. tom) Sarcie [ Fle Devices Options View Help
smref| P B R PP @AFS
fron  +] [weca(swoxa0) =] [toore +] | ~]

GroupBox2
Craroel 1
ChamelVee 0 ~

Ready

"Aa®g a
Figure 4.2: Screen capture of the software under operation, for leakage detection experiment. The

GUI shows visual camera image, the low-resolution thermal camera and the high-resolution
thermal camera.
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Figure 4.3: Part of the experimental rig with laptop during image and data acquiring process.
4.2.2. LabVIEW software

LabVIEW (Laboratory Virtual Instrument Engineering Workbench) is a visual
programing language designed for data acquisition by National Instrument. The source
code of this language is based on structural block diagrams in which the programmers

connects the block through connecting wires and nodes to build the program.

The LabVIEW used in this project to create two programs that can acquire data from the
two flow sensors, two pressure sensors, and two AE sensors. Figure 4.4 and Figure 4.5

show the GUI for the two programs.
4.2.3. Matlab

One of the powerful tools used in the analysis work and developing algorithms in this
project is Matlab software. It is a high level programming language software with an
interactive environment. It is classified as a matrix-oriented programming language. With
Matlab, users can develop applications for image and signal processing, control systems,

computational finance [126].
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4.3. The experimental test rig:

Figure 4.6 and Figure 4.7 show the final design of the rigs (2D and 3D) which
implemented in the laboratory. The figure shows the complete test rig as it has been built
in the laboratory. The rig consists of the pipeline, the test area, the high-resolution camera,
the low-resolution camera, the infrared light, the water pump, the water source tank, the

cooling machine, and the sensors (AE, pressure, flowmeter).

m % IRISYS IR Camera
. IR Light
(Heating) FlirIR Camera
] i =
<
Test Area (Buried Pipeline)
Water 2 - : o
cooler _ _
Water| &
H Tank
1 Water -
Pump
e 13 i |
7} LT 2] 7]
—

Figure 4.6: The final design of the experimental test rig.

Figure 4.7: Final design of the Experimental Rig in 3D view.
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4.3.1. Experiment Rig Setting Up Work:

The actual experimental rig is shown in Figure 4.8. All the pipe work and sensors

installation installed in the lab.

IRISYS
Camera
-
Water 4,,3 = Heating
Pipe Light
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Figure 4.8: The complete actual test rig during operation
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4.4, Sensors and Monitoring Devices:

4.4.1. Thermal Camera (IRISYS 1011):

Figure 4.9: IRISYS Series 1011 Thermal Imager

The used IRISYS 1011 camera in this project is a low-resolution and low-cost infrared
imager that can be easily used as a measuring device for temperature. Despite its low-
resolution and low-cost it is still an excellent camera in thermal imaging techniques. It
operates by either four standard AA size batteries or AC power. The thermal imager is
connected to the computer through RS232 serial cable. Getting data of any image using
this device requires sending a trigger command to the thermal imager to start and then
sending back the image data. It programmed and worked with the in-house made software
successfully. The IRISYS produces a 16x16 low-resolution image which can be
transferred to a better resolution using interpolation method to enhance its visibility for
human [46].

16X16 Image 128X128 Image

—

20 40 60 80

Figure 4.10: IRISYS Original Image and processed image.
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The process of capturing data with this image starts with capturing the data in a form of
one dimension array. The array then converted to matrix of temperatures processed using
interpolation technique by a software such as Matlab to produce high-resolution images
in different image techniques. Figure 4.10 shows the 16X16 original image created from
IRISYS one dimension data and the 128X128 final processed image.

4.4.2. Low-resolution Camera setting up:

In order to take the image of the exactly tested area, the corners and the centre of the
tested area marked using small five hot water cups. The cups located in each corner so

the camera adjusted accordingly.

Figure 4.11: Adjusting the low-resolution camera

4.4.3. IRISYS Calibration:

The thermal camera tested to make sure that it is capturing and correctly measuring the
temperature of the targeted area. The following image shows the result of a heated surface
with a spot of water on it. Figure 4.12 shows that the point located on the water spot is
cooler than the one located outside of water spot. The camera showed temperature of the
surface close to actual temperatures measured for the soil as the emissivity of the dry soil

and the saturated soil with water is high and ranges from 0.92 to 0.95.
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Temperature °C

Figure 4.12: IRISYS image shows water spot.

4.4.4. Flir Camera A310f

Figure 4.13: Flir IR Camera A310f.

Flir A310f is a relatively high cost, a high-resolution infrared camera of f-series camera
with network connectivity. This camera takes videos and images and can be controlled
online over a network. The resolution of the camera is 640X480 pixels that can produce
images of greater details and superior detection. The camera is normally used for
monitoring, process monitoring, quality control, fire detection in hazardous areas as well

as a security camera.

Despite the camera producing high-resolution and high-quality images, the images
require extra processing to extract the required features.

79



Chapter 4 Experimental Rig Set-up

Original Image Processed Image
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Figure 4.14: Flir Original Image and processed image.

4.45. Flir camera calibration:

The Flir camera has been subjected to test to make sure that it is been set correctly and
read correct temperature. The camera found to give temperature close to actual
temperature. Figure 4.15 shows a cold spot which is the water on the soil surface. The
camera showed temperature of the surface close to actual temperatures measured for the

soil as the emissivity of the dry soil and the saturated soil with water is high and ranges
from 0.92 to 0.95.
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Figure 4.15: Flir image shows water spot
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4.4.6. Visual Camera (Microsoft Web Cam):

It is a 1.3 megapixel HD video capture and 5.0 megapixel interpolated image capture
ability. The camera can be easily plugged into computers through USB connection. It has

an adjusting ring around the lens to adjust the lens focusing Figure 4.16 and Figure 4.17

(b)

———
:&ﬁé""—r’ a

Figure 4.17: The test area as seen by the visual camera.
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4.5. Data Acquisition Devices
45.1. LabJack U12

LabJack U12 (Figure 4.18) is a data acquisition device that can be used to connect several
instruments to the computer. The LabJack U12 designed to operate with PCs running
Microsoft Windows. The device does not need external power supply as it is simply
connected to computers through USB connection which provides power and
communication. The LabJack U12 has 8 terminals for analogue input signals. These
signals utilised as eight single channels, four differential channels or combinations in

between.

www.labjack.com

A LabJack™ '

Figure 4.18: The LabJack U12.

. Pressure | = Flow ‘ Temperature
' sensors | | sensors Sensors

Figure 4.19: The data acquisition in situ.
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4.5.2. National Instruments DAQ USB

National Instruments data acquisition device is a high frequency and high accuracy data
acquisition device with a high sampling rate up to 652k sample per second. This device
has been dedicated to the AE sensor for its high-frequency data acquisition rate. The

device provided with 32 analog inputs at 18 bits and up to 4 analog outputs.

(@) (b)

W7 NATIONAL e
)® INSTRUMENTS

Figure 4.20: National instruments data acquisition device. Image (a) before connection. Image (b)
after connection.

4.6. Sensors:

In order to capture the required signals a special set of sensors are installed on the test rig.
All the sensors are connected to a computer system through the data acquisition devices
to record the data by using the in-house software. The used sensors in this project are

Pressure sensors, Acoustic emission sensors, Flowmeters, and temperature sensors.
4.6.1. Pressure Sensor

It is a series voltage pressure transducer. It is an absolute, sealed pressure gauge sensor
with maximum pressure operates in environment with -20 °C to 125 °C and produces

analogue output of 0-5v. Its accuracy is 0.25%. The range of the sensor is 0 to 6 bar.
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Figure 4.21: Pressure sensor
4.6.1.1. Calibrating the pressure sensors

Two pressure sensors are used in this work. One is installed in the upstream side and the
other in the downstream side. Before use, both sensors have been subjected to in-situ
calibration at the same level in order to confirm that both pressure sensors produce an
identical reading. (Figure 4.22).

Figure 4.22: Calibrating the pressure sensors

Figure 4.23 shows the result of the calibration results. As the output of the sensors is in
volts, the readings converted into bars. The output of the sensor is 0-5V according to the
specification provided by the data sheet and corresponds to 0-6bar. Therefore, the output
can be easily coveted from volts to bars by multiplying the output value by 1.2 as a factor

of conversion.

Pressure= 1.2V 4-1)

The upper subplot of the calibration shows discrepancy in reading between the two

sensors when no pressure is applied (loose sensors). The two sensor is located on the same
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level on the ground and subjected to no pressure at all. The difference in reading is
calculated and used as a reference for corrections. The lower subplot shows the calibrated
results. By calculating the mean value of each sensor and subtract it form the results of

each sensor consequently the readings becomes identical at the same level and pressure.

(a) Pressure Sensors 1&2 before calibriation
T L L C C C
Pressure Sensor 01
< Pressure Sensor 02
=
o 05 |
=
o
>
0 r r r r r r
50 100 150 200 250 300
Time (S)
(b) Pressure Sensors 1&2 after calibriation
01 C L L C C C
Pressure Sensor 01
% 0.051 Pressure Sensor 02 ||
=
w 0 - -— an
=
C>U -0.05 - -
_01 r r r r r r
50 100 150 200 250 300
Time (s)

Figure 4.23: Calibration results for the pressure sensors. (a) Before calibration. (b) After
calibration. In this case, both sensors tested with no pressure applied. The sensors are loose and at
same level on ground.

Figure 4.24: The upstream pressure sensor in situ

The results of the two sensors (before and after calibration) once installed on the

pressurised pipeline Shown in Figure 4.25 . The pipeline operated in several conditions
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with the end valve open with different percentages from 100 to 0 and vice versa to get

those results.

(a) Pressure Sensors 1&2 before calibration

1L Pressure Sensor 01 |
0% Pressure Sensor 02
=08} 30% 30%
o 60% 60%
o 0.6 100% 100% -
S
S 04t m
0.2} N
0 | | 1 | |
50 100 150 200 250
Time (s)
(b) Pressure Sensors 1&2 after calibration
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05l Pressure Sensor 01 |
’ 0% Pressure Sensor 02
T o04f 30% S 30% |
I . ] 6% oo
0.3 (] ) 6 -
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S 02} 8
0.1F -
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Time (s)

Figure 4.25: Calibration of the two sensors with multiple end valve open percentage. The pressure
sensors before calibration (a). Pressure sensor 2 (downstream) incorrectly is higher than presser
sensor 1 (upstream). The pressure sensors after the calibration (b).

4.6.1.2. Verifying the sensitivity of the two pressure sensors to the leak

The sensitivity of the installed pressure sensors verified as a part of the calibration process
in order to detect the leak once it occurs by the sensors Figure 4.26. The results show that
the downstream sensor (sensor no. 2) is less sensitive to the leak than the downstream
sensor (sensor no. 1) especially when the end valve is at 100% open or 60% open. This

means that sensor 2 can detect the leak easily.
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Chapter 4
Pressure Sensors 1 (Leak/No-Leak status)
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Figure 4.26: Sensitivity of the pressure sensor to the leak. The % is the amount of opening and
closing the end valve to control the pressure in the pipeline.

4.6.2. Acoustic Emission Sensor: Piezotron Acoustic Emission Sensor

The sensor has high sensitivity and wide frequency range robust, suitable for industrial

use. It operates in -40°C to -60 °C temperature range. It operates with a Piezotron coupler.

The coupler has a built-in RMS converter and a limit switch for processing the high-

frequency acoustic emission signals received from the AE sensor (Figure 4.27). For

technical details see Appendix H.

Figure 4.27: Piezotron Acoustic Emission Sensor

(http://www.kistler.com/IT_en-it/13_Productfinder/App.8152B121/Acoustic-Emission-

Sensor.html)
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Figure 3.27 shows the AE sensor installed on the rig. There are two sensors on the rig.
One is installed on the upstream side which is located before the test area and the other

one is located on the downstream side after the test area.

Figure 4.28: Acoustic Emission Sensors 1 & 2 in situ.

4.6.2.1. AE sensor calibration:

The Piezotron Acoustic Emission Sensor is a new purchase from Kistler. This sensor is
calibrated in the factory (See appendix H).

4.6.3. Temperature Sensor:

The temperature sensor is installed on the rig for monitoring purposes to record the
temperature of the water, the pipe, and the environment. Similar to all installed sensors
the temperature sensor subject to calibration and programmed to work with the software.
Figure 4.29 shows the temperature sensor installed on the pipeline. Figure (a) shows the

sensor protected and (b) shows the sensor before protection.

(b)

Figure 4.29: Temperature Sensor in situ on the test rig.
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4.6.4. The Flowmeter

A simple flow transducers (sensor/switch) without Indicator from RS Company designed
to work with 4.5 - 16V dc and able to stand up to 20bar pressure used in this study. The
flowmeter measures the flow by providing a pulse frequency proportional to flow rate.
The pulse generated by LED and photodetector separated by a turbine. For technical
details see Appendix H.

Figure 4.30: The upstream flowmeter in situ

Figure 4.31 shows the wiring of the flowmeter and the connection to the data acquisition
device Labjack U12.

Figure 4.31: Wiring the flowmeter. Image (a) shows the wires of two flowmeters connected to the
Labjack U12. Image (b) shows the wiring for one flowmeter.
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4.6.4.1. Calibration of the flowmeter

The flowmeter is subjected to calibration before used in monitoring the flow. The
flowmeter counting the flow by the number of rotations of its built-in turbine. One
complete rotation of the turbine produces one complete pulse. In normal operation (End
Valve open 100%), in average, each 18 readings acquired from the flowmeter produce
one complete pulse (Figure 4.32). As shown in Figure 4.33, the flowmeter produces 16
to 17 pulse per second when the flow is intact and the end valve is 100% open. The pulses
per second converted to a litre per second in accordance with the results of the actual flow
measurements carried out manually in the laboratory (see Table 4-1). The measurement
performed by filling a container several times for the same period of time and calculating
the average of the amount of water filled the container. Accordingly, the average of water
flow per second is 0.053 I/s which means that each pulse resembles 0.0033 I/s
approximately. The calibration and the verification of the amount of water flowed per
second through the pipeline system identified by calculating the amount of water level

drop in the source tank.

Value (Volts)
=) }
)

5 10 15 20 25 30 35
Time (s)

Figure 4.32: Two complete pulses produced by the flowmeter.

Flowmeter Pulses in one second
6 o L U T L L

Value (Volts)

O L r r r
0 50 100 150 200 250 300

Number of readngs in one second

Figure 4.33: Original readings produced by the flowmeter per second in intact flow.
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4.6.4.2. Flow variation

When flow varies, the size of pulses varies as well because the number of the rotations of
the turbine inside the flow change by the amount of flow. When the speed of the turbine
increases the number of pulses increases and its size decreases while and vice versa. In

other words, larger size pulse lower flow and smaller size of pulses produce higher flow

fig.

" " Extra Low Flow ., High Flow | ~ Low Flow .
- 0 f+ >
EERINEEEE
\ ‘\l | | ’
05 \ | ‘, I [f | \
|' \/\ | \/ || \|\ || ;
o | R I

Figure 4.34: Variation of the flow

Table 4-1 shows the results of three trials of flow rate calculation where the amount of
flow is compared with the number of pulses. The main tank water level used in judging

the amount of water flowed in the assigned time.

Table 4-1: Experimental Rig Flow Rate Calculation

Trail Elapsed Time [Start Level End Level | Level Drop | Length | width Volume Volume Flow Rate
(Minute) (cm) (cm) (cm) (cm) | (cm) (cm3) (litre) (1/s)
1 7 16.7 10.6 6.1 76 50.5 23411.8 23.412 0.056
2 7 16.65 10.75 5.9 76 50.5 22644.2 22.644 0.054
3 7 17.2 11.7 5.5 76 50.5 21109 21.109 0.050

Average flow
(1/s)
0.0533

91



Chapter 4 Experimental Rig Set-up
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Figure 4.35: The response of the two flowmeters after calibration.

Figure 4.35 shows the profile of the flow rate per second for the two sensors together and
how their profile change and varying with the change of the flow amount. The flow is

controlled by closing and opening the end valve.

As shown in Figure 4.36 the flow rate via the two flowmeters before the leak is matching
together and changed once the leak started. After the leak, the downstream flowmeter
gave a higher flow rate as an extra amount of water escaped from the leak point. At the

same time, the amount of water flowing through the downstream flowmeter has reduced.

No-Leak Leak
L . N

Flow Sensor 01 | |
Flow Sensor 02

0.07 -

0.065 -

006 / Difference because |

0.055[ \ of the leak .
0.05 ‘ ‘ | ‘ | ‘

4900 4950 5000 5050 5100 5150

Time (s)
Figure 4.36: Flow rate change with leak for both upstream and downstream flow sensors

Flow (liters)
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4.6.5. Pipeline System Important components:
1. Water Pipe

The pipe is made of plastic material. The pipe with plastic material is selected because
the plastic is known as non-conductive material as well the signal in plastic material are

much weaker than the metallic material.
2. Water Tank

The main water tank is the main inlet and outlet point for water in the test rig. The water
runs in a loop and returns to the same tank. The water level in the tank is monitored
manually during the operation. Because the tank is the inlet and the outlet at the same
time, the level should remain unchanged all the time as the water returns to the same tank.

The amount of water lost because of the leak is calculated from the tank.
3. The Test Section (Test Area)

The test area is where the leaked pipe is located. It is a container (steel box) filled with

soil. The test piece of the pipe is passing through the test section. The Figure 4.37 shows

multiple photos of the test area in different situations.

\ o | >, 5
Figure 4.37: Test Area. (a) Empty and shows the test pipe. (b) The test box filled with soil. (c) The
test area covered with concrete. (d) The Test area with leak spot.
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4. Valves

The valves are a ball valve type to easily control the size of the valve opening. There are
several valves installed in the experimental rig to control the flow. The important valve
is the end control valve because it is used to control the flow and the pressure of the

pipeline.
5. The Water Pump

A centrifugal water pump with horizontal suction and vertical delivery used in the test
rig. The pump is driven by an electrical motor 220/240 with auto reset thermal trip for

overload protection.

Figure 4.38: the water pump/motor

4.6.6. Infrared light

An infrared light used in order to create an environmental condition inside the laboratory
similar to the real environmental condition in which the ground above the buried pipeline
system heated up by the sun during the daytime and cooled down at the night time. The
infrared light simulates the sun and heats up the test area when switched on. The period
in which the infrared light is switched off simulates the night time where the soil in the

test area cools down fig.
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Figure 4.39: infrared light in use
4.6.7. Cooling machine

A water cooler used to cool the water in the source tank to the required temperature in

each scenario of the experiments (Figure 4.40).

Figure 4.40: The water cooler connected to the source tank
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4.7. Summary

The chapter provided details about the experimental rig and explained each item to be
installed on the rig and illustrated their function. The use of its component. The chapter
introduced the in-house software that used to save the data collected from different
sensors and cameras. Details about the used sensors and how they are connected to the
rig and how they have been wired, calibrated and linked to the software with the data

acquisition devices. It has been demonstrated how the sensors are operated successfully.

The experimental rig designed to match with a real environment of a hot place as it has
been equipped with infrared light which is used to simulate the sun. The rig also provided
with a cooling machine to be used in cooling the source water .The chapter detailed all

the work carried out to build the test rig inside the laboratory of the university.
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Chapter 5. Experimental work for infrared technology

5.1. Introduction

This chapter outlines the experimental work carried out in the lab using the high and the
low-resolution cameras. The high-resolution camera used only in the first few
experiments which have been assigned to investigate the ability of both Low-resolution
and high-resolution cameras in tracking the pathway of the buried pipeline and to detect
the leak. These experiments used to compare the two cameras. Both cameras have been
operated simultaneously to capture the same images in the same condition. The rest of
experiments carried out using the low-resolution camera only. Cooling of the source water
is used in some of the experiments to see the effect of the cold water in the detection
process. Also, an infrared light is used to heat up the test area surface to simulate the sun
when it is heating the ground. Figure 5.1 presents the main framework diagram of the

experimental work for infrared cameras.

Experimental Work
For
Infrared Technology

Low/High Resolution Low Resolution infrared
Infrared Cameras Camera
v \ 4
Day / Night Day / Night
(Heating/No-Heating) (Heating/No-Heating)

v v

{ v v

Soil
(No Cover)

Soil

Concrete Slab (No Cover)

Figure 5.1: Main framework diagram of the infrared thermal cameras

Table 5-1 shows the details of the infrared cameras experiments. The experiments varied
to simulate a different situation in a real environment. For example, the infrared light is

used to heat the surface of the tested area to simulate the sun in reality.

97



Chapter 5 Experimental work for infrared technology

Table 5-1: Details of the experiments.

Experiment High Low No- Cooling No- Heating Concrete
No Resoluiton | Resolution [No-Leak| Leak | Cooling (Water) Heating (Day) Soil Slab
' Camera Camera (Water) (Night) Y.
1 X X X X X X
2 X X X X X X
(Partial)

3 X X X X X X

4 X X X X X X

5 X X X X X X

6 X X X X X X

7 X X X XX X

8 X X X X X

9 X X X XX X

10 X X X X X

11 X X X X X
12 X X X X X

5.2. Description of the processed images

Figure 5.2 shows three thermal images. Image (a) shows neither the pipeline nor the leak.
Image (b) shows the pipeline as a thick vertical line. Image (c) shows the leak spot as a
dark spot in the centre. Figure 5.3 and Figure 5.4 shows the pipeline pathway and the leak
in 3D image respectively. Figure 5.5 shows the difference in temperature profile when

the image contains leak spot or the image contains the pipeline pathway.
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Figure 5.2: (a) image shows neither the leak nor the pipe, (b) image show the pipeline pathway, and

(c) an image shows the leak spot.
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Figure 5.3: 3D representation of the pipeline pathway in two different colour maps. (a) An image in

hot colour map and (b) is in jet colour map.

@)

(b)

Figure 5.4: 3D representation of the leak in two different colour maps. (a) An image in hot colour

map and (b) is in jet colour map.
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Figure 5.5: The figure shows the difference in temperature profile of the leak image and no-leak
image.

5.3. Experiment no. 1 (No-leak, No cooling, and No heating)

The experiment run for three hours and revealed neither pipe pathway nor the leak. No
cooling or No heating is used. Water temperature is 14.4 °C at the start and ended up with
15.6 °C. The temperature of the experiment room is 18 °C. Total of 81 images have been
captured. Figure 5.6 present the results of the low-resolution camera and Figure 5.7

presents the results of the high-resolution camera.
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Figure 5.6: Low-resolution camera images with max/min temperature graph.
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Figure 5.7: High-resolution camera images with max/min temperature graph.

The images of both cameras show no clear marks of the buried pipeline traces. However,
in the last few images, the high-resolution camera show some blurred marks of the
pipeline traces. As well as the low-resolution camera show some cold area in the middle
of the last few images just above the pipeline. The temperature profile graph of the
maximum and minimum temperatures in Figure 5.6 and Figure 5.7 for both cameras show
no much difference between the minimum and the maximum temperatures. Figure 5.8
show an image of the low-resolution camera and the temperature profile of three lines

across the image. Figure 5.9 show an image of the high-resolution camera and the

temperature profile of three lines across the image.

(a)

C

© 185}

Temperature

100 200 300 400 500

Figure 5.8: Image of the low-resolution camera (a). Graph of the temperature profile of the lines A,
B, and C across the image (b).
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Temperature °C
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Figure 5.9: Image of the high-resolution camera (a). Graph of the temperature profile of the lines
A, B, and C across the image (b).

5.4. Experiment no. 2 (No-Leak, Partial Cooling, and No-Heating)

This experiment has run for two and half hours. The water has been cooled to 10 °C at the
beginning of the experiment and then left without cooling to become 15 °C at the end of
the experiment. The temperature of the experiment room is 18.8 °C. Figure 5.10 and

Figure 5.11 show images with max/min temperatures for both cameras.
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Figure 5.10: Low-resolution camera images with max/min temperature graph.

The two temperature profiles in Figure 5.10 and Figure 5.11 of both cameras show marks
of the pipeline traces. However, the image from the high-resolution camera was clearer

than the low-resolution camera as shown in Figure 5.12.
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Figure 5.11: High-resolution camera images with max/min temperature graph.
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Figure 5.12: Image of the low-

resolution camera (a). Graph of the temperature profile of the lines
A, B, and C across the image (b).
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Figure 5.13: Image of the high-resolution camera (a). Graph of the temperature profile of the lines

A, B, and C across the image (b).

103



Chapter 5 Experimental work for infrared technology

This experiment demonstrates that after using a cooled water, both cameras have detected
the pipeline pathway in a shorter time. However, the high-resolution camera is more
precise than the low-resolution camera in finding the pathway. The series of images in
Figure 5.10 and Figure 5.11 show that while the water was cooler, the visibility of the
pathway was better in both cameras but when the water temperature increased, the
pipeline pathway in the last few images started to fade out. The temperature profile in
Figure 5.12 & Figure 5.13 shows lower temperature profile for the lines A, B, and C in

the middle section which is located exactly above the pipeline.
5.5. Experiment no. 3 (No Leak, Full cooling, No Heating)

In this experiment, extra cooling has been added to the source water and run for a longer
time than the previous ones. The experiment run for almost four hours. The temperature
of the water cooled to 5 °C. Using the cooling machine, the cooling process continued to
the end of the experiment with an average temperature of 5 °C. Figure 5.14 shows series
of images with max/min temperature of the low-resolution camera. Figure 5.15 shows a
series of images of the high-resolution camera with the min/max temperature. The
min/max graphs show an increase in the difference between the max and min with the

increase of the pipeline visibility.
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Figure 5.14: High-resolution camera images with max/min temperature graph.

This experiment has demonstrated that the continued cooling process of the source water
has provided better results for both cameras. Figure 5.16 (a) and Figure 5.17 (a) show a

clear pipeline pathway in the images. With cold water running in the pipeline, the cameras

104



Chapter 5 Experimental work for infrared technology

can detect the pipeline pathway so easily. Figure 5.16 (b) and Figure 5.17 (b) show how
the temperature profiles A, B, and C have a clear temperature drop in the middle.
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Figure 5.15: High-resolution Camera images with Max/Min temperature graph.
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Figure 5.16: Image of the low-resolution camera (a). Graph of the temperature profile of the lines
A, B, and C across the image (b).
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Figure 5.17: Image of the high-resolution camera (a). Graph of the temperature profile of the lines
A, B, and C across the image (b).
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5.6. Experiment no. 4 (No leak, Cooling, Heating)

The experiment run for eight hours. In this experiment, a heat source (Infrared light) is
used for the first time to heat up the surface of the tested area to simulate the sun. While
the surface is being heated up, the water is cooled as well. The temperature of the source
water has been kept low as much as 4°C along the time of the experiment. The average
room temperature is 25°C. The infrared light switched off one hour before the end of the
experiment. Figure 5.18 and Figure 5.19 show series of images for both cameras with the
max/min graph. The period of heating up the surface is shown in the figures. On switching

off the infrared light, the min/max graph showed a decrease in temperature.
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Figure 5.18: Low-resolution camera images with max/min temperature graph.
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Figure 5.19: High-resolution camera images with max/min temperature graph.
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Figure 5.20: Image of the low-resolution camera (a). Graph of the temperature profile of the lines

A, B, and C across the image (b).
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Figure 5.21: Image of the high-resolution camera (a). Graph of the temperature profile of the lines
A, B, and C across the image (b).

Figure 5.20 (a) and Figure 5.21 (a) show that both cameras have clearly identified the

pipe pathway. However, despite that the water is cool (4°C), the detection of the pathway

has delayed due to the heating up process. This experiment, show that the heating process

of the surface is causing a delay in the detection of the pathway. Figure 5.20 (b) and

Figure 5.21 (b) show a drop in the middle of the three temperature profiles.

5.7. Experiment no. 5 (Leak, No-cooling, Heating)

This is the first leak experiment. The leak hole is Imm. Water temperature average is
15°c. The surface heated using the infrared light. The leak started at the beginning of the

experiment.
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Figure 5.22: Low-resolution camera images with max/min temperature graph.
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Figure 5.23: High-resolution camera images with max/min temperature graph.

Figure 5.23 and Figure 5.24 show that the images of both cameras showed the leak from

the beginning. The leak started early once the heating started. This simulates an early

morning in reality when the leak starts and the sun did not heat the ground yet. For this

reason, the leak appeared quickly on the surface. Once the moisture of the leak reached

the surface it continued to appear because it is cooling the surface each time the sun heat

it up.
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Figure 5.24: Image of the low-resolution camera (a). Graph of the temperature profile of the lines
A, B, and C across the image (b).
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Figure 5.25: Image of the high-resolution camera (a). Graph of the temperature profile of the lines
A, B, and C across the image (b).

Figure 5.24 (a) and Figure 5.25 (a) show that both low and high-resolution camera has
detected the leak. Figure 5.24 (b) and Figure 5.25 (a) show that the profile of the line B
which crossing over the leak in both images has lower temperature profile than the lines
Aand C.

5.8. Experiment no. 6 (Leak, Cooling, Heating)

The leak starts half way the heating process to simulate the leak starting at mid-day. The
temperature of the water was 12 °C. Figure 5.26 and Figure 5.27 show that the leak with
both cameras did not appear properly for a while because of the heat from the infrared
light. The leak appeared clearly in both cameras after the infrared light is switched off.

This indicates the leak is detected at night.
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Figure 5.26: Low-resolution camera images with max/min temperature graph.
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Figure 5.27: High-resolution camera images with max/min temperature graph.
Figure 5.28 (a) and Figure 5.29 (a) show that the leak in both images and Figure 5.28 (b)

and Figure 5.29 (b) show that the profile of line (B) above the leak is lower than the

profiles

of A and C at the middle point.
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Temperature (°C)

Figure 5.28: Image of the low-resolution camera (a). Graph of the temperature profile of the lines
A, B, and C across the image (b).
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Figure 5.29: Image of the high-resolution camera (a). Graph of the temperature profile of the lines
A, B, and C across the image (b).

Figure 5.30 shows a 3D representation of the leak for both cameras (a) for the high-

resolution and (b) for the low-resolution camera.
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Figure 5.30: 3D image for the leak from both (a) Flir and (b) IRISYS

Both cameras detected the leak after the infrared light is off and they showed the leak and

ended up with almost similar thermal images and similar temperature profiles.
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5.9. Experiment no. 7 (Leak, Cooling, Two Cycles of heating)

Experimental work for infrared technology

In this experiment, only the IRISYS camera is used. The experiment simulates two

complete days and one night (night-day-night-day-night). The infrared switched on for a

period of time then switched off twice to simulate two days and nights. Figure 5.31 show

the images from the low-resolution camera and the max/min graph. The leak in this

experiment started the mid-time (mid-day) of the first cycle. The leak appeared just before

the end of the first cycle of heating. The leak continued to appear even in the next cycle

of heating.
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Figure 5.31: Low-resolution camera images with max/min temperature graph.

A

(b)

Temperature (°C)

b

20
%5

w B
40 %
50

Cc %5

0 J
100 0 ) a0 500

Figure 5.32: Image of the low-resolution camera (a). Graph of the temperature profile of the lines
A, B, and C across the image (b).
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Figure 5.32 (a) show the image with a clear leak spot and Figure 5.32 (b) show the
temperature profile show that the line (B) across the leak point has a lower temperature

in the middle than A and C. Figure 5.33 is a 3D representation of the leak.
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Figure 5.33: 3D image of the leak.

The camera is successful in detecting the leak. It did show the leak just before the infrared
light is switched off but the leak was unclear. After the infrared switched off in the first
cycle the leak became clearer. The leak continued to be clear in the thermal images even
when the infrared is switched on again. This indicates that the cooling has enhanced the

detection so the leak appeared before the heating stops
5.10. Experiment no. 8 (Leak, No Cooling, Heating)

Figure 5.34 show that the leak started before switching on the infrared light. This
experiment simulates a leak starts in the early morning before sunrise. The leak appeared
before the infrared light is switched on but with a blurry shape. The leak continued to

show even when the infrared light is switched on.
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Figure 5.34: Low-resolution camera images with max/min temperature graph.
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Figure 5.35: Image of the low-resolution camera (a). Graph of the temperature profile of the lines
A, B, and C across the image (b).

Figure 5.35 (a) shows that the thermal camera clearly detected the leak. The temperature
profile graph Figure 5.35 (b) shows a clear drop in the temperature profile of line B above

the leak point. Figure 5.36 shows 3D representation image of the leak spot.
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Figure 5.36: 3D image of the leak.

5.11. Experiment no. 9 (Leak, No Cooling, Two Cycles of heating)

Figure 5.37 shows the experiment images. The experiment simulates a leak starts on the
night after long hot day and then continued for another hot day. The case simulates a
summer season when the days are longer than nights. The leak did not appear until it is

early morning and continued to show even the infrared light is switched on again.
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Figure 5.37: Low-resolution Camera images with Max/Min temperature graph.
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Figure 5.38: Image of the low-resolution camera (a). Graph of the temperature profile of the lines
A, B, and C across the image (b).

Figure 5.38 (a) shows the leak image. Figure 5.38 (b) show the temperature profile of

line B above the leak is lower than the temperature profiles of A and C.

5.12. Experiment no. 10 (Leak, Cooling, Heating)

Figure 5.39 show that the leak started in the first half of the day. Cold water with
temperature 11°C is used in this experiment. The cooling machine continued to cool the

water to the end of the experiment.
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Figure 5.39: Low-resolution camera images with max/min temperature graph.
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Figure 5.40: Image of the low-resolution camera (a). Graph of the temperature profile of the lines
A, B, and C across the image (b).

Figure 5.40 (a) show that thermal camera detected the leak. Figure 5.40 (b) show that the
temperature profile of line B above the leak point is lower than the temperature profile of

A and C.

5.13. Experiment no. 11 (Leak, Cooling, Heating, Concrete Slab)

This experiment is one of the experiments in which a concrete slab is used to cover the

test area to simulate a pipeline buried under concrete walkway or road. The infrared is
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used to heat the surface of the concrete slab. Two days cycle is tested in this experiment.
Figure 5.41 shows that the leak started with the start of the second cycle of heating
(second day). The source water is cooled as well. Water temperature ranged from 10 °c
to 14 °c.
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Figure 5.41: Low-resolution camera images with max/min temperature graph for an experiment
with concrete slab.
Figure 5.42 (a) show that the low-resolution camera detected the leak even the test area
is covered with a concrete slab. Figure 5.42 (a) show the temperature profile above the

leak point is lower than the temperature profiles of the other two lines A and C.
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Figure 5.42: Image of the low-resolution camera (a). Graph of the temperature profile of the lines
A, B, and C across the image (b).
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Figure 5.43: 3D image of the leak

5.14. Experiment no. 12 (Leak, No Cooling, No Heating, Concrete Slab)

Figure 5.44 shows the images for the concrete slab experiment. No cooling and no heating
are used in this experiment. This experiment simulates leak occurred at night time under

a walkway. The images in Figure 5.44 have showed the leak with some delay due to the

absence of the cooling.
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Figure 5.44: Low-resolution camera images with max/min temperature graph for an experiment
with concrete slab.
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Figure 5.45: Image of the low-resolution camera (a). Graph of the temperature profile of the lines
A, B, and C across the image (b).

5.15. Comparison between the high and low-resolution cameras: (Flir & IRISYS).

5.15.1. Non-leak condition

In the No-leak condition, the processed images from both cameras have showed the
pipeline pathway successfully as a different colour along the image from the middle.

Figure 5.46 shows a group of images for both Flir and IRISYS of the same experiment
for comparison.

IRISYS

120



Chapter 5 Experimental work for infrared technology

5.15.2. Leak Condition
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Figure 5.47: IRISYS vs Flir in leak condition

Figure 5.47 is a group of images for Flir and IRISYS in the condition of the leak. Both
cameras have showed round shape inside the image which is the leak point. Again the

images are from the same experiment.
5.16. Comparison between Leak and no-leak condition.

In order to be able to compare leak and no-leak conditions using a line graph, at least
three temperature profile lines have to be plotted for a three locations across the pipeline.

The following examples are for IRISYS imager.
5.16.1. No-Leak Condition:

In the no-leak condition, the graph shows that any lines drawn across the image are of the
same or nearly the same temperature values in the middle point (Figure 5.48). That’s
because the pipeline is affecting the temperature of the surface above it. The figure shows

that the profiles of the three lines are identical to each other.
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5.16.2. Leak Condition:

Figure 5.49 shows that the only the profile of the line passing through the leak point has

a different profile with a temperature in the middle point and it would be easily detected
from other lines.
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Figure 5.49: IRISYS Image for leak condition

5.16.3. Differentiation between leak and no-leak condition using 3D Mesh Image.

The thermal image shows the leak as a spot on the suspected leak point while it shows
the path of the pipeline in case there is no leak. The 3D mesh image as in Figure 5.50
shows the leak as a ‘sinkhole’ in the middle of the suspected area while it shows the path
of the pipeline as a trench along the pipeline length.
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No Leak Leak

Figure 5.50: 3D image for leak and no leak conditions.
5.17. Using threshold technique to distinguish the leak and the pipe path.

Thresholding technique is one of the effective image process techniques. The
thresholding technique converts grayscale images to a binary image in which the image
consists of a foreground and a background only. The thresholding is used to isolate objects

and to easily extract them from the image.

Figure 5.51 shows a sequence of processed images using thresholding technique, the

pipeline is clearly shown as a vertical wide white line on the image.
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Figure 5.51: Example of leak detection pipeline pathway using threshold technique
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Figure 5.52: Example of leak detection sequence using threshold technique

Figure 5.52 demonstrates the leak detection process using threshold technique. The figure
shows that the size of the white round shapes which is the leak spot becomes smaller in
the middle group. This is because the heating process has restarted but because the leak
has already appeared before the heating process, it did not disappear totally and once the

heating stopped the leak spot started to grow up again.
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Figure 5.53: leak detection sequence using threshold technique.

Figure 5.53 shows an example when no cooling nor heating is used. The camera did detect

the leak clearly but with longer time than when cooling is used.

5.18. Merging the Visual Image and Thermal Image

As it has been observed from the images of the low-resolution thermal camera, the
thermal images do not clearly demonstrate the surroundings because it is produced with
low-resolution. The low-resolution thermal camera produces a vague image of 16x16
matrix created from the original vector data generated by the camera. Despite this matrix
of 16x16 can be interpolated and resized to a higher resolution of any number (in our case
it has been converted to 700x500 to match the tested area size), it is still requiring extra
processing to be understood and to describe its contents. As well as the visual image from

the webcam does not show the leakage unless the leakage appears on the surface.

125



Chapter 5 Experimental work for infrared technology

To overcome those two problems, to enhance the visibility of the thermal image and to
locate the leakage on the visual image, a combination of both the thermal and the visual
images was done to produce one readable image. The newly generated image should
definitely show the spot of the leakage on the visual image clearly. With this step, the
leakage would be located on reality perfectly and the thermal image would be interpreted
easily. The merging process requires some image pre-processing and processing
operations to get both thermal and visual images merged. The following paragraphs

illustrate how the process have been carried out.

Firstly, read both the original visual images and the thermal images (Figure 5.54). The
thermal imager has to be adjusted for the target area to take exactly the region of interest
ROL.

&

Figure 5.54: Original visual and thermal images

Secondly, crop and resize the images as necessary to match each other and to match with
the targeted area (Figure 5.55). After cropping, both images should have the same size
(same size matrix with the same number of pixels). In this case, it would be 700 rows by
500 columns to match the actual size of the test area. The actual size of the test area is
700 mm by 500 mm.
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Figure 5.55: Cropped and pre-processed images
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Thirdly, separate the true colours which are Red, Green, Blue (RGB) components of the
visual image to create three indexed matrices of the image. The thermal image is an index
matrix (one component) therefore, it will be used three times as it is. When the index
matrices are ready, add each matrix from the visual image to the thermal image (Figure
5.56). The true colour matrices of the visual image have to be converted to double
precision in order to be added to the thermal index matrix. Also, they have to be processed
with some filter (e.g. Median filter) to reduce the noise. All the indices have to be

normalised before adding so they will have the save weight.
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Figure 5.56: Process of combining the thermal and visual images

Finally, the resulted three index images have to be converted to an unsigned integer in
order to create the final RGB (Red, Green, and Blue) image in which both thermal and
visual are combined together. Figure 5.57 shows the final image with the leakage spot on
it. The image is now showing the leak spot on the exact location where the actual leak is.
In this technique, the whole thermal image transferred to the visual image. The visual
image shows the heat distribution on the whole surface where the dark areas are the
coldest. Instead, as in Figure 5.58, the thermal image could be converted to B/W image
with the leak spot in the middle by using threshold technique and then merge it with the
visual image to show the leakage spot only on the visual image.
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Figure 5.57: Final image of the combined thermal/visual image
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Figure 5.58: Merging the B/W of the thermal image to the visual image
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Figure 5.59: Example of merging both images from laboratory results

" Thermal Image

Figure 5.59 and Figure 5.60 show a detailed graphical explanation of the merging method
for both images (the thermal and the visual) resulted from the laboratory experiments as

well as from the field work.
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Figure 5.60: Example of merging the thermal/visual images from field work

5.19. Effect of colour on the thermal image

In order to investigate how the colour of the object is affecting the thermal image, a
printed paper of six known colours have been subjected to thermal image capturing. The
paper tested in both cold and hot conditions. The result revealed that once the object
exposed to heat, the dark colours becomes the hottest parts as it does absorb more heat
than the others. While in the cold condition the majority of the colours have a temperature

close to the temperature of the whole body.

Visual Image

-

Thermal Image
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Figure 5.61: Effect of colour on thermal image. Thermal image on the left and visual image on the
right.
Figure 5.62, illustrates the temperature profile of each colour on the test piece. From the
graph, it can be seen that the black colour has the higher temperature while the yellow

colour has the lower temperature.
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Figure 5.62: Temperature profile of each colour
5.20. Effect of different material on the thermal camera

The effect of different materials on the thermal image has been investigated. The
container has been made to hold six types of soil. The test sample subjected to external
heat source and the thermal images has been taken. The Figure 5.63 shows that some of
the material have absorbed more heat than the others. The darker soil material have more
temperature profile as shown in Figure 5.64. The other material have very close

temperature profile.

130



Chapter 5 Experimental work for infrared technology

= > : :
.'r'* e
2

Figure 5.63: Effect of material on thermal image. Thermal image at left and visual image at right
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Figure 5.64: Temperature profile of each material.
5.21. Summary:

The findings relating to the detection of the pipeline pathway and/or the leak using both
the high-resolution and the low-resolution (IRISYS and Flir) cameras are summarised as

follows:
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5.21.1.

5.21.2.

No Leak

When the temperature of the water and the surface are close to each other, both
cameras did not show any signs of the pipeline detection. Only blurry marks seen
in the last few images which means that water must be running for longer times

to detect the pipeline.

With some cooling, both cameras were able to detect the pipeline, however the

high-resolution showed images of a better profile than the low-resolution.

With extra cooling, both cameras detected the pipeline with no difficulty. The
profile clearly showed the pipe in both cameras.

Heating the surface has affected the detection despite the water is extra cold. This

means that during the sunshine the thermal cameras ability decrease.

The low-resolution camera was able to detect the pipelines similar to the high-
resolution camera if the correct image processing is selected.

Leak detection

If the leak started before or with the start of the heating period (sunrise) before it
heats the surface, the thermal cameras are able to detect the leak because the

surface did not heat up yet.

For the first stages of the leak, the best time to detect the leak is when the surface
IS not hot yet (night or early morning).

Once the moisture of the leak reaches the sub-surface or the surface, the leak will

appear on the thermal image even the surface is hot.

Use of cold water improves when the surface in not hot yet. If it is hot already,
the effect of cold water in detection will reduce.

The heat on the surface delays the leak detection as the surface absorbs more heat

more heat with time and prevent the moisture to cool the surface.

Once the water from the leak reaches the surface, the leak obviously become
detectable by the thermal cameras.
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7. The low-resolution camera is able to detect the leak similar to the high-resolution

camera.

8. The low-resolution camera image can be improved if combined with visual

cameras.
9. Selection of the correct image processing technique improves the detectability.

10. The correct selection of the region of interest is important to detect the leak as the

incorrect selection leads to false results.

11. Objects inside the image with a lower temperature than the leak point, negatively

affect the detection of the leak in the thermal image.

12. Colours and materials of the tested object have to be considered in the detection

process.

13. Visibility of the low-resolution camera can be enhanced by merging the visual

image with the thermal image of the low-resolution camera.

Generally, thermal technology is successful in detecting the leakage and both cameras are
able to detect the leakage. The low-resolution is able to detect the leakage similar to the
high-resolution. Cooling the source water improves the visibility of the leakage in the
thermal image. Overheating of the surface reduces the ability of both cameras in detecting
the leakage. The best time to detect the leak is at night. Selection the proper image

processing technique and the exact region of interest enhances the detection process.

In addition, enhancing the visibility of the low-resolution camera is investigated and
carried out by merging the visual image and the thermal image. As well as the effect of
the colours and the material under test is investigated and found they are affecting the

thermal image as the dark colour and some material are absorbing much heat than others.
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Chapter 6. Field Work Experiment (Libya)

6.1. Introduction

This chapter is discussing the field work test which has been carried out in Libya in a real
environment to test the technology of water leak detection in a buried pipe using low-
resolution thermal imager. The field work aims to collect a real environmental data
acquired by the thermal imager affected by real factors such the wind, the shade, and the
sun. The field work has been carried out in an open area with a natural atmosphere

condition in Benghazi city in Libya in October 2103.
6.2. The Field Work

The experimental work is started at the mid of a sunny day and continued with a non-stop
flow for 48 hours. The water source was from a normal tap connecting to a water pipeline

system.

The test area was in an open area directly exposed to sun rays most of the day with some
trees shade before the sun set. The nature of the ground of the selected test area is a mixed
backfill material of rocks and sand. A trench of about 270.0 mm deep excavated to install
a water tube of 24.0 mm diameter. The selected tube is made of plastic material which
known with its low thermal conductivity. The leak hole was one millimetre diameter to
create a slow leak. The cameras used in this experiment are the thermal imager IRISYS
and the digital web cam. The cameras are located in a wooden compartment to protect

them from direct sun rays and any other environmental factors.

Sun

Thermal Camera

Wind

Ground
oo o oo o oo

ﬁ’ipeline
The leak

Figure 6.1: Schematic diagram for the field work.
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In the first 24 hours of the experiment, no leak was allowed in order to test the ability of
the thermal camera to detect the buried pipeline (the water tube) of that size and material
in that environmental condition. Also to see the ability of the camera to detect a pipeline
buried in a depth with a backfill cover equals to ten times its diameter. The next 24 hours
(the second day) the water allowed to leak through the pre-prepared leak point to run for
24 hours. That was to check the ability of the cameras to detect the leak during the day
and night times. As well as to allocate the best time the camera can detect the leak. Figure
6.2 shows the general view of the experiment area showing the cameras’ compartment
and the test area. The photo in the figure is taken at the end of the experiment as the leak

is evident on the surface of the test area.

-

#

Figure 6.2: General view for the test area and the cameras’ compartment.
6.2.1. Thermal and Visual camera setup

Figure 6.3 shows the cameras and their setup. The digital camera fitted on the top of the
thermal camera and then fitted on a tripod. The cameras are located in a container as
shown in Figure 6.4 to protect them from exposure to direct sun rays and other

environmental influences.
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Figure 6.4: The cameras and the computer inside the compartment.

6.2.2. The Trench

The trench has been excavated in the test area in front of the camera compartment as
shown in Figure 6.5. The length of the trench is five meters long and its width is 270.0
mm. Figure 6.6 shows the depth of the trench measured at two different locations before
and after positioning the tube inside it. With this depth, the cover material above the tube

is ten times the tube diameter.

Figure 6.5: Image (a) shows the start of the excavation and image (b) shows the complete trench
with the tube.
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@ e

Figure 6.6: The depth of the trench with and without the tube at different locations.

S

6.2.3. The pipe

The used pipe is a reinforced flexible hose usually used in water irrigation systems. The
hose is a normal tube that is made of plastic material. The tube outside diameter is 24.0
mm (Figure 6.7). The reason for selecting this type of tubes is that their material is known

with its low thermal conductivity.

Figure 6.7: the size of the tube

6.2.4. The leakage Point

To have a leak during the test period, a steel wire with tapered end prepared to create the
leak hole. The leak hole made by inserting the tapered wire through the tube wall and left
it stuck in the tube to prevent any leak till the time of leak should start. The leak hole
made at a midpoint of the trench as shown in the next photos. It was located three meters

from the nearest end of the trench towards the cameras compartment. See Figure 6.8.
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Figure 6.8: Figure shows the steel wire inserted in the tube for the leak event.

6.2.5. Test Area Dimensions

The test area that can be detected by the thermal camera is identified and marked on land
and then measured. As the camera is placed at the inlet side of the test area and because
it is set on low height (2 meters), the test area that appears in both thermal and visual
camera is narrow at the inlet side and wide at the outlet side. The dimensions of the test

area are shown in Figure 6.9

SR TP S A B2 N o
s, S S 3 T
-~ v e " 4 - AR

Figure 6.9: Outlined image shows the‘test area boundary (back line) ar;d thé pathway of the pipe
(blue line).
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6.2.6. Water Flow:

Water flow has been measured manually each 15 to 20 minutes interval using one litre
size container. The process carried out by filling the one litre size container and
monitoring it using a stopwatch timer. The flow found to be ranged from about 0.06l/s
(Litre/Second) to nearly 0.21/s. The flow left as it is coming from the mains with its own
pressure which was low. No extra pressure has been applied to the water flow. The
following chart Figure 6.10 shows the records of water flow taken throughout the whole

experiment period. As illustrated in the figure, the flow rate reaches its peak at night time.

Water Flow Chart

0200
o180
0.160
0140 -
0.120
0.100 o~
\/ — water flow
o.080 Bitre/zec)
o080
o.040
0020

Litres/Sec

Figure 6.10: Measured water flow chart

6.2.7. Weather

Generally the weather at the time of the experiment was calm, sunny and fine. See Figure
6.11. It was hot in the day hours and pleasant at night hours. The sky was clear and

cloudless.

e __mms

Figure 6.11: Typical Libyan desert weather.
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6.2.8. Water and Atmosphere temperatures

Water temperature and atmosphere temperature have been monitored approximately
every 15 minutes to 20 minutes for 48 hours started mid-day at about 12:17 stopped at
12:30. As shown in Figure 6.12 the water temperature which ranged between 29 and 31
degrees centigrade changed slightly with the change of the atmosphere temperature. The
weather was generally hot and the temperature of the atmosphere was lower at night than

day time and ranged from 23 to 37 degrees centigrade.

Water & Atmosphere Temperature Chart
(48 Hours)
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20
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ﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁ
Time

Figure 6.12: Water and Atmosphere recorded temperature Chart

The following tables Table 6-1 show the records of the weather in details during the 48
hours of the experiment. The table show the average temperature, rain, wind and
humidity, for each day with interval of three hours. The records form “world weather

online” website.
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Table 6-1: Records for the weather information during the three days of the experiment.

Day Time \Weather Temp Feels Rain  Cloud Wind Gust Humidity Pressure
‘ & mph

Sun 02:00 O 24°c 26° 0.0mm 0% ENE 13mph 57% 1015mb

29 Sep N

6 mph
05:00 O 23°%c  25°c 00mm 0% < E 12mph 57% 1014mb

6 mph

08:00 i 26°c  27°%c 00mm 0% N EsE 7fmph  53% 1015mb
2 mph

11:00 ; M°c | 32°% 00mm 0% \ SE 2mph  42% 1015mb
\ 7 mph

14:00 : 32°c | 31°% 00mm 0% NW  8mph 33% 1014mb
12 mph

17:00 ; 3M°c | 3°% 00mm 0% HNW  14mph  35% 1013mb

10 mph
20:00 O 27°c  27°c 0.0mm 0% NNE 14mph 46% 1013mb

‘ 7 mph
23:00 O 26°c  27°c 0.0mm 0% ENE 13mph 44% 1013mb
Day Time \Weather Temp Feels Rain Cloud Wind Gust Humidity Pressure

9 mph
Mon 02:00 0 26°c  26°% 0.0mm 0% ‘ ESE 17 mph 45% 1012mb

30 Sep
12 mph
05:00 0 24°c 26°% 0.0mm 0% ‘ SE  23mph 57% 1011 mb
14 mph
08:00 1 26 °c 27 °c 0.0 mm 0% ‘ SE 18mph 56% 1012 mb
13 mph
11:00 1 32°%¢c 3M°c 0.0mm 0% S 15mph  35% 1012mb
14 mph
14:00 1 34rcc J4° 0.0 mm 0% ( SW  16mph  30% 1010 mb
12 mph
17:00 1 33°C 33 % | 0.0 mm 0% ( SW  14mph 30% 1008 mb
7 mph
20:00 0 30°c  29°% 0.0mm 2% l SSW 14mph 33% 1009 mb
7 mph
23:00 O 29 °c 28°c 0.0 mm 2% 1 S5W 15mph 33% 1009 mb
Day Time Weather Temp Feels Rain Cloud Wind Gust Humidity Pressure

7 mph
Tue 02:00 0 26°c 26°% 0.0mm  10% SW  15mph 35% 1008 mb
01 Oct
6 mph

05:00 0 25°% 26°% 0.0mm  10% NW  14mph 58% 1008 mb

9 mph

08:00 1 27 °c 20 °c 0.0 mm 3% NNW  10mph 70% 1008 mb
13 mph

11:00 1 29 °c M 0.0mm  14% HNNW  15mph  56% 1009 mb
19 mph

14:00 1 3 33 % 0.0 mm 3% NW  21mph 52% 1008 mb
19 mph

17:00 1 e 35°%¢ | 0.0 mm 4% NW  22mph 62% 1008 mb

17 mph

20:00 0 28°%c  3M°c 0.0mm 54% NW 19mph 72% 1010mb

15 mph
NW  AFmph 74% 1010 mb

FIFFH =~ 4 4 A

2300 O 27°c  289°% 0.0mm  54%

Source: http://www.worldweatheronline.com/v2/weather.aspx?q=Benghazi,%20Libya&day=21

141



Chapter 6. Field Work Experiment

The average of the high and low temperatures in Benghazi throughout the year are shown
in Figure 6.13. This chart gives an idea of how hot or cold Benghazi is. The chart readings

were close to the readings taken during the experiment.

Average Temperature ('¢) Graph for Benghazi

35
32
31

31 31

30

25

20

Temperature ("c)

January
February
March
April
May
June
July
August
Beptember
Cctaber
Movember
December

| -8 Average High Temp (‘c) -#= Average Low Temp (°c) |

Figure 6.13: Average High/Low Temperature for Benghazi, Libya.
Source: http://www.worldweatheronline.com/Benghazi-weather-averages/Banghazi/LY .aspx.
28/10/2013

Figure 6.14: Monitoring of the atmosphere (a) and water temperatures (b).
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The water and the atmosphere actual temperatures have been monitored manually in 15
to 20 minutes time intervals. The thermometer for water temperature located at the last
end of the tube while the thermometer of the atmosphere located inside the compartment
where the thermal camera and visual camera were located in a shade area; See Figure
6.14.

6.2.9. Actual Leak:

Figure 6.15 shows the actual image of the leak after it became clearly visible on the

surface. The Figure 6.16 shows the leak part of the tube after it was exposed.

Figure 6.16 shows a very thin stream of the leak. The leak flow rate was low and has no
noticeable effect on water flow in the pipe. This low rate of leak is expected because the
leak hole was as small as 1mm and the pipe is not pressurised. Figure 6.17 shows the leak

hole after cleaning the pipe.
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‘<

Figﬁre 6.16: The imageAshows thé leak stream
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6.3. Discussion and Analysis:
6.3.1. Processed IRISYS Images Vs Digital Camera Images:

In this section, the processed thermal imager from the thermal camera (IRISYS) is
presented in detail and compared with the visual camera images taken at the same time.
Some of the visual images are taken at night time and revealed nothing (black image)
because the test area was dark (no lighting). At the beginning of the experiment, a thermal
image and visual image have been taken to the test area before the backfill and the water
flow has already started. Figure 6.18 (a) shows the trench with the pipe before backfilling
and (b) shows the thermal image. The thermal image clearly showed cold area along the

pipeline.

@ _— (b)

Temperature °C

600 -

700
100 200 300 400 500

Figure 6.18: Visual images (a) and thermal image (b) for the trench and the pipe at 12:30.
After backfilling the thermal image did not show any thing because of the sun. The
temperature of the ground exceeded 50 °C. The temperature distributed unequally on the
ground. Some parts showed a higher temperature than others. See Figure 6.19. Late
afternoon, some trees shade moved over the test area and affected its temperature widely
(Figure 6.20). In the late afternoon, the temperature of the ground decreased from over
50 °C to nearly 40 °C.
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Temperature °C

700 = : : H
400 500

100 200 300

Figure 6.19: the visual image (a) and the thermal image (b) after backfilling at 14:10.
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Figure 6.20: Trees shade over the test area at 16:45.

Temperature °C

The effect of the trees shade continued during the sunset period (Figure 6.21).
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Figure 6.21: The effect of the shade continued at 18:35.
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Figure 6.22 (a — e) shows a series of five visual and five thermal images for the period
just before the sunset till the period just after the sunset. The visual image failed to show
any images (c-d) because the area of the test has no light. The thermal images still

showing the effect of the shade even after the sun set.

@ () ©) ) ©)

Figure 6.22: Images before and after the sun set. Time from 18:41 to 18:51.

At 21:05 the surface of the ground cooled and the thermal image showed the traces of the
pipeline.
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Figure 6.23: Traces of the pipeline at 21:05.

During the night after hour 21:00, the thermal images continued to show the pipeline

traces until the next day morning at 07:50. Figure 6.24 (a-c) shows the thermal images
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during the night. The pipeline traces are clear in the thermal images. The best visualisation
of the pipeline traces was at 04:40 am.

(a) (b) (c)
Figure 6.24: the thermal image shows the pipeline traces at night. Image time at 03:00 am (a), at
04:40 am (b), and at 06:40 am (c).

Figure 6.25 shows a series of five visual images and five thermal images for the transition

period from night to day (06:06 am to 06:40 am). The thermal image continued to show
the traces of the pipeline.

@) (b) (c) (d) (€)

Figure 6.25: Visual images and thermal images for the transitidn period night to day from 06:>06 to
06:14.

At 08:00 am, the pipeline traces disappeared completely as the sun was rising up. Figure
6.26 shows the thermal image at 08:00 am. The image shows some cold area at the upper
left side because of a small tree shade nearby the test area.
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Figure 6.26: The thermal image at 08:00 am shows nothing due the sunrise

The thermal image continued to show nothing important until late afternoon. Apparently,
the high level of heat on the ground because of the sun affected the ability of the thermal

camera. The temperature of the ground reached its peak at 13:00 and ranged from 47 °C

—54°C,
(b)
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Figure 6.27: Visual and thermal images taken at 12:00 pm when the leak started.
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Figure 6.28: images taken at 13:00 when the temperature of the ground reached its peak.
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6.4. The leak period

The leak started at 12:00 afternoon of the second day by removing the steel wire attached
to the pipe. The leak is small because the hole of the leak is only 1.0 mm and the pressure
in the pipeline is low. The First traces of the leak have been seen at 15:40 as shown in
Figure 6.29. The area above the pipeline has been warmer than the surroundings which
could be because that area is excavated recently and therefore it absorbs more heat than
the surrounding. Even though, the leak flow rate is low and the surface heat is high, the
leak appeared for a little time and then disappeared.

Low Resolution Camera (IRISYS)
Resized 700x500 Time:15:40 - Date:30/09/2013

200 r 425

300

42

400

Temperature °C

500

600

700

100 2(;0 3(;0 400 500
Figure 6.29: First traces of the leak

The leak
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Figure 6.30: The leak traces in 3D mesh.
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In Figure 6.31, the leak disappeared and then appeared several times on the thermal
images because of the temperature changing as shades of some tress passes over the test
area. The shade affected the detection of the leak because the shade cools the ground
down. At the same time when the shade passed over the test area the leak appeared in

some images then disappeared again. See Figure 6.31 and Figure 6.32.

Low Resolution Camera (IRISYS)
Suspected Leak Location Time:17:10 - Date:30/09/2013

L 1345
L 1344
The leak L 4343

F 1342
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1 1 1 1
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Figure 6.31: Traces of the leak fades out

Low Resolution Camera (IRISYS)
Suspected Leak Location Time:17:40 - Date:30/09/2013
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Figure 6.32: The leak appears while the shade of trees covers the test area.
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During the transition period from day to night which started at 18:40 to 18:48 as shown
in Figure 6.33 (a-e) the leak did not show. The visual camera again became useless during
the night.

(a) (b) () (d) (€)

Figure 6.33: the visual image and thermal images during the transition period at sun set.

After sunset the leak becomes more evident however after while disappeared again

(Figure 6.34) and this might be due to the cooling down of the ground.

Low Resolution Camera (IRISYS)
Suspected Leak Location Time:19:00 - Date:30/09/2013
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Figure 6.34: The first time the leak becomes so evident in the thermal images.
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At 20:10, the leak appeared again not as a round spot this time but as a long oval shape
extends along the pipeline. It seems that the leak is affecting the area nearby as well
(Figure 6.35).

Low Resolution Camera (IRISYS)
Resized 700x500 Time:20:10 - Date:30/09/2013
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Figure 6.35: The leak appearing as longer ellipse along the pipeline.

The leak again disappeared and appeared until 21:00 image no. 1 in Figure 6.36 until
disappeared at 21:30 images no. 4 & 5 to appear clearly at 21:50 in images 6 to 8 then
faded out in images 9 & 10. At 22:40 the leak appeared clear again in image no. 11 after
which it became consistent and continuously appeared in the thermal image until it is
04:50 early morning in image no. 21 to fade out again and appears at 05:40 but not clear
enough. In image no. 24 at 08:15 to appeared clearly and stayed consistent even after the
sun rise as the water from the leak reached the surface.
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Figure 6.36: A series of thermal images summarise the leak status during the night.

6.4.1. Temperature Chart (Water, Air and Soil)

Figure 6.37 shows the temperatures chart incorporated with some thermal images for
certain milestone points. The thermal images for critical points presented as the peak,
neutral and bottom points in the chart close to each other. The chart illustrates that, at the
peak and bottom points, the pipe pathway or the leak was detected easily but at the neutral
points it was difficult and that can be due the fact that the temperatures of the water,

atmosphere and soil are very at the neutral points.
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Day Night Day Night | Day
| No Leak L Leak |
[~ il “l
Libya Experiment Temperatures Chart (IRISYS Imager)
60 T

g >

Soll Min Temperature

T
'
'
'
'
'
'
*
'
'
'
'
'
'
'
'
'

40 4f

ARG iy "R 1, R

T LR SRR SR |

@
= » a
£ L Soi Max Temperature
& i o
o 30 1K i
o ' WaterTemp
5 ' ' '
LI : F
' '
' ' ~— Atmosphere Temp
20 4— P

*— Water Flow
(tre/sec)
(Magnified)

L N T — e o e ). .
: P4 o

EURY £ Sopee

®
&

D > P >
N i O

Figure 6.37: Soil, Air, Water temperatures chart incorporated with the associated IRISYS images.

It is worth mentioning that, the actual leak was neither visible by eye nor captured by the
visual camera as it began at the night time and there was no artificial source of light in

the vicinity of the experiment area.
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6.4.2.  Analysis of the experiment image using thresholding:

6.4.2.1. First 24 Hours (No Leak)
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Figure 6.38: series of process image for the first day (No Leak)

The first group of the images on Figure 6.38 showed that the camera were able to detect
the pipeline with some difficulties. However, the camera could not detect the pipeline
when some trees shade passed over the test area. Moreover, when sunrise up, the heat of
the sun affected the pipeline detection. The best time to detect the pipeline as revealed by

this image is during night time
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6.4.2.2. Second 24 Hours (Leak)
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Figure 6.39: A series of process image for the first day (Leak)

Figure 6.39 shows the second group of images when there is a leak in the system, the
camera is able to detect the leakage in the day time with some difficulties as well.
However during the shade that passing over the test area, the images showed some signs
of leakage. In the next day morning when the sun rise up the camera were able to detect

the leak without difficulties.
6.5. Summary

The chapter illustrates in detail the methodology of applying the thermal technology in a
field work in a real warm environment which is Libya. The first section of the chapter
presents the camera, the software, the pipe used, the trench and the test area dimensions,
and the tools used to perform the field work. A brief about the weather status has been
provided as well. The second section of the chapter has provided a detailed discussion
and analysis of the leak detection process during the field work. It has been illustrated

that the leak started to appear before the sun set but because the movement of the
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temperature due to natural factors such the wind and the shade of trees, the leak was not
consistent. It did appear and disappear several times until it became consistent and evident
at the night time. The next day, the leak became visible and continued to appear on the

thermal images even when the sun is there.

In a summary, the thermal technology can detect the leak in a real warm environment.
This requires selecting the best image processing technique and the time of detection

which as revealed in this field work is at night.
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Chapter 7. Thermal Image processing

7.1. Extracting Features from the thermal images for leakage detection.

In order to automate the process of leakage detection using the thermal image, Image’s
features were identified to differentiate between the images with and without leak spots.
Shape recognition is carried out by using two methods; 1) comparing the image with a
previously stored image of the same state and 2) defining a number of metrics in the
image to identify the required shape [113]. In this research work, many features is selected
and tested to identify the images with leak spots based on the method number two by
defining the number of metrics or the features in the image. Five features were found to
be the best features for the leak identification from the image. Other features affected by
day and night failed in identifying the image condition. That is because the heat during
day time affects the result of the feature. The five selected features gives a good result
regardless of the day and night conditions. The following are the principles of selecting

the five features.

1. The leak image has a round or circular shape in the middle.

2. The centre point in the image has the lowest temperature value.

3. The image is symmetrical when rotated 90 degrees.

4. The standard deviation in the leak image is larger than the image with no leak.

5. The mean absolute deviation in the leak image is larger than the image with no

leak.

The following section explains in detail how those five features have been extracted using

image processing techniques with Matlab code.
7.1.1.  Round Shape Recognition

To recognise the round shape in the image as a leak spot, the image has to be processed

several times. The round shape has to match the four parameters as follows:

1. The round shape should be in (or close to) the centre of the image.

2. The round shape should have the lowest temperature value (Or the highest in case

the liquid in the pipeline is hotter) compared to the surrounding.
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3. The round shape should be round or near-round shape as the moisture from the
leak usually spreads equally around the leak point forming a circle alike when

detected by thermal imagers.
4. It should be a round shape with uniform boundary and with almost equal axes.

7.1.2.  Recognising the round shape process.
7.1.2.1. First method of determining the round shape:

The first method used to determine the round shape achieved by converting the original
image to a binary image (black/white) based on a certain threshold value, labelling the
resulted shapes inside the image using the labelling technique in Matlab and then
discarding any shapes which is not round and not in or close to the centre of the image.

Figure 7.1 shows the round shape recognition process.

Binary Labelling Discarding Discarding
»  Image connected non-round shapes not in
(BW) shapes shapes Centre

Thermal
Image

v

A J

Figure 7.1: Image processing diagram for round shape recognition

The labelling process defines each individually connected items with a unique serial
numbering order to determine it easily for further work. For more clarification, in Figure
7.2 there are three connected shapes in the binary matrix at the left. The labelling
technique gave numbers 1 to 3 to the connected shapes as it can be clearly seen in the
matrix at the right. In defining the connected objects the labelling technique starts from
left to right and top to bottom.

1 1 1l 0 0o 0 0 0 1 1 10 o 0o 0o o
1 1 1l o|l1 1] o0 o 11 1lo[2 210 o
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111000|1|o 111000|3|0
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11100E_1|0 lllooEjo
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Figure 7.2: Labelling Technique
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After labelling process, the algorithm loops throughout the entire image to find the
labelled shapes and delete any shapes which do not match the conditions of the round

object established earlier.

Round shape detection carried out using Matlab command for region properties named
‘regionprops’. The command measures a set of properties for any individual labelled
shape inside the binary image. The command provides information about the important
parameters of any shape such as the area, the bounding box dimensions, centroid,
intensity, and axes lengths. The bounding box is used to determine if the shape is round
or not because it is the smallest rectangle that surrounding the targeted region or the shape

in the image.

Usually, the leak does not produce a perfect round shape above it however, the shape is
often near round. In some cases, the thermal camera detects an oval shape with a big
difference in its axes. This oval shape is usually not a leak spot and could be a result of
detecting the pipeline itself as the pipeline affecting the temperature of the surface as well.
To differentiate between oval shapes in both conditions of the leak and no-leak, a limit of

the difference between the bounding box axes has been established.

Figure 7.3 illustrates some binary images with round and non-round shapes identified
using bounding boxes. The first image at the left shows an oval object and the second
image shows a near-round shape for a leak spot while the last one is almost round object

and definitely identified as a leak spot.

Figure 7.3: The use of the bounding box to determine the dimensions of the round shape
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7.1.2.2. Second Method for finding the round shape:

This method carried out by enhancing the image contrast using histogram filter. To
enhance the contrast, the image is first scaled from 0 to 1 value then converted to integer
to remove the decimals and then the histogram filter applied. After the use of the
histogram filter, a threshold with certain value applied to remove all other objects in the
image and to keep the round object only. In other words, the image converted to B/W
image to easily remove the unwanted shapes from it. Later, the number of pixels counted

to get the value of the round shape.

1 - Original Image 2- Image with
scaled data

4- Image with 5— Image with 6— Final Image

histogram filter threshold

Figure 7.4: The filtering technique used to determine the round shape.

The following are some examples of how the images have been identified as a leak or

non-leak image using the round shape recognition method.

The first example (Figure 7.5) shows an ideal round spot with the least temperature in the
centre of the image. It was easy for the code to identify this image as a leak image in the

first loop as there was one spot left in the centre when the image converted to B/W image.
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Figure 7.5: Original thermal image (A) converted to B/W image (B) in one processing step

The second example (Figure 7.6) is again an ideal example for the round spot with low
temperature value in the centre, however, there are some other parts at the bottom of the
image have the same temperature as the round spot. In this case the image subjected to
extra processing in order to remove that extra part to produce the final image with a white

spot in its centre only.

Figure 7.6: The original image (A). B/W image with extra part (B). Final B/W image with the leak
spot only (C)
The third example (Figure 7.7) is the image without any signs of a leak. In this case, the
image subjected to several processing loops to clean the image and to bring final clean
black image without any white spot in the centre. The result of such images means there

is no leak.
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100 ] e 0

Figure 7.7: No-leak image required several processing steps to show nothing

It is worth mentioning that, after the detection of the round object it is important to
confirm whether the round shape having a uniform perimeter or random shape. In some
cases the shape in the centre is matching most of the parameters set for the round shape
however, its perimeter is not uniform which means it is not generated by a leak. This is
carried out by measuring multiple distances (vertically, horizontally, and diagonally)
between two opposite sides of the shape perimeters. If the distances vary above certain

level the shape excluded and considered no-leak spot.
7.1.2.3. The feature sensitivity:

Figure 7.8 shows a sample of thermal images processed using the round shape
recognition. The figure shows the thermal image stacked in the first row and the B/W
images in the second row. To test the sensitivity of the image relating to finding the leak,
the number of pixels remained in the image after the processing is counted. Larger number
of pixels indicates larger amount of leak. The number of pixels in each B/W image have
been used to produce the graph in the figure. The graph clearly shows a profile line with
high slope. The higher slope, the higher sensitivity. From the figure it can be said that
this feature is sensitive for detection however, the feature failed in the first few image and

did not show the leak.
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Figure 7.8: Round Shape Sensitivity
7.1.2.4. Example of Round recognition results:

Figure 7.9 and Figure 7.10 show a series of images taken from a complete experiment
processed using the shape recognition method. The images illustrate the progress of the
leak detection against time using round object recognition method. The first row in the
figures shows the thermal images and the second row shows the black/white images and
the third shows the number of each image. The figure have two graphs attached to them.
The first graph in the figure is for the calculated number of pixels of each black/white
image while the second graph is for the actual measured leak from the experiment. Form
the two figures it can be noticed that the shape recognition feature have successfully
detected the leak spot in each image. The resulted graph of the number of pixels give a

clear profile of the leak matching with the actual measured leak.
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Figure 7.9: A set of image from one complete experiment subject to round objected recognition
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Figure 7.10: A set of image from one complete experiment subject to round objected recognition
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7.1.3. Lowest temperature in the centre of the image and higher depth value (d-

value)

The d-value is the lowest measured value in the centre of the image. The image with
leakage spot has a lower temperature at its centre. The profile of a line passing through
the leak point in the image produces a curve with a larger value between the maximum
point and the minimum point of that profile at the middle. Figure 7.11 illustrates an ideal

profile of a leak image with d-value.

Max

Figure 7.11: A profile for line passing through leak point

Figure 7.12 shows three image examples for getting the d-value from the image. The three
images are A) image with no-leak, B) image with small leak spot, and C) image with large
leak spot. The figure shows that the image with the large leak spot (C) has higher d-value
than the image with a smaller leak spot (B). The no leak image (A) has a negative value

as the maximum point at the both ends of the profile has a lower value than the middle.
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Figure 7.12: Several image shows how d-value differs
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7.1.4. Sensitivity of d-value feature:

As the d-value give an indication of how big the leak could be, the d-value is sensitive in
detecting the leak. D-value is a good feature to depend on for deciding whether the image
shows the leak or not. Figure 7.13 illustrates ten selected series of thermal images
showing the progress of the growth of the leak spot in one experiment. The result of the
d-value as a feature has produced a graph showing the difference between the images
with a leak and the image with no-leak. The slope of the resulted graph from the d-values

is high which means that the d-value feature is dependable in detecting the leak image

with spots.
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Figure 7.13: Sensitivity of the d-value.

Figure 7.14 and Figure 7.15 show the result of the d-value of two complete experiment
images. The two experiments are for two different periods. The first one is for night-day-
night while the second one is for night-day-night-day. The figures are attached with two
graphs each. The first graph which is plotted in red is for the profile across the whole
images. The measured d-value in each image has affected the graph in the leak period.
The graph in the leak period has a sharp zig-zag shape due the notable change in d-value.
The graph in blue is the value of the d-value itself in each image. The profile of the d-
value shows the sharp change in the value for the leak period compared with the no-leak

period.
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Figure 7.14: Calculated d-value for a series of images from one experiment
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Figure 7.15: Calculated d-value for a series of images from one experiment
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7.1.5. Symmetricity

As the leak creates round object in the centre of the image, therefore its shape should not
differ much once it is rotated 90°. This feature suggests that the camera is set in a position
where the spot of the leak appears in the centre of the image. Otherwise, the image has

to be processed to relocate the spot in the middle of the image e.g. by cropping the ROI.

To extract this feature from images, the images is resized to a 3X3 image in order to
define the least temperature area in the image. The resulted matrix produces an image of
nine segments. Each segment represents the average of temperature of a group of pixels.
One of the segments will highlight the area of the lowest average temperature in the
image. Certainly, in the leak image, the segment with the lowest temperature is in the
centre of the image while in the no-leak image it is on either sides or corners of the image.
In the leak image, the shape of the 3x3 matrix does not change when rotated 90°, however,
in the no-leak image, the shape of the image changes and differs because the location of
the segment with the least temperature have changed. After changing the size of the
image, it has to be changed to B/W image using a threshold based on the lowest
temperature. The result is a B/W image with one black spot. The location of this spot will
be in the middle when processing leak image and will be in another side when processing

no-leak image.

Figure 7.17 shows the processing sequence of the no-leak image in both states of the
original and the rotated orientation. The figure number A, the original image, resized to
the image B of the 3x3 matrix and then converted to B/W which is the image C. this
process applied to the two image situations (original and rotated). The result (D) shows
two different images because the least temperature was not in the middle. Figure 7.17
shows the processing sequence of a leak image. The image processed exactly the same

way explained earlier. The result gave the same image for both conditions of the image.
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Figure 7.16: Comparing original image with rotated image (no-leak image)
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Figure 7.17: Comparing original image with rotated image (leak image)

From the two figures above it can be clearly seen that both original and rotated image has
produced different final image when there is no leak while they have produced the same

image when there was a leak.
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Sensitivity of the symmetricity:

Apparently, the symmetricity is able to detect the images with the leak spot. However, in
some cases, the feature failed because the image has a lower temperature at the middle
despite it is not a leak image. Figure 7.18 shows a result of ten selected images. The
feature produces a result of either 0 or 1 for the no-leak and the leak states. The slope of

the profile line in the graph shows that the feature has a high degree of sensitivity.
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Figure 7.18: Sensitivity of the Symmetricity

7.1.5.1. Example of the symmetricity application:

Figure 9.19 and Figure 8.20 are for two experiments. The first row of images shows the
result of the processed original image while the third row is for the rotated image. The
resulting graph, in red, shows that the feature differentiated between the images with and
without leak spots properly. The third graph, in blue, is the measured leak for comparison
purpose. Unlike the previous two features, the symmetricity cannot give an estimation of

how big is the leak spot as it gives 0 or 1 result only.
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Figure 7.19: Results of the symmetricity of one complete experiment
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Figure 7.20: Results of the symmetricity of one complete experiment
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7.1.6. Standard Deviation.

Standard deviation is the measure of the deviation of a set of value from the mean. If the
value of the standard deviation is close to zero it will be close to the mean. A higher value
of standard deviation means the value is spreading out far from the mean. The standard
deviation of the thermal images in this study has revealed that the images of the leak have

a higher value than the image with no leak.
7.1.6.1. Feature Sensitivity:

Figure 7.21 shows how the images with leak spot have a higher value than the image with
no leak. However, some of the images have shown signs of leak spot and their value of
standard deviation remained in the range of the no-leak images. The figure shows the

slope on the graph is high which indicates that this feature is dependable.
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Figure 7.21: Standard Deviation Sensitivity
7.1.6.2. Example of the standard deviation application:

The examples in the Figure 7.22 and Figure 7.23 are the result of the processed images

from two different experiments with different parameters such as ambient temperature,
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water temperature. The first experiment represents one and half day starting with a night
and ending with a night as well. And the second one represents two and half days (night-

day-night-day-night). The figures show that a higher standard deviation value for the leak

images while the lower value for the no-leak images. the maximum and minimum

temperature are also shown in the top of the figures.
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Figure 7.22: Standard deviation for the first experiment
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Figure 7.23: Standard deviation for the second experiment.
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7.1.7. Mean Absolute Deviation (MAD)

The Mean Absolute Deviation (MAD) of a set of values is the average distance between
any individual value and the mean of that set of values. The calculation for the MAD of
the images has revealed that the MAD of the leak images has a higher MAD value than

the other images.
7.1.7.1. MAD feature sensitivity

The outcome of the mean absolute deviation is shown in Figure 7.24. The figure shows

that the MAD of the image with a leak is higher than the images with no-leak.
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Figure 7.24: The figure shows how the MAD is change with the change in the state.

7.1.7.2. Example of the Mean Absolute Deviation application:

The MAD has been applied in two different experiments. The results are shown in Figure
7.25 and Figure 7.26. As explained above the two experiments represent two different
situations. The MAD has a higher value for the leak images especially at the beginning.
The MAD identifies the images with a leak once the thermal image starts to show the

leakage.
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Figure 7.25: Mean absolute deviation for the first experiment.
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Figure 7.26: Mean absolute deviation for the second experiment.
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7.2. Result of the five features

Figure 7.27 shows the five features in one plot with a subplot contains the average of the
features. The figure shows that the features are working together and giving a good

average presentation which clearly determines the area of the leak.
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Figure 7.27: The five features in one plot with a subplot shows the average.
7.3. Application of the ASPS approach on the thermal camera.

7.3.1. Extracting the SCFs

The ASPS approach examining the sensitivity of both the sensors and the image
processing techniques. It helps in finding the best combination of sensors and
signal/image processing for designing a condition monitoring system [33]. The five
features have been subjected to further processing in order to extract the required SCFs
and to select the best image processing technique. A number of advanced processing

techniques has been applied on all five features. The processing techniques are:
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7.3.1.1. Statistical Analysis using 13 selected statistical functions.

Statistical functions have been applied on the raw signal (the five features) in order to
extract the sensitive features (SCFs). The thirteen statistical functions are Mean, Max,
Min, STD, MAD, Kurtosis, Skewness, RMS, Covariance, Range, Variance, IQR, and

Crest Factor
7.3.1.2. Fast Fourier Transform (FFT).

The five features have been converted to FFT signal. From the FFT signal, three values
have been extracted in both conditions of the leak and no-leak. The values are the
frequency value at both minimum and maximum amplitude and the maximum value of

the FFT signal amplitude.
7.3.1.3. Discrete Wavelet Transform (DWT).

The DWT produced two level representations of the original signal (the five features).
Then the resulted new signal subject to statistical analysis using the thirteen statistical

function.
7.3.2.  The Associated Matrix of the ASPS approach

The result of the processing method explained above is calculated using the simple
mathematical approach of calculating the percentage of the difference between the two
different situations (Paragraph 3.6.3). The percentage represents the sensitivity of the
sensors and the image processing method. The results are arranged in the associated

matrix in Figure 7.28.
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Figure 7.28: the ASM of ASPS approach for the Thermal Camera

The y-axis in the ASM represent the features and numbered as F1, F2 to F75. While the
sensors are arranged in the x-axis from S1 to S5. Any feature appears in the ASM as
bright light is the feature with the highest sensitivity. Features of the black colour are the
features of the lowest sensitivity. All the features in the ASM are ranked from the

maximum value to the minimum value in order to select the sensitive features SCFs.

7.3.3.  Application of Neural Network for thermal image.
7.3.3.1. Training Data Set

A data from one complete experiment (continued series data) have been used as training
data for the neural network. The total numbers of the used images are 151 images. The
data is for two periods of heating and no heating (2 days and 2 nights). In other word, the
data contains images with heat, images with no heat, images with a leak, and images with
no leak. The actual leak started at the end of the second cold period (early morning of the

second day) when the image count reached to number 114. The leak in thermal images
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starts to be visible at image number 120. The result of the five SCFs is shown in Figure
7.29 with detailed information about the leak. This result has been used as the training

data for the neural network.
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Figure 7.29: Result of five selected features for thermal images used as input data to the neural
network.
The result of the trained neural network is shown in Figure 7.30. The result of the training
was perfect and matched the target exactly. The neural network was successful in learning
which image has a leak and which has no leak. The figure shows the target in the upper

subplot and the training result in the lower subplot.
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Figure 7.31: Testing data
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The result of the neural network gave similar profile and successfully identified each

image with a high degree of accuracy.

Testing Result

Status

10 20 30 40 50 60 70 80 90
Image

Figure 7.32: Result of the test data

7.4. Summary

Image processing is an important step to extract useful information from the image in
order to be used in an automated system. This chapter explained in detail step by step the
utilised systematic procedure to extract the useful features from the thermal image. The
useful features, in this case, are the features that tell if the image does show the leak or
not. After an extensive investigation work, five features have been identified. The features
are round object recognition, d-value, symmetricity, standard deviation, and mean
absolute value. The features have successfully classified the image and it is now possible
to recognise the image either it is a leak image or not. To automate the process the
systematic ASPS approach has been applied to the five selected features, thirteen
statistical features, and two advanced image/signal processing techniques have been
applied on the data of the five features. The ASPS produces associated matrix classifies
the features based on their sensitivity. The ASPS shows the sensitive sensor based on the
feature sensitivity and best image processing used. In a final stage, a neural network has
been applied and successfully learned to classify the images. The result of this chapter is
part of the aimed fusion system using the ASPS approach that is applied in Chapter 9.
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Chapter 8. Signal Processing

8.1. Introduction

This chapter presents the implementation of the signal processing for the 1D data section
of this research work in order to accomplish the proposed ASPS approach for water
pipeline monitoring and leak detection. The chapter explains in detail how the signal
processing method has been implemented for all the three pairs of the used sensors on the

test rig. The sensors are two AE sensors, two pressures sensors, and two flow sensors.
8.2. Experimental work

A number of experiments have been carried out in order to test and investigate the sensors
installed on the pipeline system such as pressure sensors, AE sensors, and flowmeters.
The sensors are installed in pairs on the rig. Three sensors (one of each type) are installed
on the upstream side (before the leak area) and the other three are installed on the

downstream side (after the leak area). See Figure 8.1.

- End Control The test

// Valve area
N &

M QR

o X Upstream
Downstream Downstream AE
Pressure AE Sensor
Sensor N Sensor

Downstream
Flow
Sensor

Upstream
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Sensor

[

I
Upstream

Flow
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Figure 8.1: Locations of the three pairs of the sensors and the control valve on the test rig.

The experimental work for this purpose is divided into three categories based on the
percentage of the end valve opening. The categories are low pressure, medium pressure,

and high pressure. The raw signals acquired for all sensors have been subjected to
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processing to extract the sensitive features. The pressure of the pipeline has been
controlled by closing and opening the end valve to certain percentage to create the three
different cases. Figure 8.2 shows the percentage of the end valve open which produces

the condition of low, medium and high pressure in the pipeline.

Fully closed 30% Open 60% Open 100% Open

i:

F)
P )
FB?? )

Figure 8.2: End valve with different open positions.

8.3. Selection of the right signal for investigation.

As the time of the leak event is identified in the experimental work, two samples of the
signal to be investigated have been chosen with certain lengths before and after the leak
point. The reason for this selection is that each signal contains the full information of the
pipe condition before or after the leak. Figure 8.3 shows an example of signal selection
using windows for both no-leak and leak conditions. The windows of the signal which is

used for investigation are the windows located before and after the leak.
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Figure 8.3: Signal classification for investigation purpose
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AE, Pressure, and flow sensors are sensitive to any changes in the system parameters for
multiple reasons such as starting or stopping the water pump, closing or opening valves,
as well as when leaks occur. However, except the change because of the leak, all other
changes that are happening in the system for the other reasons are either well known or

planned or would be identified easily.
8.4. Extracting features from sensors:

To extract features from the signal, it has to be first processed using known signal
transformation techniques such as DWT, FFT where they can depict hidden information
(features) that cannot be seen in the raw signal. Statistical functions such as Mean, Max,
Min, STD, MAD, Kaurtosis, Skewness, RMS, Covariance, Range, Variance, 1QR, and
Crest Factor would be used to help in extracting the sensitive features. For the FFT,
because it is a frequency based signal, the slight deviation in the frequency between the

no-leak and leak situation is used to estimate the condition.
8.4.1. Fast Fourier Transform (FFT) Analysis:

An analysis of the sensitive sensors’ signals (Pressure sensor and AE sensors) have been
carried out using the Fast Fourier Transform (FFT). This analysis is to extract the hidden
features from the signals based on their frequency values. As it is known, the FFT is a
technique that transforms the signal from time domain to the frequency domain. The FFT
displays the frequency content of the signal rather than arranging it as a series of historical

data reliant on time.

The FFT produces a graph for the frequency spectrum of the acquired signals with a
number of bins equal to the number of the total samples. The right side of the graph is a
mirror image of the left side. Therefore only the left side of the graph which is half of the
number of bins is utilised in the processing. To represent the frequency graph in Hertz,
the remaining number of bins easily converted to Hertz. The half number of the frequency
in bins is always equal to the number of frequency in hertz. While, the frequency in Hertz
is always fixed and equal to the half of the sampling rate. Therefore, the number of the
remaining bins is equal to the half of the sampling rate no number of bins is. Figure 8.4
shows an example of a sample of data of 18000 sample acquired with a sampling rate of

300 sample per second.
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Figure 8.4: Sample of raw signal acquired in 60 seconds.

Figure 8.5 shows the result of the processing using the FFT technique for the first half of
the signal which is the before leak section. The length of the sample is 9000 samples. The
left side graph is the left half of the signal which is 45000 bins. The right graph is the
same graph at the left but in hertz after converting the pins to hertz. The maximum hertz

value is 150 because the sampling rate is 300 sample per second.
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Figure 8.5: The same graph in bins and in hertz
8.4.2. Pressure sensor:

Figure 8.6 shows the acquired raw signal and the resulted signals for both upstream and
downstream pressure sensors. Visually as an initial assessment for the upstream sensor
(sensor 1) from the figure (the raw data signal), it can be noted that the leak has affected
the signal and reduced the pressure. The figure shows that the part before the leak is higher
than the part after the leak. The upstream sensor showed clear pressure drop after the leak
has just occurred. While the downstream pressure sensor (sensor 2) apparently showed

no significant changes in this case. This is could be because of the leak is so small and
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the pipeline is not under extra pressure. The occurrence of small leak led to no visible
change to the head available in the system and consequently no visible change on the
downstream pressure sensor which is located after the leak point. Figure 8.6 shows from
top to bottom the raw signal, dwt (high pass), dwt (low pass), FFT signal processing.
Those different forms of the signal have been subjected to investigation for the best

feature using the thirteen statistical functions mentioned earlier.
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Figure 8.6: Raw and transformed signals for both sensors.

Figure 8.7 and Figure 8.8 are examples of the raw signals at different percentage of end
control valve open. The valve has affected the signals because it has increased the

pressure in the pipeline.
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Figure 8.8: The raw signal when the end valve is closed partially (30% open).

Figure 8.9 and Figure 8.10 show two examples of the same feature which is the Mean
value, in this case, has been applied to each sensor. Figure 8.9 shows the result of the
Mean value for the upstream sensor (sensor 1). The figure shows that the slope of the
mean value of the sensor 1 is high. Figure 8.10 shows the same feature for the downstream
sensor (sensor 2). The figures show that the feature for the sensor 2 has a lower slope

value.
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Figure 8.9: example of high sensitivity feature (sensor 1)
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Figure 8.10: example of low sensitivity feature (sensor 2)

8.4.3.

The FFT for the Pressure Sensors

Figure 8.11 shows the raw signal which is acquired with a sampling rate of 300 samples

per second in three minutes. This signal contains a leak incident in the middle of the

acquiring time. The two singles are for the upstream sensor no. 1 and the downstream

Sensor no. 2.
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The raw signals have been divided into two sections. One section represents the healthy
condition of the pipeline when there is no leak and the other section is for the leak period.
The signals of the each two sections (No-Leak and Leak) for both sensors are shown in
Figure 8.12. Initial visual assessment of the Fast Fourier Transform (FFT) signals
illustrates that the two signals are identical in shape and have the same number of large
peaks each. This means that both sensors are influencing in of the same manner with
water flow characteristics and leaks. In the figure, the highest peak is the second from the
left.
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Figure 8.12: The FFT result of the two pressure sensors (Before and after the leak)

However for better discrimination between the two situations of the leak and no-leak the
two sections of the Fast Fourier Transform (FFT) signal for each sensor have been split
into twelve small partitions. Figure 8.13 contains the full two sections of the signal
together in the same plot. The figure demonstrates the twelve selected partitions to be

analysed for each signal.
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8.4.4. Extracting the SCFs using the displacement of the frequency for the

pressure sensor.
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Figure 8.13: The two FFT signals in the two conditions of the leak and no-leak in one plot

For more clarifications and comparison, Figure 8.14 shows the partition number nine
from Figure 8.13 in separated subplots. The initial visual assessment reveals that the two
portions have exactly the same profile with a little difference in magnitude and

displacement.
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Figure 8.14: Partition no. 9 from previous figure.
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If the two signals are reconstructed together in the same plot as in Figure 8.15 the
differences in the magnitude and the displacements will be more evident. These

differences could be the indication of the system state.

To extract the SCFs from the FFT signal partitions, first, the maximum and the minimum
peaks in the signal are located with their position in x-axis which is the frequency in Hz.
For example in Figure 8.15 the maximum peak of the no-leak (Before leak) condition is
10.68 Hz and for the leak (the After Leak) condition the maximum peak is at 10.09 Hz

while for the minimums are 5.07 and 5.54 Hz consequently as shown in Figure 8.16.
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Figure 8.15: The partition no. 9 (frequency of the maximum values)
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Figure 8.16: The partition no. 9 (frequency of the minimum values)
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On finding the maximum and minimum peaks of each partition in each condition, the
percentage of the difference (A) between the two maxima is calculated. As well as, the
percentage of the difference between the two minimais also calculated. Figure 8.17 shows
the results of calculating the frequency values for the FFT signal partitions of the two
sensors. Figure 8.18 shows the result of the calculation. It shows the percentage of the

delta for all maxima and minima of all partitions.
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Figure 8.17: the result of the twelve partitions of the FFT signal
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Figure 8.18: The percentage of difference for Maxima and Minima

8.4.5. Discrete Wavelet Transform (DWT) for the pressure sensor.

The discrete wavelet analysis has been applied to the raw signal to produce two
components of the signal as shown in Figure 8.19. The two components are the
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approximation component and the detail component. Both components have been subject

to analysis using thirteen statistical functions.
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Figure 8.19: Wavelet transform signal for the pressure signal.

8.4.6. AE Sensor

Figure 8.20 shows the raw signal of the two AE sensors which was acquired with a
sampling rate of 600 samples per second in two minutes. This signal contains a leak event

in the middle of the acquiring time. The two singles are for the downstream AE sensor

no. 1 and upstream AE sensor no. 2
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Figure 8.20: Raw signal of the two AE sensors
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8.4.7. The FFT for AE sensors.

For both AE sensors, the raw signals have been divided into two sections of the no-leak
and the leak states (Before Leak and After Leak) and applied the FFT processing
technique on each half. The result is shown in Figure 8.21. The initial visual assessment
of the Fast Fourier Transform (FFT) signals illustrates that the two signals are identical
in shape and have the same number of large peaks each. This means that both sensors are
influencing in of the same manner with water flow characteristics and leaks. For better
discrimination between the two situations of the leak and no-leak the two sections of the
Fast Fourier Transform (FFT) signal for each sensor have been split into twelve small
partitions. Figure 8.22 contains the full two sections of the signal on sensor no. 1 together

in the same plot. The figure shows the twelve selected partitions to be analysed for each

signal.
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Figure 8.21: The FFT result of the two AE sensors (Before and after the leak)
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8.4.8. Extracting the SCFs using the displacement of the frequency for the AE

Sensor.

Similar to the process in the pressure sensor, as shown in Figure 8.22 the FFT signal of
the AE sensor has been divided to twelve section to extract the maximum and minimum
frequencies values in both conditions of the no-leak and leak for both sensors (the

downstream and the upstream).

To extract the SCFs from the FFT signal partitions, first, the maximum and the minimum
peaks in the signal are located with their position in x-axis which is the frequency in Hz.
For example in Figure 8.23 the maximum peak of the no-leak (Before leak) condition is
7.78 Hz and for the leak (the After Leak) condition the maximum peak is at 8.18 Hz while

for the minimums are 5.07 and 5.54 Hz consequently as shown in Figure 8.24.
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Figure 8.22: The two FFT signals in the two conditions of the leak and no-leak in one plot

The deviation in frequency has been extracted for all twelve section to be used as a feature
for identification of the condition of the system. Partition no. 4 is selected as an example
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for clarification. The values of the frequency at the maximum and the minimum have

been traced and extracted.
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Figure 8.23: The partition no. 4 of the AE FFT signal (frequency of the minimum values)
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Figure 8.24: The partition no. 4 of the AE FFT signal (frequency of the minimum values)
8.4.9. Discrete Wavelet Transform (DWT) for the AE sensor.

The DWT transform is also applied to the AE sensors. Two components of the signal

have been created as shown in Figure 8.25. The two components are the approximation
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component and the detail component. Both components have been subject to analysis

using thirteen statistical functions.
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Figure 8.25: Wavelet transform signal for the AE signal.
8.4.10. Flow Sensor

The flow sensors raw signals do not show much information as it is in a form of pulses.
To visualise any changes, the signal has to be converted from the pulses into a readable
number (see 4.6.4 flow sensor for details). Figure 8.26 shows the raw signal for both
upstream and downstream in pulses. The flow signal in its current form of a pulse is
retaining hidden information more than when converted to streamline of flow indicator.
The processing technique such the DWT and the FFT would extract that information

better than in streamline flow data.
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Figure 8.26: Raw signal of the two the flow sensors
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8.4.11. The FFT for flow sensors.

Figure 8.27 illustrates four plots for the flow sensor FFT signal. The plots are for sensor
no. 1 the downstream sensor and the upstream sensor no. 2. Each sensor signal has been
plotted in both cases of the no-leak and the leak. From the figure, the result of the FFT
shows that the FFT signal is matching for both conditions of the no-leak and the leak with
slight differences. The signal has been subjected to an analysis similar to the analysis
work carried out with the two previous sensors (pressure and AE).

Flow Sensor 1 (Before Leak) Flow Sensor 1 (After Leak)
3000 - 3000 ~
2000 ¢ 2000 -
1000 ¢ 1000 ¢
(<5} 0 - 0
S 0 50 100 0 50 100
=
% Flow Sensor 2 (Before Leak) Flow Sensor 2 (After Leak)
S - .
3000 ¢ 1 3000 -
2000 ¢ 1 2000 -
1000 r W . 1000 -
0 0
0 50 100 0 50 100
Frequency (Hz)

Figure 8.27: The FFT result of the two flow sensors (Before and after the leak)

8.4.12.  Extracting the SCFs using the displacement of the frequency for the AE

sensor.

Again, similar to the work in the previous sensors, the flow sensor FFT signal has been
divided into twelve small partitions to extract features from it. The process of reading the
frequency at the maximum and minimum position is shown in Figure 8.29 and Figure
8.30.
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Figure 8.28: The two FFT signals in the two conditions of the leak and no-leak in one plot.
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Figure 8.29: The partition no. 2 of the Flow Sensor FFT signal (frequency of the maximum values)

202



Chapter 8 Signal Processing

Flow Sensor 1
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Figure 8.30: The partition no. 2 of the Flow Sensor FFT signal (frequency of the minimum values)

8.4.13. Discrete Wavelet Transform (DWT) for the flow sensor.

The DWT transform is applied to the flowmeter signals. The two components of
approximation and detail components of the signal have been created as shown in Figure

8.31. Both components have been subject to analysis using thirteen statistical functions.
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Figure 8.31: Wavelet transform signal for the flowmeter signal.
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8.5. Results of signal processing.

On completion of the process of calculating the percentage of the difference, an
Association Matrix ASM has been generated to give a visual presentation of the achieved
results as in Figure 8.32. In the ASM, the colour map shows the value of the feature. The
white colour is the highest value while the black is the lowest one. Higher value means
higher sensitivity and a lower value means lower sensitivity. As shown in the associated
matrix, the values of y-axis are the features and the x-axis are the sensors. The number of

features produced are 600 (75 Features x 8 Sensors)
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Figure 8.32: The ASM for the ID sensors (Pressure, AE, Flow).

8.6. Summary

A systematic process as a part of the ASPS approach has been carried out in this chapter

to extract the best features from the 1D sensors. The chapter at the beginning has
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explained the method of selecting the right signals for investigation purposes. Then
explained the process of extracting features from those signals. The process carried out
by applying a multiple advanced signal processing techniques on three pairs of the sensors
that have been used on the test rig. The sensors are Pressure, AE, and Flow. Each type of
the sensors has one downstream and one upstream. The signal processing techniques used
in this systematic method are the FFT, the DWT, with the statistical analysis functions
such as Mean, Max, Min, STD, MAD, Kurtosis, Skewness, RMS, Covariance, Range,
Variance, IQR, and Crest Factor. The FFT used to extract details of the frequency content
in all acquired signal from the six sensors. The result of this systematic process is a matrix
named the Associated Matrix ASM contains all the features. The ASM for the 1D sensors

is used to form the general ASM using the fusion system including the thermal camera.
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Chapter 9. ASPS approach for water leakage detection

9.1. Introduction

This chapter provides the concept and the implementation of the ASPS approach for water
leak detection, describes the ability of the proposed approach in detecting water leaks
using a fusion sensory and imager system, the ASM in detail as well as the stability
matrix SM by which the consistency of the ASM is confirmed. The results gained from
the previous two chapters were used in final step towards accomplishing the ASPS
approach. The associated matrices resulted for both 1D and 2D sensors are joined together
to shape the final associated matrix for the proposed ASPS approach. The neural network
as an artificial intelligence is applied to the result of the ASPS approach in order to

confirm the sensitivity of the approach in leaks detecting.
9.2. The Associated Matrix for the fusion system

The sensitivity of the selected features determines the sensitive sensors and signals. The
ASM presents the result of the sensitive features process attained from the signal (1D)
and image (2D) processing. The ASM contains 75 rows represent the features and 13
columns that represent the sensors. In total, there are 975 features. The sensitivity of the
attained features is varying from 0 to 1. As it is shown in Figure 9.1, the features vary in
colours. The bright ones are the most sensitive features while, the dark ones are the less

sensitive features.

The ASM is built based on the number of signal and image processing methods used to
extract the sensitive features and the number of the available sensors. As shown in Figure
9.1, the first thirteen rows, from the top, are for the application of the statistical analysis
on the raw data. The second thirteen are for the statistical functions applied on component
A of discrete wavelet transform (dwt). The third 13 rows are for the detail component of
the discrete wavelet transform. The last group of the rows which are for the FFT are
divided to twelve rows each. The first twelve are for the difference in the maximum
frequencies between the two different states (before and after the leak). The second twelve
are for the difference in the minimum of the frequencies. The last group is the difference
in the maximum magnitude of the FFT signal in each state. The colour map shows the

amplitude of each feature. The ASM provides a clear visual estimation of the sensitive
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features and consequently the sensitive sensors and the appropriate signal processing
methods to be used in differentiation between the states of the leak and no-leak. For more
clarification, the ASM marked in the y-axis with F1 to F75 and in the x-axis with S1 to
S13. The F1 to F75 are the number of the features extracted with the processing
techniques explained earlier. The S1 to S2 are the number of sensors. For example F1 and
S1 are selected as a sensitive feature and represent the thermal camera as a sensor with

the application of the Mean as a processing method.
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Figure 9.1: The ASM of the fusion system.

To test the best combination of the sensors and the processing techniques, the SCFs data
is ranked in descending order from the higher sensitivity to the lowest one. The ranked

data then has to be grouped into a certain number, each group is called a system. The
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first group or system is the highest sensitivity while the last system contains the features
of the lowest sensitivity.

To confirm the reliability of the ASPS in producing the ASM, further experiments with
their systematic process for features extraction have been carried out. The method
produced a number of ASM identical to the first one. In addition to the ASM shown in

Figure 9.1, Figure 9.2 and Figure 9.3 show ASMs for other experiments.

2 4 6 8 10 12
Figure 9.2: ASM from the second experiment.
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2 4 6 8 10 12
Figure 9.3: ASM from the third experiment.

The two ASMs in Figure 9.2 and Figure 9.3 are identical in shape and similar to the first
ASM. All the ASMs show the same regions of strengths and weaknesses of the sensitivity
of the features. However, to check the consistency and stability of each feature in the
ASM separately another systematic process is required to produce another matrix named
Stability Matrix (SM).

9.3. The Stability Matrix

The stability is the quality of something that does not change easily. The purpose of the
stability matrix is to test the ability of every feature in the ASM to remain unchanged or
changes within the acceptable range that do not affect its sensitivity. To calculate the
stability matrix, the standard deviation (SD) is used. The standard deviation is one of the
powerful statistical tools to check the spread of the data. The standard deviation tells how
the data is strong or weak by checking its spread out from the mean. The lower value of
standard deviation means the data is close to the average and within the required range
and consequently is stable. While the large value of standard deviation means the data is

instable.
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9.3.1. Calculation of the Stability Matrix (SM)

The stability matrix is calculated using the original data used in producing the ASMs. The
original data contains the real value of the no-leak and the leak conditions of each feature.
From the original data, the absolute delta value (the difference) of the two conditions is
calculated for all the available data from multiple experiments. This requires to build a
3D matrix contains the original data. Therefore, in addition to the x-axis and y-axis, z-
axis is added. The data from z-axis is used to calculate the stability matrix using the

standard deviation (Figure 9.4).

Figure 9.4: 3D matrix

The 3D matrix in Figure 9.4 constructed from the ASMs. The ASM is the index of the
sensitivity of the original data. The calculation of the stability carried out using the
original data. Equation (9-1) is used first to calculate the delta between each two elements
of the no-leak and leak data then the stability matrix is calculated using the standard

deviation of the delta along the z-axis for each resulted delta.

AM = |m1 - m2| (9'1)
Where:

AM: is the resulted matrix from delta values along z-axis.

mz1: is matrix of the no-leak data.
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m2: is the matrix of the leak data.

SM = o(AM,,AM,, AMs;, ...,AM,,) (9-2)
Where:

SM: the Stability Matrix
O: the standard deviation

The generated stability matrix SM is shown in Figure 9.5. Unlike the sensitivity matrix
ASM in which the highest values mean greater sensitivity, the highest values in the SM
mean the lowest stability because it has been built on the standard deviation. The area

shown in black in the SM is the area that has a lower values and higher stability.
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Figure 9.5: The stability matrix SM.

After getting the stability matrix using the standard deviation, a new sensitivity matrix
named Resultant Associated Matrix RASM is calculated and generated by simply
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subtracting the SM from the ASM. However, it has to be adjusted before using the SM.
The SM has a high values due to the large deviation amount in some features. To adjust
the SM, it has to be multiplied by a scale factor to create some balance without affecting
its influence on producing reasonable RASM.

RASM = ASM — SM *x k (9-3)
RASM: is the new associated matrix named Resultant ASM

k: is a factor.
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Figure 9.6: The Resultant Associated Matrix RASM.

The SCFs in the RASM are based on the sensitivity and the stability rather than the
sensitivity only. The stability matrix SM actually improves the original ASMs and

rearrange them in a new form (RASM) based on the sensitivity and the stability together.
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The RASM is ranked in ascending order so the most sensitive and stable SCFs values are
at the top and the less sensitive are at the bottom. The ranked SCFs divided to groups
named ‘systems’. Each system contains the selected SCFs based on the best combination

of sensors and image/signal processing method.

As the RASM has columns and rows, it shows the average sensitivity of the sensors as
well as the features with the image/signal processing. The average sensitivity of the
sensors is calculated from the average of the columns in the ASM (Figure 9.7). The

average sensitivity of the features is calculated using the average of the rows in the ASM
(Figure 9.8).
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Figure 9.7: Average sensitivity of the sensors.
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Figure 9.8: Average sensitivity of each feature with image/signal processing method.
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9.4. Selection of the sensitive and stable features.

Selection of the sensitive and stable features is a cardinal stage in the ASPS approach.
After creating the associated matrix ASM based on the sensitivity and the stability, the

sensitive features to create systems containing these features are selected.

The total number of SCFs are 975 features as a result of multiplying the number of
features (75) and the number of sensors (13). The total number of features is divided into
group of systems. There is no standard to select a certain number of features in each
system but the number that gives a reliable identification of the state. The total number
(975) of the achieved SCFs divided into 25 systems. Each system contains 39 features.
The systems from different experiments have been assessed for their reliability using

neural network.
9.5. Neural Network

The neural network provides a good assessment test for the sensitivity of the selected
SCFs. Two neural networks utilized to evaluate the systems; the Learning Vector
Quantisation LVQ and the newff-BP which creates a feed-forward backpropagation

network.

As each system has 39 features, the data of all systems (25) have been prepared in sets
from different experiments for each system. The neural network prepared to receive 39
inputs each time. The available data for training and testing are from six experiments.
Each experiment provides 2 sets of data (no-leak & leak) for each system. This means
there are 12 sets of data for each system. The data of the three first experiments selected
for training and validating the neural network. The rest assigned for testing the network.
Multiple runs for both neural networks on each system have been carried out. The network
parameters such as the number of epochs, iteration and the transfer equations were
adjusted several times for learning purposes. The learning accuracy was high for both
networks but the testing error results were higher in the newff network than the LVQ.
Figure 9.9 shows the error classification for all the 25 systems using the two neural
networks. The figure clearly shows how the sensitive system has less average error

classification while the less sensitive has more error classification.
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Figure 9.9: Classification error average for both neural networks.

9.6. Summary

The work in this chapter and previous chapters have shown that the ASPS approach which
is a very systematic technique are able to select the sensitive sensors and the proper
image/signal processing method. In this chapter, the ASPS approach led to creating the
ASM and the SM and then the RASM in a systematic way. The two ASMs for both
images and signals joined together in this chapter to form a general ASM for the proposed
system. Multiple general ASMs have been produced from several experiments. Those
ASMs are used to produce a new matrix called Stability Matrix SM. The stability matrix
tells how stable each feature in the ASMs. A function with adjusted factor has been
created to calculate and to generate RASMs contains the stable features. The RASMs is
more robust than the ASMs because it is based on the sensitivity and the stability together.
The RASM is able to determine exactly the sensitive sensor and the sensitive image/signal
processing technique. Newer groups of systems are created from the RASMs. To test the

created systems and to confirm their sensitivity, algorithms based on the neural network
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is used. Two types of the neural networks are used to test the systems. Results of the
neural network presented in Figure 9.9 which has classified the sensitive system based on
the average of the number of errors for each system. The graph shows that the most

sensitive the system, the less number of errors.
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Chapter 10.Conclusion

The need for International sustainable water supply systems is on the increase with
monetary and ecological incentives available for the conservation of water and reducing
leaks and waste of water. We need to ensure that our systems of water supply remain
sustainable as they use water as a renewable resource. Water resources are under pressure
and water costs are on the increase, therefore conserving water makes sense on many
levels. With time, all water delivery systems (international) will deteriorate which makes
maintaining system efficiency virtually impossible unless there are monitoring systems

strategically installed to highlight changes in flow and consumption.

Water leakage is one of the penitent factors when considering one of the most life altering
precious resources on earth, with considerable impacts upon economic progression,
environmental disasters and eventually life in general. The decrease in the availability of
water over-time, especially in an era of increased global warming, has led international
researchers all over the world looking to address this major problem. Identification for
searching a cost-effective, automated intelligent monitoring system to combat this

problem.

Strategically installing water leaking detection systems will monitor water consumption,
highlight deterioration in efficiency and stop water flow in the event of a leakage. The
efficient use of water and immediate response to burst and leaking water is one of the
effective and efficient methods of conserving water and protecting the environment. This
study has demonstrated that stopping or even reducing leaks can help with schools,
colleges, universities, business and domestic supply, see a delivered savings approach of
30% of annual usage, (OFWAT, 2012) meeting most international benchmark for
reducing water waste and with new strict budgets will also save money on water and any

repairs necessary due to the damaged caused by a burst or leaking water.

This study has investigated water leakage detection in buried pipelines using an
automated fusion system. The study has also investigated, discussed and concluded the
implementation of the novel ASPS approach [32] as an advanced and systematic tool for
designing automated intelligent monitoring systems. The ASPS approach is adapted to

work in water leakage detection within buried pipeline system for the first time in this
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study. The work also investigated the use of the thermal technology in water leakage
detection within a live environment and lab. The study has focused on the use of low-
resolution thermal camera in comparison to a high-resolution thermal camera when
conducting water leakage detection in a dry environment area. The outcome of the study
has demonstrated that the thermal technology can be used in water leakage detection in
dryer environments, with the low-resolution thermal camera is just as competent as
compared to the high-resolution thermal camera when detecting water leakage. The study
has unequivocally demonstrated that the best period to detect water leakage is at night,
however, leaks can be detected in the day time as well, when the leaks are running for a
sustained period of time with its moisture reaching the sub-surface or the surface of the

inspected area.

In this study, a combination of multiple sensors such as pressure, flow, and Acoustic
emission have been intergraded with thermal cameras for the design of a precision
monitoring system for leaks in buried water pipeline systems. The designed system has
been created based on the ASPS approach, in which a wide range of sensitive sensor
characteristics have been selected using multiple processing methods for both signals and
images. As a result, an automated and processing novel approach has been developed to
select the required sensitive characteristics for a water leakage detection in buried pipeline

system.

The thesis is divided into 10 chapters, starting with an introduction to the leakage
detection systems then literature review, methodology, experimental work setup,
experimental work, field work, thermal image processing, signal processing, ASPS

approach, and finally the conclusion chapter.

Firstly, the thesis presented a general view of the associated problems of water leakages
and highlighted their impacts upon the environment, people and the economy. Water
leakage has been defined with the percentage of lost water due to associated leaks around
the world also presented. The percentage of water lost around the world