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Abstract 

Time dependent density functional theory (TDDFT) is widely used to simulate the excited 

states of organic and inorganic molecules. We calculate the transition dipole moments 

(TDM) for a selection of commonly employed exchange-correlation functionals for a test set 

of 15 molecules and compare them with both EOM-CC3 and ADC(3) calculated TDMs, 

which we use as a benchmark. Contemporary range-separated hybrid functionals perform 

the best for both direction and magnitude, while “pure” local hybrids should be employed 

with caution. 
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1. Introduction 

Time-dependent density functional theory (TDDFT) has seen widespread use for the 

calculation of excited-state transition energies and properties, due to algorithmic advances and 

the vast increases in computer speeds in the past two decades. TDDFT has been applied to a 

wide variety of fields, including biomolecular probes, molecular assemblies and photochemical 

reactions. In general, most researchers use the adiabatic approximation when applying TDDFT, 

changing the exchange-correlation functional and/or basis set to achieve a desired level of 

accuracy. Often, the choice of exchange correlation functional is based on some comparison of 

transition energies with experiment or calibration against higher-level wavefunction theories;1-

21 see the recent review by Laurent and Jacquemin for a full discussion.22 Other authors have 

suggested state-specific properties as an indication of the quality of the description of the 

excited state by TDDFT. Tozer et al23 developed a diagnostic value to determine the electronic 

nature of a given transition (e.g. charge-transfer, Rydberg etc.), while Jacquemin24 investigated 

the excited state dipole and traceless quadrupole moment for a range of molecules, concluding 

that there is a relatively limited dependency of these properties on the choice of exchange 

correlation functional, except when charge-transfer states are involved. 

Other groups have looked at specific transition properties, namely the oscillator strength, f, of 

the transition.25-27 Tawada et al.25 found that the range-separated hybrid (RSH) functionals 

reproduced reference wavefunction oscillator strengths (SAC-CI) and experimental trends 

better than other types of functional. Timzeghazin et al.26 found that TDDFT in general 

overestimates oscillator strengths, while Caricato et al.27 performed a wide-ranging study, 

concluding that CAM-B3LYP (an RSH functional) performed the best overall. The oscillator 

strength for a transition between states M and N is given by 

𝑓𝑀𝑁 =
2

3
∆𝐸⟨𝑁|𝜇𝑀𝑁|𝑀⟩        (1) 



where ⟨𝑁|𝜇𝑀𝑁|𝑀⟩ is the transition dipole moment (TDM) between states M and N. The TDM 

is a key feature of any excited state method and is integral to the correct qualitative and 

quantitative description of a given transition. Any method that correctly describes the ground 

state and excited state electronic densities should give accurate transition dipole moments. The 

direction of the TDM vectors are commonly used to determine the nature (and symmetry, 

where appropriate) of a transition. For example, in aromatic molecules, Platt’s notation28 is 

commonly used. For benzene, the 1La (
1B2u), 

1Lb (
1B1u) and 1B (1E1u) transitions are the low-

lying valence π  π* excitations. The transition dipole moment vectors between the 1La and 

1Lb transitions are at an angle of ~90° to each other. This rule is often applied to 

pseudosymmetric aromatic molecules of biochemical interest, such as tryptophan and it’s 

derivatives.29-31 Conformational dependence of the TDM direction has also been observed, 

where subtle changes in the molecular structure of the molecules can result in large changes in 

the TDM direction.32 Therefore, it is of the upmost importance that a selected functional 

employed for a TDDFT calculation can correctly reproduce the TDM for a given transition, to 

aid in identifying the transition and to quantitatively predict the oscillator strength, f. 

In the current study, we compare both the direction and magnitude of the transition dipole 

moment with EOM-CC3 for a range of molecules and selection of exchange-correlation 

functionals for singlet vertical excitations. 

 

 

2. Computational Details 

Ground state geometries of the molecules given in Figure 1 were optimised using the B3LYP 

functional33 (as implemented in the Q-Chem 5.0 package) and 6-31G(d) basis set.34,35 

Vibrational frequency calculations were performed to ensure the stationary points found were 



true minima. The optimised geometries (in their standard orientation) were used as the basis 

for the excited state calculations. These Cartesian coordinates are given in the Supporting 

Information. These molecules were chosen as various combinations of them have appeared in 

previous benchmarking studies of excited state energies and properties with TDDFT. 

Equation of motion iterative coupled cluster with connected triples (EOM-CC3)36,37 

calculations were performed for molecules 1 - 10 using the 6-31+G(d) basis set, solving for the 

first two singlet excited states in each irreducible representation for each molecule. This 

method was been chosen as, in previous studies, it was proven to give very accurate transition 

energies, excited state geometries and oscillator strengths.38-43 The two lowest energy 

transitions with non-zero TDMs were selected as the “S1” and “S2” transitions used in this work. 

Third-order algebraic diagrammatic construction (ADC(3))44,45 calculations were performed 

for each of the molecules (with the same basis set); for molecules 1 – 10, we benchmarked 

them against the EOM-CC3 calculated TDMs. For molecules 11 – 15, which are too large to 

apply the EOM-CC3 method, we used ADC(3) calculations as the benchmark. TDDFT 

calculations were performed for each molecule using the following functionals: BLYP,46,47 

BP86,46,48 M06-L,49 M11-L,50 OLYP;47,51 B3LYP,33 PBE0,52 M06,53 BMK,54 M06-2X;53 

CAM-B3LYP,55 M11,56 ωB97X57 and ωB97X-D.58 The first five functionals are “pure” 

exchange-correlation functionals (no exact exchange), the next five functionals are global 

hybrid functionals (arranged in increasing order of exact exchange), while the last four are 

range-separated hybrid (RSH) functionals. The ωB97X and ωB97X-D functionals are related 

to one another; the latter has an empirical correction for dispersion interactions, which doesn’t 

explicitly contribute to the excited state calculation, but rather indirectly contributes through a 

re-parameterisation of the functional. TDDFT calculations were performed both with and 

without the Tamm-Dancoff approximation (TDA)59 (denoted TDDFT and TDDFT/TDA, 

respectively) and the 6-31+G(d) basis set; for all other options, the default with the Q-Chem 



5.060 electronic structure program were used. Only singlet vertical excitations were calculated, 

including the first five excited states. The EOM-CC3 calculations were performed with the 

CFOUR software suite.61  



 

Figure 1. Molecular structures of the molecules considered in this work. 



3. Results and Discussion 

The vertical transition energies and oscillator strengths calculated by the various methods are 

not the focus of the current work, but are given in the Supporting Information for completeness. 

 

3.1 Transition dipole moment direction 

The average angle of deviation between each of the TDDFT/TDA TDMs, and the EOM-CC3 

TDM for the different functionals are given in Table 1, along with the deviation between the 

ADC(3) and EOM-CC3 TDMs for molecules 1 – 10. ADC(3) calculated TDMs compare well 

with the EOM-CC3 TDMs, especially for transitions with f > 1x10-3, with average errors in the 

angles for S1 and S2 TDMs lower than the corresponding TDDFT/TDA values when 

considering both transitions. The magnitude of the ADC(3) TDMs also compares favourably 

(see later; section 3.2). This gives us confidence that the ADC(3) method is suitable as a 

benchmark for the molecules that are too large to apply the EOM-CC3 method. The average 

angle of deviation from the EOM-CC3 TDM for the first two valence singlet excited states for 

all functionals is less than 13 degrees, although the maximum deviations are considerably 

higher (see below). Given in Figures 2 and 3 are the maximum angles of deviation from the 

EOM-CC3 TDM when only transitions with an oscillator strength greater than 1x10-3 are 

included, for S1 and S2 transitions, respectively. While this is a somewhat arbitrary choice for 

the oscillator strength, it highlights that many of the large deviations in TDM angles are found 

for weak transitions, where the overall magnitude of the TDM is small and so the direction of 

the TDM is often less important. This is especially true for the S2 transitions (Figure 3), where 

the maximum deviation is reduced for all functionals. Large reductions in the errors are 

observed for the S1 transitions for the M06-2X, CAM-B3LYP and ωB97X-D functionals, with 

comparatively smaller reductions in the angles of deviation for the BLYP, OLYP and M11 



functionals. The deviations calculated by the other functionals remain unchanged, indicating 

TDMs of larger magnitude deviate from the EOM-CC3 TDM. 

For the S1 TDMs, the average and maximum angles of deviation decrease with increasing 

amounts of exact exchange. The “pure” density functionals, BLYP, BP86, M06-L and OLYP, 

all have average angles of deviation greater than 9°, while the average deviation decreases from 

12.9° to 6.5° with increasing proportions of exact exchange in the hybrid functionals (values 

given for PBE0 and M06-2X, respectively). This is not surprising, since charge-transfer states 

are involved for a few of the molecules considered for which standard functionals are known 

to fare poorly.62 The RSH functionals M11 and ωB97X have average angles of deviation of 

less than 6°, with M11 performing the best for this class of functional. The maximum angles 

of deviation (excluding transitions where f < 0.001) show a similar pattern, with the RSH 

functionals and M06-2X all having maximum values of less than 15°. The average angles of 

deviation for the S2 transitions (Table 2) follow a similar trend to those observed for the S1 

transitions, although the maximum deviations are higher for most methods compared to those 

seen for the S1 transitions (Figure 3). 

For molecules 11 – 15, where ADC(3) TDMs are used as a benchmark, a similar picture 

emerges (Figures 4 and 5; Table 2); the RSH functionals again compare the best with the 

reference TDMs for the S1 transitions, while M06 has the lowest average angle of deviation for 

the S2 transitions. When only the transitions with an oscillator strength greater than 1x10-3 are 

considered, the RSH functional M11 performs the best (Figures 4 and 5), while the hybrid 

functionals B3LYP, PBE0, M06 and BMK have the highest deviations for the S2 transitions. 

  



 

 

Functional 〈𝜃𝑆1〉 / degrees 〈𝜃𝑆2〉 / degrees 𝜃𝑆1
𝑚𝑎𝑥 𝜃𝑆2

𝑚𝑎𝑥 

BLYP 9.1 8.2 27.0 42.6 

BP86 10.0 5.5 25.9 26.8 

M06-L 9.7 6.8 34.0 39.1 

M11-L 7.3 6.3 21.9 29.5 

OLYP 9.1 5.3 27.5 24.1 

B3LYP 12.0 7.5 45.2 42.4 

PBE0 12.9 7.1 55.3 39.0 

M06 9.4 8.4 42.5 46.7 

BMK 8.9 5.2 31.5 22.1 

M06-2X 6.5 6.9 24.4 40.5 

CAM-B3LYP 8.4 7.3 34.1 39.2 

M11 2.9 7.1 13.1 43.9 

ωB97X 5.2 6.2 16.9 29.2 

ωB97X-D 9.9 6.2 56.3 28.6 

ADC(3) 4.8 6.4 25.5 38.7 

 

Table 1. Average angle of deviation of the TDDFT/TDA TDMs from the CC3 TDM for 

molecules 1 - 10. 

  



 

Functional 〈𝜃𝑆1〉 / degrees 〈𝜃𝑆2〉 / degrees 𝜃𝑆1
𝑚𝑎𝑥 𝜃𝑆2

𝑚𝑎𝑥 

BLYP 15.8 15.0 74.2 61.8 

BP86 15.8 15.0 73.8 59.3 

M06-L 17.0 16.9 84.7 70.8 

M11-L 15.3 14.2 75.5 58.0 

OLYP 15.9 13.8 74.1 58.3 

B3LYP 12.7 7.5 61.7 19.0 

PBE0 11.1 7.9 53.6 23.3 

M06 10.5 6.5 51.3 22.0 

BMK 3.5 12.8 16.4 47.7 

M06-2X 3.4 16.4 15.6 73.0 

CAM-B3LYP 1.9 11.0 9.0 43.7 

M11 6.1 19.6 30.3 86.8 

ωB97X 3.3 15.2 16.5 66.2 

ωB97X-D 2.7 10.9 12.6 41.9 

 

Table 2. Average angle of deviation of the TDDFT/TDA TDMs from the ADC(3) TDM for 

molecules 11 - 15. 

 

  



 

Figure 2. Maximum angle of deviation between the TDDFT/TDA calculated TDM and the 

CC3 TDM for the S1 transitions for molecules 1 - 10: all transitions (filled bars); transitions 

with f > 0.001 (open bars). 

 

 

Figure 3. Maximum angle of deviation between the TDDFT/TDA calculated TDM and the 

CC3 TDM for the S2 transitions for molecules 1 - 10: all transitions (filled bars); transitions 

with f > 0.001 (open bars). 
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Figure 4. Maximum angle of deviation between the TDDFT/TDA calculated TDM and the 

ADC(3) TDM for the S1 transitions for molecules 11 – 15 (only transitions with f > 0.001 are 

shown). 

 

 

Figure 5. Maximum angle of deviation between the TDDFT/TDA calculated TDM and the 

ADC(3) TDM for the S2 transitions for molecules 11 – 15 (only transitions with f > 0.001 are 

shown). 
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The average deviation angles given above (Table 1) include molecules which have higher 

symmetry than C1 or Cs. Some of the molecules in the present study belong to the C2v or D2h 

point groups, in which case the deviation is zero degrees, since the direction of the TDMs are 

determined by symmetry. Given in Table 3 are the average angles of deviation for those 

molecules with symmetry belonging to either the C1 or Cs point groups. As expected, the 

average angle of deviation increases for each of the methods, as they are not restricted by 

symmetry. 

  



Functional 〈𝜃𝑆1〉 / degrees 〈𝜃𝑆2〉 / degrees 

BLYP 11.4 10.3 

BP86 12.5 6.9 

M06-L 12.1 8.5 

M11-L 9.1 7.9 

OLYP 11.4 6.7 

B3LYP 15.0 9.3 

PBE0 16.1 8.8 

M06 11.8 10.5 

BMK 11.1 6.6 

M06-2X 8.1 8.7 

CAM-B3LYP 10.5 9.1 

M11 3.7 8.8 

ωB97X 6.5 7.8 

ωB97X-D 12.4 7.8 

ADC(3) 6.9 9.1 

 

Table 3. Average angle of deviation of the TDDFT/TDA TDM from the CC3 TDM for 

molecules belonging to C1 or Cs point groups.  

 

  



3.2 Magnitude of the transition dipole moments 

While the direction of a given TDM is important in identifying the transition, the magnitude of 

the TDM is necessary to give quantitative accuracy for the oscillator strength (see equation 1). 

Given in Figures 6 and 7 are the average magnitudes of the TDMs calculated using 

TDDFT/TDA as a percentage of the magnitude of the EOM-CC3 TDM and ADC(3) TDM, 

respectively, such that 100% means the magnitudes are equal between a given functional and 

the reference TDM. For most of the methods, the average magnitudes of the TDMs are in the 

range 80-110% of the EOM-CC3 TDM, apart from the M11 and OLYP functionals. For M06-

L, the relatively high average error stems from the TDM for the S1 transition of molecule 9 

being approximately four times that of the reference EOM-CC3 TDM, although this is a weak 

transition (f < 1x10-3) and such an error is not such an issue in practice.  

The ADC(3) method exhibits a consistent performance in comparison to the EOM-CC3 TDMs 

for molecules 1 – 10, with average magnitudes of the TDM of 90.3% (values in the range 

85.6% to 94.8%) and 102.1% (values in the range 80.7% to 130.1 %) of the EOM-CC3 TDMs 

for the S1 and S2 transitions, respectively. The RSH functionals give a consistent performance 

versus the ADC(3) method for both S1 and S2 transitions (Figure 7), with values in the range 

of 85-90% of the magnitude of the ADC(3) TDMs. 

 

3.3 Use of TDDFT without the Tamm-Dancoff approximation 

While the default option for some electronic structure software packages when performing 

TDDFT calculations is to invoke the Tamm-Dancoff approximation, it is useful to consider the 

performance of full TDDFT against the benchmark methods. Given in Tables S16 and S17, 

and Figures S1 – S6 (in the Supporting Information) are the data for the full TDDFT approach. 

Overall, the TDMs calculated by TDDFT have a slightly larger magnitude than those calculated 



with TDDFT/TDA (e.g. compare Figure S3 and Figure 6), although the trends are very similar. 

The average angles of deviation from the reference EOM-CC3 (Table S16) show an increase 

for the S1 transitions (in comparison to the TDDFT/TDA values), while the majority of the 

angles of deviation for the S2 transitions show a decrease versus the TDDFT/TDA values. The 

maximum angles of deviation are often larger for TDDFT than TDDFT/TDA when including 

all transitions (see Figure S1 and Figure 2), although for transitions with an oscillator strength 

greater than 1x10-3, the profiles are very similar (Figures S1, S2, 2 and 3).  

 

  



 

Figure 6. Magnitude of the TDDFT/TDA TDM represented as a percentage of the CC3 TDM 

for molecules 1 - 10. TDMs with an equal magnitude of the EOM-CC3 TDM have a value of 

100%. Note that the y-axis starts at 80%. S1 transitions (filled bars); S2 transitions (patterned 

bars). 

 

Figure 7. Magnitude of the TDDFT/TDA TDM represented as a percentage of the ADC(3) 

TDM for molecules 11 - 15. TDMs with an equal magnitude of the EOM-CC3 TDM have a 

value of 100%. Note that the y-axis starts at 80%. S1 transitions (filled bars); S2 transitions 

(patterned bars). 
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4. Conclusions 

We have presented data for the direction and magnitude of TDMs calculated using TDDFT 

both with and without the Tamm-Dancoff approximation and a variety of functionals in 

comparison with benchmark EOM-CC3 TDMs. In general, the RSH functionals perform well 

across a wide variety of excitations and molecules, and we recommend choosing one of these. 

While the ωB97X-D functional has performed slightly worse than the ωB97X functional in the 

current study, we would still recommend this functional where non-covalent interactions are 

considered important; none of the molecules in this study belong to that class of molecule. 

Additionally, the M06-2X functional, with 54% exact exchange incorporated into the 

functional, also performs well. The local “pure” functionals should be used with caution, 

although the magnitude of the calculated TDMs for this class of functional compare well with 

EOM-CC3. The interested reader should therefore carefully select a functional based on the 

current results and those of other TDDFT benchmarks, to best suit their needs. 
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