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a b s t r a c t

Derived from the Heterogeneous Multiscale Methods (HMM), a two-scale method is developed for the

analysis of Elastohydrodynamic Lubrication (EHL) and micro-EHL in tilted-pad bearings with three-

dimensional topography. A relationship linking the pressure gradient to mass flow rate is derived and

represented in the bearing domain through homogenisation of near-periodic simulations describing the

Fluid Structure Interaction (FSI) of topographical features. For the parameters investigated the influence

of compressibility and piezoviscosity was found to be more significant than that of non-Newtonian

(shear-thinning) behaviour on textured bearing performance. As the size of topography increased two-

scale solutions demonstrated that at constant load the coefficient of friction increased and the minimum

film thickness decreased over a range of pad lengths and tilt angles.

& 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/3.0/).

1. Introduction

The Reynolds equation [1] is well established as an accurate

means of describing fluid flow in the Elastohydrodynamic Lubrica-

tion (EHL) of smooth surface geometries [2]. More recently the

focus of lubrication engineers has been directed toward analysis of

surface topography and the influence that this has on bearing load

capacity and friction coefficients [3]. The potential of topographical

features to improve bearing performance has increased the impor-

tance of surface roughness and texturing within bearing design [4].

A number of authors have sought solutions to the Reynolds

equation which fully resolve lubrication flow at both the scale of

topography and that of the bearing contact region [5–8]. As

topographical features become more important flow analyses based

on solutions of the Stokes or Navier–Stokes equations have been

shown to be more accurate than those based on the traditional

Reynolds equation [9].

Studies which compare solutions to Reynolds, Stokes and

Navier–Stokes equations for textured surfaces have been con-

ducted by a number of researchers [10–15]. For more details see

Gao and Hewson [16]. Significant differences in load capacity

between Reynolds and Stokes solutions were found in the pre-

sence of topographical features. The inclusion of inertial effects via

the generalised Reynolds equation [17] or Navier–Stokes equations

illustrated the influence of inertia on load capacity and the

consequent benefit of using Computational Fluid Dynamics (CFD)

to model the fluid film flow. CFD has also been used on smooth

geometries to enable the modelling of a range of phenomena

which occur in EHL such as thermal transport, rheology, cavitation

[18], wall slip [19] and structural models [20].

Both deterministic (where the surface topographical features

are fully described and resolved over the global domain) and

homogenisation (where the flow about surface topographical

features are solved independently and the results are applied to

the global domain) models have been used by researchers to

analyse bearings with surface texturing. Although CFD has the

potential to comprehensively describe lubrication phenomena

most research in this field to date remains focused on the use of

the Reynolds equation, whether that is by deterministic [21–24] or

homogenisation [11,25–28] models. Few deterministic models

have been developed which employ the Navier–Stokes equations

[11,29] because of the large separation in scales between each

local feature and the entire domain. The grid resolution required

to model such a difference is beyond most computational facilities,

making a homogenisation based approach more feasible.

Patir and Cheng [30] introduced the average flow model where

the Reynolds equation is modified with flow factors that allow the

scale of topography and that of the domain to be treated

separately. These flow factors were calculated from simulations

describing the local surface texture with periodic boundary

conditions which are subsequently coupled into a global-scale
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simulation. Using this average flow model Sahlin et al. [26]

developed a method of homogenisation for hydrodynamic bear-

ings with periodic roughness, the flow factors were calculated

from homogenised results of the compressible Reynolds equation.

This concept was then extended by Sahlin et al. [27] to a mixed

lubrication regime with prescribed sinusoidal roughness. Still

using the Reynolds equation to describe the small scale fluid flow,

a contact mechanics model was used to determine both elastic and

plastic asperity deformation. Solid–solid contact was implemented

to derive the bearing surface and as such Fluid Structure Interac-

tion (FSI) was not considered at either scale.

Studies have been conducted where Navier–Stokes equations are

used to describe the small scale problem. de Kraker et al. [31,32]

applied the incompressible Navier–Stokes equations to describe

small scale fluid flow and an averaged Reynolds equation (similar to

that of Patir and Cheng [30]) was implemented at the large scale.

Flow factors were introduced to account for the small scale

simulations but micro-EHL effects were not considered. A similar

model was developed for discrete cell gravure roll coating by

Hewson et al. [33]. A relationship was derived linking homogenised

results of Stokes flow simulations at the small scale to a pressure

gradient – mass flow rate relationship at the large scale. The

linearity of Stokes flow allowed for simple integration of the small

scale simulations into the large scale simulation.

Based on the Heterogeneous Multiscale Method (HMM) devel-

oped by E and Engquist [34], a framework for the analysis of

micro-EHL in two-dimensions was outlined by Gao and Hewson

[16]. Both local and global EHL effects were described. The

incompressible Navier–Stokes equations were used to define fluid

flow at the small scale. Results of near-periodic small scale

simulations were homogenised and applied to the global solution

via a pressure gradient – mass flow rate relationship. Periodicity

was vital to the coupling mechanism, allowing small scale simula-

tions to be treated as a point at the large scale. The resulting

relationship binding these two scales was shown to be non-linear

due to deformation of the bearing surface and small scale flow

effects. Interpolation was used at the large scale to inspect

between previously obtained small scale results. These results

were collected via a full factorial Design of Experiments (DoE).

Deformation at both scales was treated through the separation of

the stiffness matrix into local and non-local influences. Results of

smooth surface simulations at the small scale were presented and

compared well with lubrication theory when applied to a tilted-

pad bearing problem. Results including topography demonstrated

the influence of micro-EHL and the robustness of this method in

capturing these effects.

In this study the multiscale framework outlined by Gao and

Hewson [16] is extended to three-dimensional small scale simula-

tions and more representative lubricant behaviour is considered.

The two-scale method derived is valid where the bearing has no

cross-flow or side-leakage. However, additional comments are

made as to how the general solution can be achieved. The

steady-state, isothermal, laminar and compressible Navier–Stokes

equations govern fluid flow at the small scale, where piezo-

viscosity and non-Newtonian (shear-thinning) behaviour are also

modelled. A method for the homogenisation of small scale

simulations in three-dimensions is introduced. This data is simi-

larly coupled to the large scale via a pressure gradient – mass flow

rate relationship. The small scale data is represented by a Moving

Least Squares (MLS) approximation, a metamodel describing this

relationship is built and validated using k-fold Cross Validation

(CV) in a method similar to that used by Loweth et al. [35] and

Narayanan et al. [36]. This method employs an Optimum Latin

Hypercube (OLHC) to populate the DoE used for small scale

simulations, in order to span the entire design space as effectively

as possible with the fewest number of designs [37,38]. Numerical

simulations of this multiscale approach are presented for a range

of topography amplitudes and compared to lubrication theory over

a range of operating conditions and degrees of freedom.

2. Theory

2.1. Heterogeneous multiscale method (HMM)

The HMM is a general modelling technique that can be

employed where there is a distinct separation in scales ([34]).

As a starting point a solver is chosen for a known large scale

model, in which some terms are explicitly unknown. The HMM

replaces these unknown quantities with results of numerical

Nomenclature

A; ΔA Area, area deformation (m2)

C1�C10 MLS constants

D0, D1 Dowson–Higginson compressibility

E, E0 Young's modulus, equivalent modulus (Pa)

F Force per unit volume (N/m3)

g Film gap (mm)

h Undeformed film thickness (mm)

K ;KG Stiffness matrix, global stiffness matrix (mm/MPa)

k1 Local stiffness (mm/MPa)

k Number of folds

L Cell length (mm)

Lp Pad length (mm)

p; Δp Pressure, pressure jump (MPa)

pr Viscous reference pressure (GPa)

pn Load-per-unit-area (N/mm2)

q Mass flow rate (kg/s)

r Micro-EHL effect on minimum film thickness (%)

s Small scale film thickness (mm)

Δs Deformation of small scale film thickness (mm)

smin Small scale minimum film thickness (mm)

t, t0 Pad thickness, equivalent thickness (mm)

U Wall velocity (m/s)

u Fluid velocity (m/s)

u; v;w Fluid velocity components (m/s)

V Volume (m3)

W Load capacity (kN)

x, y, z Spatial coordinates (m)

Z Piezoviscous index

α Topography amplitude (mm)

_γ Shear rate (1/s)

δ Deformation (mm)

δt Topography function (mm)

η; η0 Viscosity, ambient viscosity (Pa s)

ηp Piezoviscosity (Pa s)

ηr Roelands reference viscosity (Pa s)

μ Coefficient of friction

ν Poisson's ratio

ρ; ρ0 Density, ambient density (kg/m3)

s Stress (N/m2)

τ; τ0 Shear stress, Eyring stress (N/mm2)

φ Tilt angle (1)

G.N. de Boer et al. / Tribology International 79 (2014) 111–125112



simulations at the small scale. The key to the application of HMM

proposed by Gao and Hewson [16] was how the two scales were

coupled and the application of near-periodicity at the small scale.

By using the same rationale a similar, though more general,

formulation is described here. Small scale results describe the

pressure gradient – mass flow rate relationship and through

homogenisation, the large scale subsequently applies this to a

global pressure distribution and conservation of mass. This

approach is limited because only small scale inertial effects can

be included. By neglecting large scale inertia the resulting simula-

tion is consistent with the assumptions which define lubrication

theory. Large scale variables influence the homogenised relation-

ship through interpolation of the small scale solutions. In this

method a metamodel is used in place of the small scale data as a

route to interpolation.

2.2. Large scale simulation

The large scale simulation describes EHL in the global bearing

domain. In a manner similar to that of conventional EHL analyses,

hydrodynamic pressure in the lubricant is coupled with elastic

deformation of the bearing surface.

2.2.1. Fluid flow model

One-dimensional flow is considered at the large scale in this

study. This is governed by equations for the pressure gradient and

mass conservation

dp

dx
¼ f ðp; q; gÞ ð1Þ

dq

dx
¼ 0 ð2Þ

The pressure gradient (dp/dx) is a homogenised function of the

pressure (p), mass flow rate per unit width (q) and film gap (g).

The three parameters on the right hand side of Eq. (1) are the only

large scale parameters which influence small scale flow. This data

is obtained from the small scale simulations, the details of which

can be found in the following section. Dirichlet boundary condi-

tions apply to Eqs. (1) and (2) such that pressure at the global inlet

(pa) and outlet (pb) is zero (ambient pressure):

pa ¼ pb ¼ 0 ð3Þ

The one-dimensional large scale problem could be extended

to two-dimensions to account for cross-flow or side-leakage by

deriving a similar expression to that given by Eq. (1), whereby the

relationship between the flow rate in both the x and y directions

can be expressed as functions of the pressure gradients in these

directions, the pressure, and local large scale geometry. Conserva-

tion of mass in the x and y directions can then be applied to solve

the two-dimensional problem.

2.2.2. Elastic deformation

Elastic deformation of the bearing surface is determined in a

similar manner to classic EHL analyses. See Cameron [39] for more

details. Deformation is found via a matrix operation, where the

influence of pressure on displacement decreases with the distance

from the point at which it is applied. The total deformation

influence matrix (K), or deformation coefficient matrix, is calcu-

lated using elasticity theory [40]. The relationship describing how

pressure (load per unit area) relates to surface deformation is

given by the following equation:

δ¼Kp ð4Þ

2.2.3. Separation of the deformation matrix

Eq. (4) can be rewritten such that total deformation is the sum

of local and non-local influences

δ¼ k1IpþKGp ð5Þ

In Eq. (5), k1 is the local large scale stiffness comprising of only

diagonal matrix terms which is subsequently modelled at the

small scale. The term k1Ip accounts for local deformation and KGp

non-local deformation. Where KG is the global deformation

influence matrix, this can be solved for given the relationship

with the total deformation matrix in Eq. (6)

KG ¼K�k1I ð6Þ

Separating deformation of the pad into these two terms high-

lights how deformation at local and global scales can be treated

independently. By implementing this mechanism local, micro-EHL

and global EHL effects are described.

2.2.4. Pressure–deformation coupling

By separating the deformation influence matrix into the large

scale problem described the influence of local deformation (char-

acterised by the local stiffness (k1)) on the the pressure gradient –

mass flow rate relationship is included through Eq. (1), which is

determined at the small scale and subsequently applied to the

large scale simulation. The film gap (g) becomes the sum of the

undeformed film thickness (h) and non-local deformation

g¼ hþKGp ð7Þ

Eqs. (1), (2) and (7) are coupled and solved iteratively until

convergence in the pressure distribution is reached. Due to the

presence of topography at the small-scale Eq. (1) will also model

micro-flow and structural effects which are not described by the

large scale mechanics, as described in the following section.

2.3. Small scale simulations

The small scale simulations are defined by steady-state, iso-

thermal, compressible, laminar flow as described by Navier–Stokes

equations and those which govern elastic deformation of the small

scale features. Coupling is achieved through an Arbitrary Lagran-

gian–Eulerian (ALE) approach in a Finite Element (FE) simulation.

2.3.1. Spring column representation

The small scale EHL model is based on the fluid flow due to

topography and the local stiffness properties. Deformation at the

small scale uses an equivalent thickness (t0) of the solid domain to

ensure that the resulting deformation due to fluid pressure is

equal to the column deformation achieved from the local stiffness

(k1) at the large scale.

t0 ¼ k1E
0 ð8Þ

The equivalent elastic modulus (E0) is derived to represent the

mechanical properties of the large scale problem to a fully

constrained column of bearing material in three-dimensions at

the small scale [40].

E0 ¼
ð1�νÞE

ð1þνÞð1�2νÞ
ð9Þ

where E and ν are Young's modulus and Poisson's ratio of the

bearing material respectively. Eq. (9) is not valid for incompres-

sible materials ðν¼ 0:5Þ since t0 will tend to infinity, invalidating

the spring column approach. By applying an equivalent thickness

to the problem the small scale FSI is accurately described whilst

maintaining the required stiffness properties at the large scale. It is

important to note that this approach is only valid where the size of

the equivalent thickness is an order of magnitude greater than the

G.N. de Boer et al. / Tribology International 79 (2014) 111–125 113



size and deformation of the topographical feature. Because dis-

cretisation at the large scale determines local stiffness, ensuring

this condition raises some challenges, as will be discussed below.

2.3.2. Fluid domain

Fig. 2 illustrates the small scale fluid domain used in this study.

The domain is described by the undeformed film gap (g) and the

cell size (L) in both the x and y dimensions respectively. For the

purpose of simplicity the cell size in both dimensions are equal,

however this is not a requirement for the approach. The cell film

thickness (s) is the sum of film gap (g) and the periodic function

describing topography (δt).

s¼ gþδt ð10Þ

Periodicity must be maintained in the cell film thickness (pre-

deformation) at the boundaries in order to satisfy the multiscale

theory. Therefore the function describing topography must also be

periodic. Eq. (11) has been chosen for the purpose of this study

however more complex topography could be generated by using

Fourier analysis to combine a number of periodic functions. α is

the topography amplitude where a value of α¼0 corresponds to a

smooth surface, the solution for which can be directly described

by Reynolds equation

δt ¼
α

4
sin 2π

x

L
�π

� �

þ sin 2π
y

L
�π

� �

þ2
h i

ð11Þ

Parameterisation of topography is possible using this two-scale

method, the parameters describing δt would become additional

variables in the pressure gradient – mass flow rate relationship

(Eq. (1)). Due to the increased computational cost associated with

this, a single topography has therefore been chosen for this study.

The different topography amplitudes investigated are represented

through multiple metamodels.

2.3.3. Fluid flow model

The small scale flow is considered steady, laminar, compres-

sible and isothermal as described by Navier–Stokes equations in

the following form [41]:

∇UðρuÞ ¼ 0 ð12Þ

ρðuU∇Þu¼∇U �pIþηð∇uþð∇uÞT Þ�
2

3
ηð∇UuÞI

� �

ð13Þ

where ρ denotes the fluid density, η is the fluid viscosity, p is the

fluid pressure, u is the velocity vector and I is the unit tensor.

2.3.4. Fluid properties

Compressibility is modelled via the Dowson–Higginson (D–H)

equation where fluid density is barotropic [42]. ρ0 is the ambient

density, and D0, D1 are constants.

ρ¼ ρ0
D0þD1p

D0þp
ð14Þ

Viscosity is both piezoviscous and non-Newtonian (shear-thin-

ning). The piezoviscous response is governed by Eq. (15) as defined

by Roelands [43]. ηp is the piezoviscous viscosity, η0 is the viscosity

at ambient conditions, ηr is the Roelands reference viscosity, pr is

the Roelands reference pressure, and Z the pressure–viscosity

index [44].

ηp ¼ ηrexp ln
η0

ηr

� �

1þ
p

pr

� �Z
 !

ð15Þ

Shear-thinning behaviour is modelled using the Ree-Eyring

model as originally developed by Johnson and Tevaarwerk [45]

and further refined by Bair et al. [46], where τ0 is the Eyring stress

and _γ is the shear rate, Eq. (16) is derived.

η¼
τ0

_γ
sinh�1 ηp _γ

τ0

� �

ð16Þ

2.3.5. Fluid boundary conditions

In reference to Fig. 2 the fluid flow boundary conditions are

described. The lower surface ADHE is a moving wall with velocity

U in the x-coordinate direction. BCGF is a no-slip boundary which

forms the fluid/solid interface. The remaining faces form two sets

of near-periodic (scaled to account for deformation and compres-

sibility) boundaries, ABCD/EFGH and ABFE/DCGH. The boundaries

which are normal to the direction of motion of the moving wall

φ

Fig. 1. Large scale bearing geometry.
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L L

y
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z

Fig. 2. Small scale fluid domain.
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Fig. 3. Deformed small scale fluid domain.
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(ABCD/EFGH) experience a jump in pressure, generating a pressure

gradient in x over the domain. The other set (ABFE/DCGH) remains

fully periodic with pressure as no gradient is required in this

direction for the large scale solution. If the large scale model

requires such gradients then these can be generated by another

jump condition imposed on these boundaries.

The pressure jump condition is modelled by Eq. (17) where

the pressure profile is shifted by a constant Δp. Subscripts 1 and

2 denote downstream and upstream boundaries respectively.

p2 ¼ p1þΔp ð17Þ

Deformation of the upper surface creates challenges when

implementing a boundary condition for velocity because the

resulting outward facing area (A) of each pair face is no longer

equal, as portrayed in Fig. 3.

Mass flow rate must be equal at the boundaries in order to

satisfy mass conservation and the HMM analysis. This enables us

to derive a near-periodic boundary condition for velocity Eq. (18)

and corresponding Eqs. (19) and (20) for density and area ratios.

u2 ¼ u1 U
ρ1

ρ2
U
A1

A2
ð18Þ

ρ1

ρ2
¼

ðD0þD1p1ÞðD0þp1þΔpÞ

ðD0þp1ÞðD0þD1ðp1þΔpÞÞ
ð19Þ

A1

A2
¼
1þðΔA1=A0Þ

1þðΔA2=A0Þ
ð20Þ

Eq. (19) accounts for compressibility at the boundaries. Eq. (20)

describes how the ratio of areas relates to the strain in area over

the boundary. A0 is the boundary outward facing area pre-

deformation and ΔA is the area deformation of the boundary. This

boundary condition is consistent with the HMM, where near-

periodicity is maintained over a small scale feature. As the scale

separation increases this becomes an increasingly valid assump-

tion. If the length of the small scale feature tends toward zero and

the small scale feature vanishes the problem can be solved

analytically, and the lubrication equation is obtained.

2.3.6. Solid domain

The solid is located above the fluid domain as illustrated by

Fig. 4. FSI occurs at the interface connecting the two domains.

The thickness (t0) is derived as previously outlined from the

material and stiffness properties required at the large scale.

Topography (δt) is removed from the solid column. The size and

subsequent deformation of topography must be an order of

magnitude smaller than the solid column thickness such that the

local topography dependent stress field is not affected.

2.3.7. Solid deformation model

Structural mechanics is considered at the small scale using a

conventional three-dimensional FE analysis in order to represent

the local stiffness (k1) required at the large scale. The force balance

is characterised by Eq. (21) where the solid material is assumed

homogeneous, isotropic and linearly elastic [47].

�∇Us¼ FV ð21Þ

where s is the normal stress tensor, F is the vector of load per unit

volume, and V is the volume.

2.3.8. Solid boundary conditions

With reference to Fig. 4 the small scale solid boundary condi-

tions are described. The upper boundary PQSR is fully constrained.

The sides of the spring column BPQC, BPRF, FRSG and CQSG are

constrained normal to the surface. The fluid/solid interface BCGF is

loaded by the pressure p generated from the fluid flow simulations,

i.e. the stress normal to the boundary is equal to the pressure.

2.4. Homogenisation

Given a pressure constraint (placed directly in the centre of

ADHE of Fig. 2, denoted by p0) and the initial gap (g, which includes

the undeformed film thickness plus deformation of non-diagonal

terms of the stiffness matrix, excluding the diagonal terms), the

solution fields for pressure and velocity can be obtained by solving

for the small scale model. The homogenised pressure gradient

(dp/dx) over a unit cell is calculated using Eq. (22).

dp

dx
¼
Δp

L
ð22Þ

The mass flow rate per unit width (q) at the large scale is

determined from the mass flow rate which characterises the small

scale flow and the magnitude of the extra dimension considered at

this scale. Eq. (23) is calculated on the deformed boundary AB0C0D

of Fig. 3.

q¼
1

L

Z sþΔs

0

Z L

0
ρudydz ð23Þ

where Δs is the deformation of the fluid domain thickness. The

pressure constraint (p0), pressure gradient (dp/dx), initial gap (g), and

the mass flow rate per unit width (q) are required for interpolation of

the small scale results for use in a large scale simulation.

As pressure is not linearly distributed in the small scale domain

due to effects which occur in the presence of topography as well as

that due to deformation, compressibility, piezoviscosity, etc., an

average cell pressure(pn) is derived which describes the load per

unit area in the large scale simulation and from which the load

A

B

C

D

E

F

G

H

P

Q
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S

g

t'

L L

y

x

z

Fig. 4. Small scale solid domain.
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capacity of the bearing is determined.

pn ¼
1

L2

Z L

0

Z L

0
p dx dy ð24Þ

This pressure is used to determine the deformation at the large

scale. The shear force per unit area (τ) is calculated from Eq. (25) at

the small scale, this is equivalent to shear stress in the large scale

model. The integration of Eqs. (24) and (25) is over the moving

wall boundary ADHE of Fig. 2.

τ¼
1

L2

Z L

0

Z L

0
η
du

dz
dx dy ð25Þ

The small scale minimum film thickness (smin) can be reported

using Eq. (26). This film thickness is representative of the micro-

EHL effect and is thus a measure of the deformation of the small

scale features. Eq. (26) is performed on the deformed fluid/solid

interface B0C0G0F0.

smin ¼min
x;y

ðsþΔsÞ ð26Þ

The role of additional flow phenomenon (viscosity, density)

cannot be shown at the large scale because they vary significantly

in the small scale solutions, meaning that homogenisation does not

reflect the true magnitude of the variable in the small scale domain.

2.5. Lubrication theory

When considering fluid flow the smooth surface case (where

the size of the topography is zero, α¼0) can be compared with

Reynolds equation to provide a benchmark for the multiscale

approach. This is because without topography inertial forces will

become negligible and the small scale problem can be accurately

described by the lubrication approximation. Eq. (27) is the corre-

sponding Reynolds equation in one-dimension using the separation

of the stiffness matrix.

dp

dx
¼

12η

ρðgþk1pÞ
3

ρU

2
ðgþk1pÞ�q

� �

ð27Þ

2.6. Response surface methodology (RSM)

Representation of the small scale data at the large scale is

achieved through the use of a Moving Least Squares (MLS) approx-

imation. The approximation describes the small scale solutions over

the entire design space. The design space encompasses the complete

range of values required by the large scale solver. RSM refers to the

process of building, validating and implementing the approximation

based on the previously obtained experiments, this is also known as

surrogate or metamodelling [48]. Creating a model of this nature

requires a Design of Experiments (DoE) which ensures the most

efficient spread of simulations in the design space. An Optimum

Latin Hypercube (OLHC) is used here to cover as much of the design

space with as few designs as possible [37]. Eq. (1) is replaced by Eq.

(28) where the tilde notation represents known values correspond-

ing to small scale simulations of the evaluated function and θ is a

metamodel tuning parameter. Similar representations are defined

for the load per unit area (pn), shear force per unit area (τ), and small

scale minimum film thickness (smin).

dp

dx
ffi ~f ~p; ~g ; ~q;

~dp

dx
; p; g; q; θ

 !

ð28Þ

2.6.1. Moving least squares (MLS) approximation

MLS is derived from conventional weighted least squares

model building where the weights do not remain constant but

are functions of the normalised Euclidian distances from sampling

points to the point where the metamodel is evaluated. The weight

associated with a particular sampling point decays as an evalua-

tion point moves away from the sampling point. It is not possible

to obtain an analytical form of the MLS function representing the

metamodel but its evaluation is computationally inexpensive and

therefore used in this work. Eqs. (29)–(32) illustrate polynomial

basis functions used to model the multiscale relationships for the

pressure gradient, load per unit area, shear force per unit area, and

small scale minimum film thickness respectively. Each of these is

based upon the corresponding lubrication theory models but

inclusive of extra constants which are determined through the

MLS operation. These constants (C1�C10) are functions of the

position within the design space at which the metamodel is being

assessed. The dimensions of C3 are MPa/mm, C5 and C8 are N/mm2,

C10 is μm, and the remaining constants are dimensionless.

dp

dx
¼

12η0

ρ0ðgþk1pÞ
3

C1ρ0U

2
ðgþk1pÞ�C2q

� �

þC3�1 ð29Þ

pn ¼ C4pþC5�1 ð30Þ

τ¼
�6η0

ρ0ðgþk1pÞ
2

2C6ρ0U

3
ðgþk1pÞ�C7q

� �

þC8�1 ð31Þ

smin ¼ C9ðgþk1pÞþC10�1 ð32Þ

Deviations from lubrication theory introduced by the small

scale model are captured by these constants. In the incompres-

sible, isoviscous, smooth surface case the set of constants will be

unity throughout the design space as the computational results

are the same as lubrication theory.

MLS metamodels can be tuned to the DoE data by varying the

closeness of fit parameter θ. Changing θ controls the rate at which

the weight decays with distance from a sampling point or in

another perspective the sphere of influence surrounding an

evaluation point beyond which a sample point will have no effect

on the resulting metamodel approximation. This parameter allows

MLS approximations to efficiently deal with numerical noise,

where the user has choice over how ‘close’ or ‘loose’ the fit is

[49]. Several strategies have been derived in order to automatically

predict the closeness of fit parameter for a given data set [50].

Following from the work of Loweth et al. [35] θ is determined

using the k-fold Cross Validation (CV) method.

2.6.2. k-Fold cross validation (CV)

In k-fold CV a random set of size k is removed from the DoE and

the MLS approximation is built from the remaining sample points

(building set) using a given closeness of fit parameter (θ). The

approximation is then compared against the known function value

at the removed locations (validation set) by calculating the Root

Mean Squared Error (RMSE).

RMSE¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

k
∑
i ¼ k

i ¼ 1

ðf i�
~f iÞ

2

s

ð33Þ

In Eq. (33) k is the number of validation points, ~f i belongs to the

set of known function evaluations and fi to the set of correspond-

ing MLS approximations. This process of error checking is repeated

over many k-sized folds of the validation set as to include all

points in both the building and validation phases. An average of

the RMSE is then used to provide the error for the approximation

at the current closeness of fit parameter (θ). A range of θ values is

specified and the above process is carried out across this range.

The smallest average RMSE predicted gives the value of the

closeness of fit which produces the most accurate MLS approx-

imation for the data provided. The average RMSE versus closeness

of fit parameter response is subject to a significant amount of
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numerical noise making the search for a minimum RMSE difficult.

Practical experience [35] suggests that the following must all be

specified in order to reduce this noise: the number of repeat folds

(1000 is chosen to limit numerical cost), the size of each fold used

(�30% of the DoE size), the method of randomisation by which

folds are chosen, and the range of the closeness of fit parameter

chosen for investigation (this can vary between zero (least squares

regression) and any value until over-fitting occurs [51], the range

of 0–100 was found to be suitable in this case).

3. Numerical method

3.1. Geometry and materials

Fig. 1 illustrates the linear-converging tilted-pad bearing which

is analysed in this study at the large scale. The convergent

geometry will minimise cavitation in the outlet region as pressure

will always remain above the ambient value, although this may

not necessarily hold at the small scale where micro-cavitation

could conceivably occur. The pad length (Lp) is representative of

the contact region for the bearing. The thickness of the deformable

polytetrafluoroethylene (PTFE) layer (t) is large enough to incor-

porate deformation from the resulting simulation. The rigid back-

ing to the pad is undeformable. A minimum undeformed film

thickness for the tilted-pad bearing (hb) at the outlet is adjusted at

a constant tilt angle (φ) such that the undeformed film thickness

distribution (h) is given by the following equation:

h¼ hbþðLp cos φ�xÞ tan φ ð34Þ

Topography is defined at the small scale but may be para-

meterised at the large scale, as outlined earlier. These topographi-

cal features are assumed to be evenly distributed across the length

of the pad on the PTFE layer, this layer is assumed to remain

stationary throughout. The lower surface of the bearing contact

moves with speed U in the x-coordinate direction. The lubricant

modelled is compressible, piezoviscous and non-Newtonian

(shear-thinning) and the solid is linearly elastic as outlined earlier.

Details for the constants related to these fluid and solid properties

plus those used as operating conditions are listed in Table 1.

3.2. Stiffness properties

In this study only elastic deformation of the pad is modelled

and bending is not considered. The stiffness matrix (K) is calcu-

lated using the method described by Rodkiewicz and Yang [52].

The FE method is used to model solid deformation of the pad.

From the principle of virtual work stiffness properties for the pad

are derived. The pad is discretised and unit loads applied to each of

the pad face elements in turn. The resulting deformation distribu-

tions become a row in the total deformation matrix. As these

distributions are superimposed they provide the pad deformation

due to pressure acting on all elements. This can be scaled directly

to account for any load within the elastic limit of the material. As

such the value of the diagonal terms of the matrix which govern

the large scale local stiffness is affected by the size of elements

chosen to represent the bearing surface. This leads to a potential

breakdown of the multiscale theory required at the small scale. In

order for the spring column approach to remain valid, the

magnitude of deformation at the small scale must be at least an

order of magnitude smaller than the equivalent thickness derived

from the local stiffness properties. If the discretisation is too large

the resulting thickness becomes too small for this assumption to

hold. The stiffness at the small scale is set to a value which will

always provide a large enough thickness, the local stiffness (k1).

The resulting small scale simulations provide a solution at this

stiffness. Because deformation is linear the result can be scaled

directly to match the required large scale local stiffness, resulting

in Eq. (7). In order to model the required load per unit area derived

from small scale simulations Eq. (7) is replaced by Eq. (35).

g¼ hþKGp
n ð35Þ

In this study the local stiffness is constant and thus the same

small scale data can be used for any large scale definition of the

stiffness matrix. In this sense the formulation outlined here is

more general than the method specified by Gao and Hewson [16].

3.3. Solution procedure

The first stage of the solution procedure is to determine

suitable ranges for the gap, pressure and pressure gradient which

will produce useful flow rates for the multiscale approach.

Approximate limits were found by running equivalent simulations

with Reynolds equation (Eq. (27)) replacing the homogenised

small scale simulations, the resulting limits are tabulated in

Table 2. The DoE was specified using an OLHC code [37] and the

small scale simulations run using the FE solver COMSOL Multi-

physics (USA). k-fold CV was subsequently performed on the

resulting data sets to find the closeness of fit parameters needed

for the MLS approximations, ready for large scale implementation.

For a given large scale undeformed geometry, the solution

procedure begins with an initial guess for the pressure distribu-

tion. This is chosen as the corresponding smooth surface solution

to the Reynolds equation. The film gap is then updated according

to Eq. (35) to include non-diagonal deformation terms. The

pressure was then solved based on this updated geometry and

the pressure gradient –mass flow rate relationship (Eq. (1)), which

is inclusive of the local elastic deformation obtained for the small

scale simulations. The actual representation of this is governed by

the MLS approximation (Eq. (29)) derived after the small data is

acquired. This process is repeated until convergence of the

pressure field, the tolerance chosen for this was 10�3. For each

iteration deformation is relaxed by a factor of 0.5 due to instabil-

ities in the numerical solution method.

Table 1

Parameters values and ranges.

Parameter Value/Range Unit

D0, D1 0.59�109, 1.34 –

E 0.5 GPa

k1 0.4667 mm/MPa

L 10 mm

Lp [20, 25] mm

pr 0.196 GPa

U 1 m/s

W 75, 100 kN

Z 0.4486 –

α [0, 7.5] mm

η0 1 Pa.s

ηr 6.31�10–5 Pa.s

ν 0.4 –

ρ0 870 kg/m3

τ0 5 N/mm2

φ [0.05, 0.06] deg

Table 2

Ranges applied to the DoE used for the small scale simulations.

Parameter Range Unit

dp
dx

[�40, 10] MPa/mm

p [0, 10] MPa

g [5, 50] mm
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The solution for Eqs. (1) and (2) is achieved via a shooting

method for the mass flow rate to satisfy the boundary conditions

for pressure. In this method the MATLAB (The MathsWorks Inc.,

USA) initial value solver ode45 has been used to perform 4th/5th

order Runge–Kutta integration to solve for the pressure field. The

mass flow rate is adjusted after each iteration dependening on

whether the error in the pressure boundary condition at outlet is

either under or over predicted. This function returns the pressure,

pressure gradient, load per unit area, shear force per unit area and

mass flow rate for the current gap.

In order to undertake physically meaningful comparisons

between different operating conditions and degrees of freedom

an operating load capacity was specified for each simulation. This

load was obtained by adjusting the minimum undeformed film

thickness (hb) using a bisector approach. Once this load is reached

the minimum film thickness (gb) and coefficient of friction (μ)

are recorded where the actual bearing load (W) and μ are given by

Eqs. (36) and (37) respectively.

W ¼

Z Lp cos φ

0
pn dx ð36Þ

m¼
1

W

Z Lp cos φ

0
τ dx ð37Þ

4. Results and discussion

Results presented and discussed here are divided into three

subsections. The first describes the numerical accuracy of the two

scale method, the second subsection analyses the small scale

simulations, and the third analyses contains results relating to

smooth and textured surfaces at the large scale.

4.1. Numerical accuracy

Assessment of the numerical accuracy for the two-scale

method is determined through grid independence of simulations

at both scales and validation of the RSM used to couple these

scales.

4.1.1. Grid independence

Small Scale grid independence was determined by varying

the total number of elements for a specific case and comparing

the mass flow rate produced. The absolute percentage error in

mass flow rate against the mass flow rate with the largest number

of nodes (25,000) is plotted in Fig. 5 for a topography amplitude

α¼7.5 mm. In this simulation compressibility, piezoviscosity, and

non-Newtonian (shear-thinning) behaviour were included, the cell

pressure p¼5 MPa, the pressure gradient dp/dx¼�10 MPa/mm,

and the gap g¼25 mm.

From Fig. 5 it was seen that the change in percentage error is

reduced as the number of nodes increases illustrating conver-

gence. 16,000 elements were chosen for this study. This allowed

the small scale phenomena to be accurately captured at a moder-

ate computational cost.

Grid independence at the large scale is considered by compar-

ison of the mass flow rate predicted by the solver for a set case and

geometry over a range of the number of nodes. Using the

metamodel generated from small scale data where the topography

amplitude α¼5 mm and the flow phenomena are included the

absolute percentage error in mass flow rate against the mass flow

rate with the largest number of nodes (4000) was compared. The

pad length, tilt angle, and load capacity were set to Lp¼22.5 mm,

φ¼0.051, and W¼100 kN respectively and the result is shown in

Fig. 6.

Convergence is achieved as the error tends toward zero. For the

purpose of this study a conservative 1000 nodes was chosen as an

appropriate compromise between accuracy and computational

expense.

4.1.2. RSM accuracy

The response surface approach used to couple the large and

small scale simulations was validated through the accuracy of

predicting Reynolds equation for incompressible, isoviscous flow

against the smooth surface case and from homogenised small scale

simulations where topography, compressibility, piezoviscosity, and

non-Newtonian behaviour are present. To achieve this a 200 point

DoE for each set of the small scale simulations was specified,

populated, and the corresponding metamodels validated. These

metamodels were then applied to a large scale simulation for

which the load carrying capacity of the bearing was set to 100 kN,

the pad length and tilt angle were Lp¼22.5 mm and φ¼0.051

respectively and the topography amplitudes investigated were

α¼0 and 7.5 mm.

From Figs. 7 and 8 it can be seen that the difference between

the Reynolds and smooth surface pressure and film thickness

solutions is negligible, demonstrating the accuracy of the multi-

scale method in modelling the smooth surface lubrication pro-

blem. In comparison to the smooth surface case it can be seen

from Fig. 7 that due to the presence of topography and flow

phenomena the maximum pressure reached in the bearing is

lower and occurs closer toward the inlet. This has an impact on the

distribution of deformation and as such the shape of the film
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thickness seen in Fig. 8. The film thickness is significantly

decreased in magnitude across the length of the bearing.

In order to validate the trends presented in Figs. 7 and 8 results

generated at the large scale through the metamodel are compared

against the exact corresponding small scale simulations. The mass

flow rate as predicted by the large scale solver is compared to the

exact corresponding mass flow rate determined at the small scale

for three locations along the distributions of pressure gradient,

pressure and gap: maximum gap (0 mm), maximum pressure

(19.75 mm), and minimum gap (22.5 mm). The results of this test

are tabulated in Table 3.

The absolute percentage error in mass flow rate predicted

between the metamodel and exact small scale simulations is

o1% for all cases considered. This indicates that the metamodel

is accurately capturing the effects of topography and flow

phenomena upon bearing performance. This also validates the

choice in size and spread of the DoE used.

4.2. Small scale solutions

Contours of small scale velocity components (u,v,w) from an

example simulation are presented in Fig. 9 for two planes cut

through the domain at x¼L/4 and x¼3L/4. In this simulation the

cell pressure p¼5 MPa, the pressure gradient dp/dx¼�20 MPa/

mm, the gap g¼10 mm, and the topography amplitude α¼7.5 mm.

Fluid is driven through the domain by entrainment from the

moving wall and the pressure jump leading to a majority of flow

travelling in the x-coordinate direction. However in the presence

of topography flow across the thickness of the film, cross-flow, and

recirculation are observed. The patterns seen in these are non-

symmetrical and can be attributed to the inclusion of inertial

terms in the Navier–Stokes equations (Eq. (13)) used to govern

flow at this scale.

Contours of pressure at the FSI interface and sliding wall are

shown for this case in Figs. 10 and 11 respectively. Fig. 12 shows,

for the same conditions, pressure contours in the film obtained

from lubrication theory. The corresponding contours of film

thickness for this example simulation are given in Fig. 13.

From Figs. 10 and 11 it is shown that pressure in the small scale

domain is not constant through the film due to the presence of

topography and use of the Navier–Stokes equations to describe

fluid flow. This is in direct contrast to that predicted by lubrication

theory at this scale under the same conditions (Fig. 12). The mass

flow rate predicted by the Navier–Stokes solution was found to be

31.23% greater than that obtained from lubrication theory. The

numerical cost of the Navier–Stokes solution was 193.0% of the

lubrication solution. It is also shown in Figs. 10 and 11 that the

jump in pressure over the domain which leads to the homogenised

pressure gradient is not uniformly distributed. As such the cell

pressure and load-per-unit-area at this scale differ and subse-

quently need to be defined separately. The distribution of film

thickness shown in Fig. 13 is similar to that of the topography

modelled such that as the solid spring column moves the shape of

topography is maintained, although local deformation of topogra-

phy does occur and is at least an order of magnitude or more

smaller than average change in film thickness over the domain.

The difference in film thickness between the upstream and down-

stream boundaries which leads to the near-periodic boundary

condition for velocity is small but not negligible. With the result

that the velocity field varies slowly from one cell to the next

remaining consistent with the HMM used to derive the method.

4.3. Large scale solutions

In order to examine the tribological performance of the bearing,

a range of pad lengths and tilt angles were specified and the resulting

coefficients of friction and minimum film thicknesses examined

under fixed load. With respect to the multiscale method developed

and bearing performance two things are of particular interest: (i) the

effect of compressibility, piezoviscosity, and non-Newtonian beha-

viour in conjunction with topography and (ii) the effect of the

topography amplitude. Also analysed in this section is the micro-

EHL effect of topography on the small scale minimum film thickness.

4.3.1. Effect of fluid flow phenomena

To examine the influence of flow phenomena on the tribologi-

cal performance of the bearing three cases are considered:

(i) incompressible, isoviscous, and Newtonian flow; (ii) inclusive

of compressibility and piezoviscosity; (iii) with additional non-

Newtonian (shear-thinning) behaviour to the phenomena
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Table 3

Percentage error in mass flow rate inclusive of topography and flow phenomena.

Parameter Large scale x-coordinate

0 mm 19.75 mm 22.5 mm

Pressure gradient, dp
dx

(MPa/mm) 0.4596 0 �31.74

Pressure, p (MPa) 0 7.297 0

Gap, g (mm) 27.14 22.08 11.14

% Error in mass flow rate �0.2606 �0.0990 0.8334
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considered in (ii). The bearing load capacity was set W¼100 kN,

and the pad length and tilt angle were specified as Lp¼22.5 mm

and φ¼0.051 respectively. The percentage difference in mass flow

rate (q), coefficient of friction (μ), and minimum film thickness (gb)

produced from the two-scale method compared with lubrication

theory are tabulated in Table 4.

Fig. 9. Contours of small scale velocity components.
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Table 4 shows that the two-scale method inclusive of topo-

graphy predicts a lower mass flow rate and minimum film

thickness than produced from lubrication theory, whereas the

friction coefficient is increased. As compressibility and piezo-

viscosity are included in (ii) the magnitude of the mass flow rate,

coefficient of friction, and minimum film thickness are, for a given

pad length and tilt angle, increased from (i). The inclusion of non-

Newtonian (shear-thinning) behaviour in (iii) has a negligible

effect on the response when compared to (ii), where the mass

flow rate, coefficient of friction, and minimum film thickness

remain unchanged. Closer inspection of the small scale data used

to generate Table 4 showed that the percentage difference in mass

flow rate over all simulations between (i) and (ii) varied from

�169.4 to 188.9%, and between (ii) and (iii) from �0.3 to 3.1%.

Demonstrating that in combination with topography the effects of

fluid flow phenomena should not be neglected. Much more

significant effects due to these fluid flow phenomena would be

experienced at higher pressures and shear rates than those

modelled in this study. Overall, the non-linear influence of fluid

Fig. 10. Contours of pressure at the FSI interface.

Fig. 11. Contours of pressure at the sliding wall.

Fig. 12. Contours of pressure across the film obtained from lubrication theory.

Fig. 13. Contours of film thickness.

Table 4

Percentage difference in bearing performance characteristics from the two-scale

method with lubrication theory: Case (i) incompressible, isoviscous, α¼5 mm; Case

(ii) compressible, piezoviscous; Case (iii) non-Newtonian (shear-thinning)

behaviour.

Case % Difference in q % Difference in μ % Difference in gb

i �7.44 8.23 �12.21

ii �5.79 16.43 �9.99

iii �5.79 16.44 �10.01
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flow phenomena on bearing performance has been successfully

captured by the two-scale method and the metamodels represen-

tation of the small scale simulations.

4.3.2. Effect of topography amplitude

By incrementing the topography amplitude in steps of 2.5 mm

from α¼0 mm to 7.5 mm the change in performance of the bearing

as the size of topography increases was investigated. For each

value of the topography amplitude the small scale problem was

solved and the metamodels constructed and validated. In order to

illustrate the range of solutions possible from the metamodels

created, parametric sweeps over pad length and tilt angle were

performed for each load and topography amplitude investigated.

Two loads were specified W¼75 kN and 100 kN, in the low load

case the pad length LpA[20, 22.5] mm and for the high load case

LpA[22.5, 25] mm. The tilt angle in both cases φA[0.05, 0.06]1. The

75 kN result followed similar trends to the 100 kN result and are

not included, the 100 kN result is presented in Fig. 14.

It is shown in Fig. 14 that increasing the topography amplitude

tends to increase the magnitude of the coefficient of friction and

reduce the magnitude of the minimum film thickness. Although
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for a topography amplitude of α¼7.5 mm the minimum film

thickness remains almost constant for low values of pad length

and tilt angle. For the topography amplitudes investigated, as both

pad length and tilt angle are increased the coefficient of friction

monotonically increases and the minimum film thickness mono-

tonically decreases. It is also observed that as the topography

amplitude is increased that the gradients of the responses with

pad length and tilt angle are reduced, particularly in the region of

low pad length and tilt angle. These large scale effects can be

attributed to the flow features seen in the small scale simulations,

where the presence of topography causes a change from lubrica-

tion theory in the pressure gradient – mass flow rate relationship

derived.

4.3.3. Micro-EHL effect on minimum film thickness

To investigate the effect of micro-EHL on the minimum film

thickness predicted by the two-scale method the parameter r is

introduced.

r ¼
smin�ðgþk1pÞ

gþk1p
� 100% ð38Þ

Eq. (38) measures the percentage difference between the

homogenised small scale minimum film thickness obtained with

topography and the deformed film thickness predicted at the small

scale without topography. r is therefore representative of the

micro-EHL (separate from the large scale EHL) effect on film

thickness in comparison to that which would be obtained from

lubrication theory alone. Fig. A1 is a plot of r over the x-coordinate

direction for a tilted-pad bearing of pad length Lp¼22.5 mm, tilt

angle φ¼0.051, load capacity W¼100 kN and the topography

amplitudes investigated are α¼2.5 mm, 5 mm, and 7.5 mm.

The micro-EHL response on minimum film thickness in Fig. 15

illustrates a percentage difference in the range of �0.01 to �0.16%

between that predicted by lubrication theory for a smooth surface

and from the two-scale method inclusive of topography. This

indicates that topography has deformed by an amount represen-

tative of the local stiffness and that the trends seen are due to the

effects of flow phenomena and the presence of topography. The

magnitude of r suggests that topography deforms locally by an

amount at least an order of magnitude or more smaller than that

representative of the local stiffness, coinciding with the evidence

draw from Fig. 13. The minimum film thickness achieved at the

small scale is less than that achieved from column deformation of

a smooth surface. Increasing the topography amplitude generates

with some deviation a larger magnitude of r. The relationship

between r and the pressure, pressure gradient, and film thickness

is complex with some dependency of the parameters observed. As

the film thickness is decreased and pressure increased along the

bearing length r is reduced. A peak in r exists at the location of

maximum pressure. Toward the outlet of the bearing where there

is a reduction in both pressure and film thickness there is also a

corresponding drop in r.

5. Conclusion

Based on the HMM a new two-scale method for EHL and micro-

EHL analyses was developed and applied to tilted-pad bearings

with three-dimensional topography. Elastic deformation together

with the Navier–Stokes equations inclusive of compressibility,

piezoviscosity, and non-Newtonian (shear-thinning) behaviour

describe the small scale problem. A pressure gradient – mass flow

rate relationship was used to couple the two scales. By decom-

posing the stiffness matrix into diagonal and non-diagonal terms

elastic deformation of the bearing surface was addressed at both

the large and small scales. An inverse spring method was intro-

duced in order to model any stiffness at the large scale whilst

maintaining assumptions of the multiscale theory at the small

scale. Small scale solutions were homogenised and through inter-

polation used at the large scale. A MLS metamodel was used to

represent the small scale solutions as a root to interpolation, this

process of metamodel building was validated using k-fold CV.

Grid independence and metamodel validation showed that the

small scale effects were accurately captured and described at the

large scale. Results using this method agreed well with lubrication

theory in the smooth surface case. Contours of small scale velocity

components illustrated that non-symmetrical fluid flow patterns

not described by lubrication theory occur in the presence of

topography and that homogenisation of the small scale problem

captures micro-EHL effects not described at the large scale.

Analysis at the large scale showed that compressibility and piezo-

viscosity had a far more significant effect on bearing performance

than non-Newtonian behaviour, although more significant effects

would be observed at higher pressures than those modelled. For a

given pad length and tilt angle it was shown at constant load that

the inclusion of topography produced a lower maximum pressure

which was located closer toward inlet and the film thickness was

reduced. Increasing topography amplitude at constant load over a

range of pad lengths and tilt angles lead to an increase in the

friction coefficient and reduction in minimum film thickness. Also

the gradients at which both responses increased with pad length

and tilt angle were reduced. The micro-EHL effect on minimum

film thickness was quantified and shown to be at least an order of

magnitude smaller than that representing local stiffness.

The aim of this study was to include three-dimensional

topography and representative lubricant behaviour at the small

scale into a tilted-pad bearing at the large scale. Expanding the

study to include cavitation at both scales would allow analysis of

converging–diverging geometries such as those found in line and

point contacts. The higher pressures generated in such simulations

could be modelled so long as the assumption surrounding the

difference in scales between the size (and deformation) of topo-

graphy and the equivalent thickness is maintained. Parameterisa-

tion of topography as discussed in Section 2.3.2 would, at some

numerical expense, elucidate the general solution over the range

of parameters investigated and potentially allow quantitative

comparison with existing tools for waviness in EHL contacts.

Where the large scale problem has cross-flow or side-leakage,

pressure gradients parallel to the direction of flow could be

implemented. For simulations of this manner the large scale solver

would need to account for the mass flow rates in both directions

as well as the partial differential equation coupling both pressure

gradients. Each pressure gradient would require four terms which

define the small scale simulations: a characteristic gap, pressure,
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Fig. 15. Micro-EHL effect on minimum film thickness.
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and mass flow rates in both directions. A significant increase in

complexity and numerical cost for the general large scale case

therefore exists. Further investigation into how the two-scale

method is affected by temporal discretisation is required before

any definitive general method for transient flow can be described.
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Appendix A

Note that the two-scale method does not form an iterative cycle.

The system shown highlights the important equations at each scale

and the flow of information from one component to the next. The

dotted lines indicate that all required information is passed as a

prerequisite to the next stage, whereas the solid line shows where

information is passed during the solution process (Fig. A1).
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