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ABSTRACT
This thesis is concerned with the development of a robust and efficient speech-enabled 
query interface for the travel information system. The approach taken is separated into three 
distinct processes: i) development of a directed-dialogue speech-enabled interface for a 
medium grammar based bus travel information system. This interface directs the user 
through a sequence of questions and answers to get the enquired result; ii) development of a 
multimodal interface that employs a mixed-initiative grammar to overcome the usability 
problems identified in the medium grammar directed-dialogue system. This interface allows 
the system to process a more natural language style of input rather than directing the user 
through a rigid sequence of questions and answers; iii) development of a directed-dialogue 
speech-enabled interface for an equivalent large grammar based bus travel information 
system that uses a novel method for real-time grammar segmentation and recognition.

This thesis firstly presents the dialogue design and usability evaluation of a 
directed-dialogue speech-enabled query interface for a bus travel information system. The 
evaluation, based on a usability-engineering paradigm, analyses four human factors of the 
user interface: effectiveness, efficiency, user satisfaction and learnability. The initial 
interface design contributes a baseline specification for the construction of a speech-enabled 
interface and a usability test method for other speech application developers. This evaluation 
also highlights the usability issues associated with the use of directed-dialogue and 
speech-only interfaces.

A mixed-initiative dialogue combined with a multimodal interface is then presented that 
successfully addresses all of the usability issues identified in the directed-dialogue interface. 
The good usability results reported for this improved interface show that the use of a 
mixed-initiative dialogue combined with a multimodal interface is an effective method for 
building a speech-enabled phone-based HCI system.

Finally, this thesis introduces a novel last-word recognition based grammar segmentation 
method that is used to handle the large grammar issues associated with producing a real-time 
bus travel application. Large grammars tend to produce relatively slow recognition 
interfaces and this work shows how this limitation can be successfully addressed. This 
investigation therefore contributes a method for designing real-time speech-enabled 
interfaces that need to use very large grammars.
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CHAPTER 1 
INTRODUCTION

This chapter describes the background and framework for this research and 

introduces the reader to the subject area and related knowledge.

1.1 Background

This research work is based on the previous research project ATTAIN (Advanced 

Traffic and Travel Information System) [NTU 2002] which is a mobile telephone 

based traffic information system that enables the travelling public to make enquiries, 

using a mobile telephone, about selected bus routes in the Nottingham city 

conurbation. The system includes over 140 bus routes and 1355 bus stops location 

references to provide a comprehensive coverage of the Nottingham city and selected 

out-of-city locations. This system was developed within the School of Computing 

and Informatics as part of an earlier collaboration with the Nottingham City 

Transport department. Currently, the ATTAIN system relies on text based 

messaging from mobile phones that responds to specific requests for bus time 

information. The provision of customised information prevents information overload 

while affording more thorough examination of alternatives that are pertinent to a 

specific journey. The requests are made by means of SMS (Short Message Service) 

text messages and the replies are provided in the same way. The requests for 

information must adhere to some simple rules to ensure that the messages are easily 

understood while the amount of text that needs to be entered is as small as possible. 

The general format of the ‘request for infoimation message’ is as follows: [origin 

code] to [destination code] [before/after] [time], for example: Arnold to Beeston 

after 10.30. This restricts the use of the system to those people who own and can 

operate the text-based interface on a mobile phone. This research intended to 

develop a speech-enabled query interface for the existing ATTAIN system. This will
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immediately open up the system facilities to those people who are either not 

technically literate enough to efficiently operate the text facilities of a mobile phone 

or who only have access to land based phones. In addition, the provision of a 

speech-enabled interface alongside the existing text based interface will offer the 

technically literate, mobile phone owning ATTAIN system users a choice of input 

modalities.

In recent years, the use of speech and natural language interface technologies has 

significantly improved the usability of many computer based interactive applications. 

These include [Miller 2002]: driving navigation systems, traffic, weather and stock 

market information systems as well as telephone banking and email checking. There 

are many reasons for this new focus but one of the main reasons is the recent 

introduction of reasonably effective speaker-independent speech recognition 

technologies [Torre 2002]. Voice is a natural interface that the majority of people are 

capable of using without any technical training because it enables the user to speak 

and listen using skills learned during childhood [W3C 2000A]. Thus the creation of 

speaker-independent speech-enabled interface systems, especially one that can 

provide a natural language type of speech dialogue, are likely be of increasing 

benefit to users of computer-based information systems. However, the performance 

of the speech recognition algorithms is not the whole story. There is still the 

question of how speech recognition can and should actually be used in terms of the 

human factors associated with using speech based Human Computer Interactions 

(HCI). Related to this is the issue of tools for the development of speech-enabled 

interfaces. The speech input technology is available but the question of how to build 

effective speech-enabled interfaces still remains. This project investigated some of 

the methods and problems associated with building effective speech-enabled 

interfaces.

In May 2000, a voice programming standard was introduced that is endorsed by The 

W3C (World Wide Web Consortium). Known as VoiceXML (Voice extensible 

Markup Language) [W3C 2000B], this language is based on web standards and can 

be used to easily create speaker-independent speech-enabled applications. The latest
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version, VoiceXML 2.0 [W3C 2004], can create audio dialogues that feature 

synthesised speech, digitized audio, recognition of spoken and DTMF (Dual Tone 

Multi-Frequency) key input as well as being able to record spoken input, telephony 

and mixed-initiative conversations. It brings the advantages of web-based 

development and content delivery to interactive voice response applications. 

Another markup language that is currently proposed for developing multimodal web 

applications is the SALT (Speech Application Language Tags) language [Microsoft 

2005A]. Developed by Microsoft, SALT is a set of extensions to existing markup 

languages, in particular HTML and XHTML. This language enables multimodal and 

telephony access to information, applications and Web services from PCs, 

telephones, and mobile devices. The applications developed using SALT can be 

implemented using the client model with speech processing done on the Microsoft 

Speech Server [Moraes 2002]. Microsoft has a speech SDK (Software Development 

Kit) for .NET developers, which uses SALT, so developers would need to be 

familiar with ASP.NET (Active Server Page) before attempting to work with SALT. 

VoiceXML is the larger of the two standards because it is a complete standalone 

markup specification whereas SALT depends more on existing functionality handled 

by other Web application specifications. VoiceXML also has the advantage of being 

a more widely supported standard, with more than 150 companies involved in the 

VoiceXML Forum [VoiceXML Forum 2005]. This may be because VoiceXML has 

roots in an earlier Web era (unlike SALT which is based in more modem Web 

development architecture). As a result, VoiceXML could be more appealing to 

developers with a background in traditional web or telephony applications. 

VoiceXML will be used as the developing language in this research project.

During the course of this research project, the ATTAIN travel information system 

has also been extended to apply to the London Metropolitan area where over 45,000 

location references are needed to provide a comprehensive coverage of the London 

city locations. Compared with the speech-enabled ATTAIN interface for 

Nottingham (which only contains 1355 location references), the London speech- 

enabled ATTAIN interface will require far larger vocabularies and a variety of
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grammars. In order to support this extension, the dialogue of the speech-enabled 

interface must be optimised to handle grammar and lexicon elements that contain 

references to more sophisticated grammar and lexicon modules. The impact of this 

on dialogue management and system usability needed to be determined, and 

mechanisms for dealing with any differences devised.

1.2 Overview and Contributions

As discussed at 1.1, the ATTAIN travel information system is in need of an efficient 

and robust speech-enabled interface. However, current implementations of such 

technology still face problems in terms of their performance and usability factors. 

Speaker-independent (as opposed to speaker-dependent) continuous speech 

recognition is still relatively error prone [Torre 2002]. Consequently, all general 

purpose speech-enabled systems currently need to be designed to be tolerant of these 

errors. As a result, the first speech-enabled interface developed for the Nottingham 

travel information system used a directed-dialogue style of interaction [Zhao 2004A]. 

This development took into consideration aspects of user interface design and 

speech dialogue management including error recovery. The recognition performance 

of this interface is quite good for the user group tested. However, the usability test 

does indicate that the interaction style is not yet natural or fast enough for public 

acceptance. To overcome these critical difficulties it was necessary to enhance the 

underlying speech recognition accuracy and improve the dialogue management. That 

said, the initial interface design contributes a baseline specification for the 

construction of a speech-enabled interface and a usability test method for other 

speech application developers.

In order to achieve a higher system performance and a more “natural” interaction 

style in human-computer interaction, speech recognition has been research intensely 

over the past few decades. As cited by Oviatt [Oviatt 1991] and Cohen [Cohen 

1995], speech is widely used for functions like describing objects and events, sets 

and subsets of objects, out-of-view objects, conjoined information, past and future

4



temporal states, as well as for issuing commands for actions or iterative actions. The 

current research efforts in Human Computer Interaction (HCI) are moving towards 

using multimodal interfaces that employ the use of different input methods [Neti

2000] [Wang 1995]. Tan defined naturalness as the regular way, by which one 

human being would pass information to another human being (e.g. Person A tell 

his/her mobile number to person B) [Tan 2003]. It is to be noted that natural is 

different from familiar. Familiarity is defined as the most common way a particular 

task is carried out currently, for example, users are familiar with keyboard to input 

the data into computer. Noyes argued that if a human machine interaction is natural, 

it will meet the requirements of the usability framework (learning, effectiveness, 

attitude, flexibility) [Noyes 2001]. For example, in a talking to a machine 

application could be viewed as unnatural, and likewise, the task of issuing single 

word commands.

In this research project increasing the “natural” aspect of the interaction between the 

user and the Nottingham travel information system, the use of a second multimodal 

interface that employs a mixed-initiative grammar was investigated [Zhao 2004B]. 

This grammar allows the interface to process a more natural language style of input, 

rather than directing the user through a rigid sequence of questions and answers. The 

novel multimodal aspect of the new speech-enabled system still requires speech to 

be used to input the required journey information but now uses text messages, as 

well as audio feedback, to present the results of the search back to the user. This 

overcomes the human short-term memory problem present in the initial version of 

the interface. The good usability results reported indicate that the use of a mixed- 

initiative dialogue combined with a multimodal interface is an effective method for 

building a speech-enabled HCI system.

Based on the encouraging results obtained from the speech-enabled Nottingham 

travel information system, a directed-dialogue speech-enabled interface has been 

developed for an equivalent London travel information system. The initial version of 

this system used a large grammar file that simply contained all of the bus names. 

The experimental results show that the system took up to 13 seconds to process one
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bus stop name. Such a latency would obviously be unacceptable to users. A second 

version interface was therefore developed that used many small grammar files 

grouped according to the starting letter of the bus stop names. This system had to ask 

the user to speak the first letter of their origin or destination before asking the user to 

speak their origin or destination bus stop name. After the system had recognised the 

first letter of the bus stop names, the system could recognise the full bus stop names 

using the small grammar file that only contained bus stop names with the same start 

letter as the recognised first letter. Performing grammar segmentation in this way 

significantly changed the system’s performance particularly in terms of processing 

time which now only takes 1.67-2.17 seconds to process one user’s entry. 

Unfortunately, the necessity of obtaining this extra first letter information from the 

user introduced usability issues into the system. In human to human communication, 

asking people to speak the first letter of a word before trying to recognise a word is 

not a natural form of interaction.

To ensure that the user can naturally communicate with the system, the ‘unnatural’ 

questions needed to be removed. Ideally, if the system was able to record the user 

speaking the bus stop name, then the system could extract automatically the first 

letter from the recorded audio and thereby eliminating the need for the unnecessary 

communication. Consequently, a First Phoneme Processor has been investigated that, 

theoretically, should have been able to find automatically the first phoneme from a 

user’s spoken input. Unfortunately, the first phoneme recognition results were not 

encouraging due, primarily, to the complexity of phoneme recognition. An 

alternative novel grammar reduction technique was therefore developed that is based 

on the idea of dividing the large London grammar into smaller grammar files 

grouped according to the end word of a bus stop name. It was anticipated that this 

approach would work better than the first phoneme approach because the sound 

segments of words are longer than those of phonemes and the end word sounds are 

fairly distinct. A Last Word Processor has been developed which can find 

automatically the last word of a user’s spoken input. The experiment results show 

that the user perceived latency is now 4.01-5.94 seconds. Because the last word
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recognition system does not need to ask any ‘unnatural’ questions, the users can 

naturally communicate with the system so recovering the previous version’s good 

usability ratings. This last set of experimental results thus show that the last word 

based grammar reduction method is more effective (accurate) and efficient (faster) 

than either an equivalent first phoneme based grammar reduction system or, indeed, 

a single grammar based system. This investigation therefore contributes a method 

for designing real-time speech-enabled interfaces that need to use very large 

grammars.

1.3 Outline of the Thesis

This thesis consists of 6 chapters which are as follows:

Chapter 1 gives a general introduction to the subject area within which this project is 

set as well as outlining the motivation for this work and discussing the problems 

associated with building a speech-enabled interface. This chapter also summarises 

the original contributions achieved by this work.

Chapter 2 presents a literature study of previous work in the field of speech 

technology including speaker-independent speech recognition, grammar production, 

and speech synthesis technologies. The problems associated with speech dialogue 

management, error recovery, multimodal interfaces and usability studies are also 

introduced in this chapter.

Chapter 3 provides a detailed discussion regarding the ways in which speech can be 

utilised to overcome the limitations of the current ATTAIN system. Issues 

surrounding the design of a directed-dialogue speech-enabled query interface using 

VoiceXML and how the dialogue management and error recovery was organised are 

discussed. Finally experimental results showing the usability and HCI factors of this 

prototype interface are given.
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Chapter 4 presents the idea of building a multimodal interface that uses a mixed- 

initiative grammar. This grammar allows the interface to process natural language 

input, rather than directing the user through a rigid sequence of questions and 

answers. The novel multimodal aspect of this new speech-enabled system is shown 

to overcome the human short-term memory problem inherent in any speech-only 

interactive HCI system. This chapter then presents the speech recognition accuracy 

testing and usability evaluation of this mixed-initiative dialogue multimodal 

interface for the ATTAIN travel information system.

Chapter 5 considers how speech-enabled interfaces can deal with the problems of 

using a very large grammar. Two novel methodologies, the automatic recognition of 

the first phoneme and last word from a user’s speech input, are presented. A 

comparison between the method of grammar sub-division based on first letter 

recognition and the method of grammar sub-division based on last word recognition 

is presented. The method of grammar sub-division based on recognising 

automatically the last word is shown to be a reliable way of dealing with large 

grammars in real-time constrained speech-enabled interfaces.

Chapter 6 presents the final remarks and conclusions of this project as well as 

discussing the potential avenues for further work.



CHAPTER 2 
LITERATURE STUDY

In this chapter, a detailed discussion on the disciplines of speech technology, speech 

dialogue management, error recovery, multimodal interface and speech-enabled 

systems usability is presented.

Section 2.1 discusses the techniques and problems associated with speaker- 

independent speech recognition, grammar production, speech synthesis and the 

advantages and applications of natural speech input methods, together with the work 

done to handle these issues.

Sections 2.2 and 2.3 discuss speech dialogue management and the different error 

recovery strategies that can be employed to deal with the problems of speech 

recognition errors. These sections also explain the different types of dialogue that 

can be used to deal with different user groups and different speech applications.

Section 2.4 surveys prior research and commercial projects for speech-enabled 

systems. The hands-free dialling of mobile phones, personalised driving directions, 

and similar services through telephone interaction with a computer are introduced. 

Flight reservation, control of audio, climate and phone accessories in a car by 

spoken commands as well as the use of voice commands in video game playing are 

also surveyed.

Section 2.5 will provide a discussion on multimodal interfaces, which includes the 

definition, advantages, example systems and use of multimodal interfaces to carry 

out error recovery processes in a speech-enabled system.

Finally, Section 2.6 provides a literature survey on usability, in terms of its 

definitions, measures and the reasons for selecting each usability metric used in this 

work.
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2.1 Speech Recognition Technology

In 1952, through the research work carried out at Bell Lab by Davis and others 

[Davis 1952], a fully operational speech recognition system that could recognise 

isolated digits spoken over a telephone by a single user was developed. Since then, 

intensive research into automatic speech recognition by machine has resulted in 

research based speech recognition systems that now have the capability to deal with 

continuous dictation without have the user having to speak in a discrete manner. 

These same systems are also capable of handling large vocabularies. Minami has 

successfully developed an accurate and efficient algorithm for very-large-vocabulary 

continuous speech recognition based on an HMM (Hidden Markov Models) 

algorithm which has been applied to a telephone directory assistance system that 

recognises spontaneous speech containing the names and addresses of more than 

70,000 subscribers (vocabulary size is about 80,000) [Minami 1993].

Over the last decade, a number of commercial systems have been successfully 

developed. NeuVoice uses its noise-robust small-footprint speech recognition engine 

ported to the Nokia 9200 series communicators as a Voice Dialler [NeuVoice 2005]. 

This Voice Dialler has a quoted accuracy above 98% in a quiet environment but, 

being essentially a speaker-dependent system, it has to ask the user to provide a 

speech template for each word that the dialler is required to remember. ViaVoice is a 

desktop dictation speech recognition engine that has been developed by IBM 

(International Business Machines). ViaVoice has quoted recognition rates of up to 

96% with speaker-dependent continuous speech [IBM 2005], but takes between 20 

and 40 minutes to train depending on the reviewer. Despite these advances, true 

natural language speech interfaces are still several years away. This is mainly due to 

the inability of current speech recognition systems to deal successfully with speaker- 

independent continuous speech recognition. Current speech-enabled systems 

overcome this limitation by getting the user to train the recognition engine to their 

voice.
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Speaker-dependent systems must be trained by each individual user, but typically 

have much higher accuracy rates than speaker-independent systems [Davis 1996]. 

Speaker-independent systems, on the other hand, have the ability to recognise 

speech from any speaker without any training. The typical achievable recognition 

rate for large-vocabulary speaker-independent systems is claimed to be about 80%- 

90% for a clear environment, but can be as low as 50% for scenarios like cellular 

phone with background noise [Wikipedia 2005]. In addition to the problems 

associated with making interfaces speaker-independent, speech-enabled systems also 

have to contend with the problems associated with continuous, large vocabulary 

speech recognition. Continuous speech systems can recognise words spoken in a 

natural rhythm rather than isolated words. Non-continuous speech systems require a 

considered pause between each word. Although continuous systems are more 

desirable, continuous speech is harder to process, because of the difficulty in 

detecting word boundaries [Grasso 1997]. Vocabulary size can also vary from 2 

words to more than 40,000 words. Large vocabularies have more errors in speech 

recognition accuracy, but small vocabularies can force unwanted restrictions (out of 

vocabulary error) on the naturalness of communication [Bazzi 2000]. Often the 

vocabulary must also be constrained by grammar rules which identify how words 

can be spoken in context [Peacocke 1990].

2.1.1 Why Use Speech

[Weiser 1996] states that in computing and mobile environments the user’s 

interaction with the distributed services and embedded appliances should be as 

natural as possible. Intuitiveness, ease of use and seamless access are some of the 

major desired features. The user should be able to concentrate upon the task to be 

performed and not be forced to cope with interface issues. With these requirements, 

in mind, speech based natural language interfaces appear to be a desirable choice. 

On the other hand, Intuitiveness raises expectations, and if the system cannot cope 

with natural language, the user is better off to have a noil-intuitive system and no 

preconceptions. Speech is a powerful communications medium that is rich and
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expressive. Speech is natural, portable, and can be used while doing other things. It 

is faster to speak than it is to write or type [Gould 1982], Speech interfaces are 

especially advantageous in mobile situations and/or when hands and eyes are busy 

[Cohen 1995]. Among other things, speech input offers speed, high-bandwidth 

information, and relative ease of use [Oviatt 2000A].

Sawhney and others discussed the suitability of speech interfaces for mobile 

environments [Sawhney 1998]. They conclude that there are at least three 

fundamental advantages for using speech.

❖ “Speech is an ambient medium rather than an attentive one”. Visual 

interfaces require the users focused attention while speech allows us to 

interact whilst using our other faculties to do something else.

❖ “Speech is descriptive rather than referential. People describe objects in 

terms of their roles and attributes”. In visual situations people point to or 

grasp the objects of interest. For this reason, speech is to a large extent 

complementary, and can often be combined with other mediums to great 

effect.

❖ “Speech requires cheap physical resources (i.e. microphone, speaker, 

telephone or mobile)”. Speech-based interactions can be scaled down to 

much smaller and much cheaper input/output forms than visual or manual 

modalities. Speech interaction requires only audio I/O devices, which are 

already quite small and cheap. In addition, the increasing mobile and 

telephone market allows speech services to be accessed from just about 

anywhere, anytime and from multiple devices.

Spoken language is the natural instinct of humans for information-rich expression 

[Burke 2000]. Without a great deal of training, most humans can express themselves 

in an extensive variety of fields. As an expression medium, speech works for a much 

wider range of people than typing, drawing or gesture because it is a natural part of 

human existence.
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That said, speech interfaces are only just beginning to make an impact on computer 

use and information access, for example, computer command, consumer, data entry, 

speech-to-text, telephone, and voice verification is using on business and personal 

computing [Oberteuffer 1995]. Such as, Hauser and others developed a command 

and control speech interface for their medical article records system [Hauser 1999]. 

The impact thus far being limited to those places where current speech recognition 

technology, even with its limitations, provides an advantage over existing interfaces. 

The research project described in this thesis has been designed as a speaker- 

independent telephone based information access system, because it can provide a 

high input-bandwidth in an environment where the alternative input mode is DTMF 

(i.e. Touch-Tone telephone buttons). DTMF based communication applications are 

becoming increasingly complex to the point where users are becoming frustrated and 

are looking for a more natural way to get things done [Intel 2004]. The use of speech 

can simplify the user’s interaction with the system so that more complex 

functionality can be added by service providers. On the other hand, [Rosenfeld

2001] states that speech will only achieve a much higher penetration as an interface 

technology if certain fundamental limitations are addressed. In particular:

❖ Highly accurate speech recognition performance

❖ Excellent usability properties (for the users)

❖ Ease of development (for the implementers)

2.1.2 Speech Recognition

Speech recognition technology has been available for more than five decades. 

However, due to technical limitations, few successful speech recognition 

applications have been developed. Meanwhile, the technological development in 

mobile computing devices has dramatically increased the market need for speech- 

enabled interfaces in order to simplify the user interface and free the user’s hands 

and eyes. So while speech recognition technology continues to make only 

incremental improvements, the potential for speech-enabled interfaces is expanding



rapidly. For example to enhance existing mobile interfaces by providing end-users 

an alternative mode of interaction wherein they can “speak into” their device and 

have it “type”. Some applications of such interface include: SMS (Short Messaging 

Service), IM (Instant Messaging), Email, MMS (Multimedia Messaging Seivice), 

Wireless-intemet-browsing and large vocabulary speech interface for document 

creation. IBM is developing a speech-to-speech translation system that can translate 

spontaneous free-form speech in real-time on both laptop and hand-held PDAs 

(Personal Digital Assistant). Building such a speech system, they have to face these 

challenges include speech recognition, machine translation in adverse environments, 

and designing algorithms and building models in a scalable manner to perform well 

even on memory and CPU deficient hand-held computers [Zhou 2004].

Speech recognition technology faces major problems in terms of recognition 

accuracy. The accuracy rate of speech recognition is dependent on the following 

major elements:

❖ Lexicon and Grammar

❖ Speaker-dependent and Speaker-independent recognition

❖ Equipment and Environment

2.1.2.1 Lexicon and Grammar

A lexicon is a pronunciation dictionary that includes information about the phoneme 

units in each word [Rabiner 1993]. The Automatic Speech Recognition (ASR) 

engine compares the user’s speech to the phoneme strings stored in the lexicon and 

makes decisions about what word was spoken. Most large lexicon speech 

recognisers employ subwords as basic recognition units [Svendsen 1995]. This 

implies that in order to obtain word (or sentence) recognition, a lexicon that defines 

the composition rules of the words in terms of basic units must be made available to 

the recogniser. [Yun 1999] suggests linguistically defined subwords should be used 

as recognition units; typically phonemes or phone-like units. In general, the lexicon



is commonly created by the use of expert knowledge or a standard pronunciation 

dictionary.

When a speech-enabled interface is developed, the words and phrases that users can 

speak to the application must also be specified. These words and phrases are 

presented to the speech recognition engine as a grammar and are used in the 

recognition process. A grammar [Rabiner 1993] uses a particular syntax, or set of 

rules, to define the words and phrases that can be recognised by the engine. A 

grammar can be as simple as a list of words, or can be flexible enough to allow 

variability in what can be said such that it approaches natural language capability. 

Generally, smaller grammars are easier for a computer to recognise, while larger 

grammars are more difficult because of increased ambiguity between words.

The commonly obtained error rates in laboratories on speaker-independent isolated 

word databases are around 1% for 100 words grammar, 3% for 600 words and 10% 

for 8000 words [Deroo 1998]. For a speaker-independent continuous speech 

recognition database, error rates of around 15% for a 65000 word vocabulary have 

been quoted [Young 1997], although this is under laboratory condition. Recognition 

grammars are either static (created at design time) or dynamic (dependent on 

database lookup at run time). [Schalkwyk 2003] presents an efficient technique that 

addresses dynamic changes of a grammar.

VoiceXML applications use grammars to specify sets of valid user utterances at 

particular points in an interaction with the application [W3C 2004]. For example, at 

the beginning of the application, the designer may wish the system to ask the user to 

select among a set of predefined options. The VoiceXML document uses a grammar 

to identify the set of possible things a user can say for each option. The speech- 

recognition engine uses the grammar to identify which option the user is selecting. 

In addition, the grammar can (optionally) specify how to inteipret a valid expression 

in terms of values for input variables.
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Type Description

Alternation A set of alternatives (“cat” or “dog” or “goat”). Enclosed in square 

brackets ( [  ]).

Sequence Multiple expressions that must all be said in a particular order 

(“great dane”). Enclosed in parentheses ( ( ) ) .

Repetition Repeat a single expression some number of times (“very” or “very 

very” or...). The * and + operators.

Optional Special case of repeat 0 or 1 times (the “kitty” in match “kitty cat” 

or “cat”). The ? operator.

Weighting Likelihood that an expression will be said. Indicated with ~ 

operator.

Table 2.1 - The Basic Types of Combination in GSL (Grammar Specification Language)
Grammar

The Nuance Grammar Specification Language (GSL) for VoiceXML grammars are 

used in this project. GSL grammars combine tokens and rule references into more 

complex expressions. See Table 2.1.

The size of grammar of a speech recognition system affects the complexity, 

processing requirements and the accuracy of the system. There are no established 

definitions or accepted standard of grammar size [Venkatagiri 2002]. In this research 

project, the speech-enabled ATTAIN interface for Nottingham is required to 

recognise only 1355 bus stop names. This application is defined as a medium size 

grammar application. The London speech-enabled ATTAIN interface will requires a 

far larger grammar (27792 bus stop names). This application is defined as a large 

size grammar application. It is clear that the larger the vocabulary the more 

opportunities there are for the system to make errors and the slower will be the 

system when processing the user’s spoken input. The London speech-enabled 

ATTAIN interface must, therefore, be optimised to handle the problems caused by 

using such a large grammar if it is to achieve practical real-time application status.
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2.1.2.2 Speaker-Dependent and Speaker-Independent Recognition

Speaker dependence [Fontaine 1996] describes the degree to which a speech 

recognition system requires knowledge of a speaker’s individual voice 

characteristics to successfully process speech. A dedicated speech recognition 

engine can “learn” how you speak words and phrases; it can be trained to your voice. 

Speech recognition systems that require a user to train the system to his/her voice are 

known as speaker-dependent systems. Most desktop dictation systems are speaker- 

dependent (i.e. IBM ViaVoice [IBM 2005], Philips Dictation Systems [Philips 

2005]). Because they operate using very large vocabularies, dictation systems 

perform much better when the speaker has spent the time to train the system to 

his/her voice. Speaker-dependent systems generally are fairly accurate for the 

trained speaker, but much less accurate for other speakers. They also assume the 

speaker will speak in a consistent voice and tempo.

Speech recognition systems that do not require a user to train the system are known 

as speaker-independent systems [Rabiner 1993]. Speaker-independent systems are 

designed for use by a variety of speakers. Adaptive systems usually start as speaker- 

independent systems and utilise training techniques to adapt to the speaker to 

increase their recognition accuracy. Google Labs deployed a speaker-independent 

system as a demonstration of a telephone interface for its popular search engine 

[Franz 2002]. However, their system is constrained such that it only gives a 

reasonable search result for keyword queries from the users. Voice search users who 

prefer to ask full questions or make other types of natural language queries would 

prove difficult for their system to model and recognise.

HMM (Hidden Markov Models) or ANN (Artificial Neural Networks) are usually 

used as the speaker-independent acoustic voice models. Hussien and others 

developed an Amharic speaker independent continuous speech recognizer based on 

an HMM and ANN hybrid approach [Hussien 2005]. The model was constructed at 

a context dependent phone part sub-word level. A promising result of 74.28% word 

and 39.70% sentence recognition rate was achieved. Carnegie Mellon University and
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Sun Microsystems together developed a speaker-independent speech recogniser: 

SPHINX [Walker 2004]. Sphinx explored variants of HMMs such as discrete 

HMMs [Lee 1990], semicontinuous HMMs [Huang 1993], and continuous HMMs 

[Placeway 1996]. SPHINX-4 can recognise continuous speech using a large 

vocabulary. On a vocabulary of over 21,000 words, SPHINX-4 achieves speaker- 

independent word recognition accuracies of 71-96%, depending on the complexity 

of the grammatical structure in the sentences. However, the current development 

version of Sphinx 4 is still imperfect in many senses, particularly in terms of its 

speed and its ability to deal with complex sentences.

Speech recognition in this project must be speaker-independent. Hundreds, maybe 

thousands of users could call the ATTAIN travel information system. It would be 

impossible to require that each caller train the system to his or her voice. The speech 

recognition in the ATTAIN interface must successfully process the speech of many 

different callers without having been trained on the individual voice characteristics 

of each caller. This fact alone will inherently limit the recognition performance of 

any developed system.

2.1.2.3 Equipment and Environment

Speech recognition engines need to maintain good recognition accuracy even when 

the quality of the input speech is degraded, or when the phonetic characteristics of 

speech are poor. This project will involve speech recognition over the mobile 

telephone network, and this introduces some unique challenges. First and foremost is 

the bandwidth of the audio stream. The standard telephone system uses an 8 kHz 

audio sampling rate. This is a much lower bandwidth than, say, the desktop, which 

uses a 22 kHz sampling rate. The quality of the audio stream is thus considerably 

degraded in the telephony environment, making the recognition process much more 

difficult [Kemble 2001]. Another serious difficulty in the deployment of telephone 

speech recognition systems for narrowband speech recognition is the expense in 

both time and cost of obtaining sufficient training data. [Malkin 2004] uses the 

NYNEX PhoneBook [Pitrelli 1995] database for training and testing their ASR
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system for low bandwidth speech input. This system is designed for isolated-word 

recognition tasks and users access this system over a telephone channel with an 

8,000 Hz sampling rate. However, this generally results in sub-optimal performance. 

[Seltzer 2005] propose a new algorithm for training wideband acoustic models using 

only a small amount of wideband speech augmented by a larger amount of 

narrowband speech. The algorithm operates by first converting the narrowband 

features to wideband features through a process called Feature Bandwidth Extension. 

The bandwidth extended features are then combined with available wideband data to 

train the acoustic models using a modified version of the conventional forward- 

backward algorithm. Experiments performed using wideband speech and telephone 

speech demonstrate that the proposed mixed-bandwidth training algorithm results in 

significant improvements in recognition accuracy over conventional training 

strategies when the amount of wideband data is limited.

The telephony environment can also be quite noisy, and the equipment is quite 

variable. Users may be calling from their homes, their offices, the shopping centre, 

the airport, or their cars. They may also call from mobile or regular phones. The 

speech recognition in this interface must be robust enough to cope with all these 

different environments. Much research has been focused on characterizing and 

estimating the frequently changing acoustic conditions for speech recognisers, and 

on identifying and compensating for major sources of recognition performance 

degradation. In general, the performance of existing speech recognition systems, 

whose designs are predicated on relatively noise free conditions, degrades rapidly in 

the presence of adverse conditions. It was found that recognition accuracy for a 

typical speech recogniser drops from 96% for clean speech to 73% as the signal-to- 

noise ratio (SNR) is decreased to 20 dB, and to 31% at 10 dB SNR [Junqua 1996]. 

However, a recogniser can provide good performance, even in very noisy 

background conditions, if the training material from which the reference patterns of 

the vocabulary are obtained is carefully chosen so that its background conditions 

match that of the best condition. Aurora [Hirsch 2000] provides an excellent 

platform in which to research noise robustness techniques and the preliminary
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results are encouraging. The average performance of recognition accuracy between 0 

and 20dB takes a value of 87.81% for a typical speech recogniser.

2.1.3 Speech Synthesis

Speech synthesis [Dutoit 1997] is a basic requirement of all interactive speech- 

enabled interface systems. Like speech recognition, speech synthesis is a critical 

component of a speech-enabled interface system. A Text-To-Speech (TTS) 

synthesiser is a computer-based system that should be able to read any text aloud. In 

a manner similar to human reading, a TTS synthesiser comprises a Natural 

Language Processing module (NLP) that is capable of producing a phonetic 

transcription of the text with the desired intonation and rhythm. A Digital Signal 

Processing module (DSP), then transforms this symbolic information into speech.

The first full text-to-speech system for English was developed in 1968 by Umeda 

and Teranishi [Umeda 1975]. The speech was very intelligible but humdrum and far­

away from the quality of present systems. High quality TTS synthesis was 

developed in the mid eighties, as a result of important developments in speech 

synthesis and natural language processing techniques. For example: Telesensory 

Systems Inc’s commercial TTS system [Klatt 1987], DECtalk and Info vox SA-101 

[Allen 1987]. Such systems make it possible to access textual information over the 

telephone and AT&T has organised a series of consumer tests for promising TTS 

based telephone services [Levinson 1993]. It found that TTS could speed up queries 

in telecommunications services. For this, TTS has to deliver highly intelligible 

output for general text, whilst also sounding natural and intelligible. A TTS 

comparison, conducted by ESCA/COCOSDA [Beutnagel 1999], tested a total of 17 

English language systems (13 US and 4 UK English systems representing female 

and male voices; among these systems were Microsoft’s Whistler, British Telecom’s 

Laureate, Lucent Bell Labs’ TTS, and AT&T’s Next-Gen TTS). These systems were 

compared in two categories: naturalness and intelligibility. The result showed that 

the intelligibility problem in TTS might be close to being solved while naturalness 

still has plenty of room for improvement. As cited by Schroeter, TTS quality is
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characterized by two factors; namely the intelligibility of the speech that is produced, 

and the naturalness of the overall message that is spoken [Schroeter 2001]. The 

major evaluation criteria of TTS quality are intelligibility and naturalness of speech 

[Kamml997]. The naturalness of speech is a subjective factor which is user 

perceived speech naturalness comparing to human speech. To let TTS reach 

naturalness, some techniques still need to be improved [Dutoit 2003]:

❖ Formalizing the relationship between syntax, semantics, pragmatics and 

prosody

❖ Deriving natural sounding intonation and duration from abstract prosodic 

patterns

❖ Accounting for speaker and speaking style effects

One way to overcome the limitations of speech synthesis systems is to incorporate 

real audio output. VoiceXML facilitates this by allowing references to be made to 

stored audio files (e.g. wave files) that are linked inline. The disadvantages of this 

method, is that all possible output message need to be known when the system is 

designed. This tends to limit such messages to menu and numerical value style 

systems [Inria 2004]. In this research project, the speech-enabled query interface for 

the London travel information system contains 27792 bus stop names. It would be a 

very large amount of work to record prompts containing all of these bus stop names. 

Only using recorded audio was therefore impracticable for giving prompts and 

conversational feedback to the user in the ATTAIN system. Mixing TTS and 

recorded audio was one possible solution for resolving this problem, e.g. Do you 

want to go from (audio) Oxford Street to Royal Arcade (TTS)? However, because 

sound changes from a real human voice to TTS in one sentence may affect the 

usability of the developed interface it was decided that only TTS prompts would be 

used in this work. Chapter 3 and Chapter 4 details how TTS is used in this research 

work.
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2.2 Speech Dialogue Management

As described by [Turunen 2001 A], speech-enabled communication can differ greatly 

between individual users and situations. For example, some people prefer that the 

computer takes the initiative, whilst others may prefer a more user-initiated style of 

communication. Speech is also very language and culture dependent and differences 

between user groups (e.g. age, gender) can be large [Darves 2002]. Natural 

interaction therefore requires flexible interaction models that need to be supported 

by the system architecture [Allen 2001]. In order to construct an efficient speech- 

enabled interface the interaction method must be able to adapt to the different users 

and situations and facilitate the dialogue between a user and the speech-enabled 

information system. Consequently, the interaction should not necessarily be based 

on sequential control. It must be handled in a more flexible way. All these needs 

imply some kind of coordination, selection and evaluation of different possibilities. 

The interface should have the ability to calculate predictions for how to continue a 

dialogue using either knowledge sources (e.g. dialogue grammar and history) or 

different kinds of dialogue (e.g. directed-dialogue or mixed-initiative dialogue). In 

most speech-enabled interfaces, dialogues are structured in a pipeline fashion 

(directed-dialogue); that is, they are executed in a sequential order. This kind of 

dialogue is considered suboptimal for interactive systems [Garian 1993]. In order to 

facilitate the development of advanced speech-enabled interfaces (i.e. mixed- 

initiative), more advanced techniques, models, methodology, and tools are needed.

[Pakucs 2001] suggests a user-centred, application independent model for speech 

dialogue management, where every user is expected to use a single, highly 

personalised speech interface to access speech appliances. The user-centred dialogue 

management method is one way of providing widely available speech services. This 

solution relies on and supports personalisation, adaptability, context awareness and 

user modelling. However, to do this it is necessary to gather data on the user’s 

behaviour and speech patterns, in order to build the user models. These can then be 

used in dialogue management to predict the user intent given the current dialogue
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context. Through adapting the speech recognition to individual users, the speech 

recognition error-rate can be decreased substantially. The ATTAIN is a travel 

information system designed for general public usage. This research project has to 

make the service available to all users, in spite of dialects, non-native accents and 

even speaking disorders. Building user models for all these user groups is 

impracticable. Consequently user models are not used in this work.

Earlier work in speech-enabled system architectures used client-server approaches 

where users can communicate with the system from light-weight clients while 

specialized servers handle the computationally heavy tasks such as speech 

recognition, language understanding, database access and speech synthesis [Seneff 

1998]. The best known speech-specific client-server architecture is Galaxy-II 

[Seneff 1999], which was developed by MIT (Massachusetts Institute of Technology) 

and has been used successfully in several applications such as the Jupiter, Voyager 

and Orion systems. The Galaxy’s architecture is a general agent architecture that has 

been used in the construction of many speech applications. This kind of architecture 

offers the necessary infrastructure components for speech applications, but it does 

not support adaptation in any particular manner [Martin 1999]. There are three 

particularly interesting recent examples using the agenda-based dialogue 

management architecture theory [Rudnicky 1999]. These are: RavenClaw extension 

[Bohus 2003], Queen’s Communicator [O’Neill 2003], and SesaME [Pakucs 2003]. 

The purpose of these approaches is not to provide a complete speech architecture but 

instead, a model for dialogue management. IBM’s Jaspis [Turunen 2005] introduces 

a new paradigm for interactive systems that focuses on speech-based applications. It 

is possible to construct highly adaptive systems suitable for different user groups and 

to support accessibility by using the jaspis architecture and its principles.

Any automated speech-enabled system will inevitably be compared by the users to a 

human operator offering a similar service. By analysing human-human and 

(simulated) human-computer dialogues, [Giachin 1996] found that while users 

expect reduced linguistic competence from a system (and reflect this in a 

simplification of their own linguistic behaviour), they still expect the system to
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retain many of the characteristics of a human operator, whilst compensating for the 

systems performance limitations. Users expect the system to repair failures which 

may arise from performance limitations, especially speech recognition, as well as 

limitations in system knowledge - linguistic knowledge, semantic knowledge, task 

knowledge and dialogue knowledge. In short, the system needs to have necessary 

strategies to avoid dialogue failure. Error recovery stategies are therefore essential in 

any human-computer interface; particularly one that use an error prone recognition 

technology such as speech recognition.

2.3 Error Detection and Correction

Most errors in speech are a result of the system’s reliance on a statistical 

interpretation of the user’s utterances [Berglund 2003]. Speech recognition systems 

prioritize hypotheses based on language models derived from statistical techniques 

such as n-grams and Hidden Markov Models [Lieberman 2005]. Speech recognition 

systems produce a list of weighted candidate hypotheses for a given audio segment, 

and choose the “best” candidate to distinguish between words and phrases that sound 

similar but have different meanings. If the choice is incorrect, how a system handles 

recognition errors can dramatically affect the performance of a speech-enabled 

interface. If either the system or the user detects an error, an effective speech- 

enabled interface should provide one or more mechanisms for recovering from the 

error. Error management has usually been separated into error detection and error 

correction [Turunen 200IB]. Research in the field of linguistics has investigated 

strategies people use in dealing with communication problems in conversations 

[Schegloff 1977], [Turunen 200IB] and [Skantze 2003]. The three main strategies 

used in human to human conversation are avoiding communication problems, 

initiation of a repair dialogue as soon as a communication problem has been detected 

and collaborative work on the repair [Clark 1989]. Applied to speech user interface 

design, these strategies correspond to the following two approaches for dealing with 

interpretation errors:
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❖ Reduce the number of interpretation errors by training or guiding the user 

towards speaking styles and formats which the automatic interpretation 

system can interpret more accurately. See 2.3.1

❖ Detect the interpretation errors through context sensitive feedback 

messages and recover from these interpretation errors by involving the 

user in interactive error recovery dialogues. See 2.3.2.

The major speech recognition errors are rejections and substitutions [Peissner 2001]. 

The system can detect rejection errors using confidence measures based on 

comparing the recognised word’s ‘score’ to some predefined threshold. The most 

common use of confidence scores in error handing in speech-enabled systems is to 

choose between rejection (low confidence, rejection errors), levels of confirmation 

(medium confidence, substitution errors) and acceptance (high confidence) [Larsson 

2002]. Skantze suggests that the threshold used should be tuned according to 

empirical data [Skantze 2003]. There is a trade-off that has to be made between the 

number of correct rejections and correct acceptances. If the threshold is too high, it 

will increase the number of false rejections. Conversely, if the threshold is too low, 

it will increase the number of false acceptances. The tuning should aim to finding 

the lowest number of false acceptances and false rejections. This break-even point is 

often close to the so-called Equal Error Rate, where the number of false acceptances 

equals the number of false rejections [Skantze 2003].

2.3.1 Rejection Errors

When handling rejection errors [Martin 1980] developed a method based on 

repetition. The speech recogniser stores the prior interpretation results of the user 

input in a buffer. Then, the buffer can be actively and interactively edited by the 

users when repeating their spoken input. The idea of just letting the user repeat the 

erroneous output has also been used, with some modifications such as eliminating 

elements from the buffer that are known to be incorrect [Ainsworth 1992 and 

Murray 1993]. The drawback of repetition is that users have to repeat their input 

over and over if the speech recogniser’s inteipretation is wrong. [Frankish 1992] has
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shown that repetitions tend to have lower recognition accuracy. This is because, if 

the user is asked to repeat a word or phrase again, the same error is likely to be 

repeated. In addition to this, users tend to adjust their way of speaking to what they 

believe is easier for the recogniser to interpret, which often has the opposite effect. 

Although [Danis 1989] showed that it is possible to increase speech recognition 

accuracy by training the user (i.e. trying to eliminate the speaking behaviours which 

tend to cause recognition error) this method is a trade off between accuracy and 

naturalness. However, [Suhm 1999] argues that if accuracy is significantly 

improved, an error recovery strategy based on repetition can outperform other 

strategies, although it is not advisable to simply repeat the same error recovery 

procedure; otherwise the user may experience more than one rejection error in a row. 

Instead, progressive assistant prompt messages and/or alternate input modalities 

should be used to recover from the recognition error. For example, the user could be 

prompted to press a key on the telephone pad as an alternative to speaking. All that 

said, none of the existing studies have considered a mobile-setting where the input 

methods are limited to speech and DTMF keypad input.

2.3.2 Substitution Errors

The techniques for handling substitution errors are somewhat different to those for 

handling rejection. Substitutions errors are harder to detect, thus harder to handle. 

One possible strategy is to apply natural language based processing technique to a 

list of the most likely utterances for a given user input [Bernhard 1996]. For example, 

with the flight booking interface developed by MIT [Filisko 2004], the system could 

assume that an error has occurred if the user appears to want to travel from Boston to 

Boston. Although the word “Boston” is given the highest confidence, the system 

could choose a lower confidence word that is more probable. Another way would be 

to include flexible correction mechanisms that allow a user to correct a portion of the 

input. For example, if the user asks for the flight information from Boston to New 

York, the system might respond with “ok, you want to travel from Boston to New 

York...” A flexible correction mechanism would allow the user to just correct the
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destination by saying: “No, I said to New Jersey.” Another method based on 

choosing an item from a list of alternative words was introduced by [Murray 1993]. 

The list contains all the alternative interpretations the speech recogniser makes from 

the user utterances; this list is also called an n-best list. The disadvantage of the n- 

best list strategy is that it is a trade off between speech recognition accuracy and 

naturalness. When the system asks the users to choose their input from the n-best list 

presented in form of a spoken menu, it is an unnatural interaction from the human 

user’s point of view that also tends to increase the cognitive load placed on the 

listener by the interface.

A major problem with speech recognition in dialogue systems is that the speech 

recogniser only can recognise words that are in the predefined vocabulary. If the 

user uses a word that is out of vocabulary (OOV), the recogniser will still make a 

“guess”, using the words in vocabulary. This may result in a substitution error. 

[Hazen 2001] suggests that one solution is to use “filler” or “garbage” models in the 

speech recognition that should catch OOV words. Another option is to use the 

confidence scores to identify those recognised words that represent OOV words. 

These two methods were compared by [Hazen 2001]. The comparison showed that 

the OOV model performed better than the confidence scoring model. However, the 

best result was gained by combining the two methods.

2.3.3 Error Recovery Methodologies

Given a collection of error recovery methods it is often difficult for the designer to 

predict which interaction method the users will prefer. Applying the principle of 

least collaborative effort which governs error recovery in human to human 

conversations, [Clark 1986] found that users prefer methods which minimise the 

effort necessary to recover from any errors. [Suhm 1996] states that the effort 

required is determined by the following three dimensions:

❖ Time required by the user to provide the input and by the system to 

process it

❖ Accuracy of the system in interpreting the input
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❖ “Naturalness” of the interactions

After surveying existing commercial and research systems that utilise speech 

recognition, [Mankoff 2000] found that two error resolution strategies are the most 

commonly used. Repetition is usually done in the same modality as the original 

input. Offering a choice of best alternative is usually done by selecting one of the 

alternatives from the n-best list presented for the user in the form of a menu. This 

selection could be done using a different modality to that used in the original input, 

i.e. selecting an item by pressing the keypad rather than re-speaking. It has also been 

shown that combining recognition results from multiple input modalities can be 

effective in reducing the occurrence of recognition error [McGee 1998 and Oviatt 

1999A]. Furthermore, [Suhm 2001] studied four multimodal error resolution 

methods for a dictation task. The results showed that multimodal error correction 

was more efficient than unimodal correction; i.e. error correction was more efficient 

if the users changed their modalities. For example, using speech for input and 

keypad input for correction was more efficient than using speech for both input and 

correction. In addition to these two strategies, they found that the use of confidence 

levels (a measure of the recogniser’s interpretation confidence) to decide which 

interpretation to use provided an efficient error recovery mechanism. In this case the 

user was not involved in choosing the error resolution strategy.

In another survey of commercial and research spoken dialogue systems, [Walker 

2000] found that the repetition and n-best strategies or not effective for identifying 

and repairing problems that arise in the conversation. In this situation, preventing the 

problems arising is an efficient way for dialogue management. [Walker 2002] trains 

a problematic dialogue classifier using automatically obtainable features that can 

identify problematic dialogues significantly better (23%) than the baseline (67.1%). 

The problematic dialogue classifier learns to automatically identify and predict 

problematic human-computer dialogues in a corpus of 4774 dialogues collected with 

the How May I Help You (HMIHY) spoken dialogue system [Gorin 1999]. The 

HMIHY system was installed at an AT&T customer care centre. HMIHY answered 

calls from live customer traffic and successfully automated a large number of
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customer requests. The classifier has the ability to predict problematic dialogues 

which allowed the system’s dialogue manager to modify its behaviour to repair 

problems, and even perhaps, to prevent them. In this research project, only repetition 

and the n-best list error resolution strategies are used. Compared with the other 

strategies, these two strategies require the least amount of time and cognitive effort 

on the part of the user when interacting with the system and on the part of the system 

when processing the user inputs. From a usability point view, asking people to 

repeat what they said is a natural form of interaction [Raux 2005]. Chapter 3 and 

Chapter 4 details how these two error recovery mechanism are used in the system.

2.4 Speech Enabled Interfaces

Speech recognition technology is becoming popular for a variety of applications. In 

navigation or command and control applications, speech recognition is used to 

operate appliances and machinery, including computers. The hands-free dialling of a 

mobile phone is a common example of a command and control speech recognition 

application. ScanSoft embeds a voice card into the mobile phone to provide English, 

German and French speech-enabled operation [ScanSoft 2004]. Advanced voice 

capabilities, available within the voice card, make the mobile easier, more intuitive 

and faster to use, and provide hands-free interaction with the device so enabling 

motorists to access phone numbers using only their voice [Turunen 2005]. This 

speech recognition application does not need a complex speech interface design, 

because the mobile users only access phone numbers by simply speaking the phone 

number or name stored in the mobiles phone book memory. Voice commands are 

also used in video game playing [Mindmaker 2005 and VoconGames 2005]. These 

systems simplify the gaming process by allowing any gamer to control the game 

using their voice rather than memorizing hundreds of keyboard commands. However, 

such systems still tend to restrict heavily the user to a group of valid commands and 

simple sentences.
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Speech recognition technology is being tentatively used, and researched, in the car 

industry [White 2004]. The major development concentrates on speech instructions 

to navigation systems, e.g. GPS (Global Positioning Systems) connected digital 

maps: “How far is it to London?” and climate controls, radio/CD (Compact Disc) 

controls, e.g. “Please turn to BBC 1”. Although there are advantages for speech 

recognition in cars, such as being able to keep both hands on the steering wheel 

while telling the “car” to do something, there are considerable obstacles in terms of 

in-car noise and passenger interruption. The Project54 system, developed by the 

University of New Hampshire, integrates electronic devices in police cruisers [Kun 

2004]. This integration allows officers to have control over all of the electronic 

devices using speech. Project54 has a quoted speech recognition accuracy of 86%. 

Unfortunately, this system can only be used by trained officers.

The existing public telephony infrastructure provides users with ubiquitous access to 

information and communication services. Several telephone-based systems provide 

advanced speech and audio interfaces to such services. Phoneshell allows users to 

access email, voice mail, calendar, and a variety of news, weather and traffic reports 

using a touch tone telephone [Schmandt 1993]. Users hear messages feedback via 

synthetic speech and audio playback. Phoneshell is constrained by the limitations of 

the telephone keypad and it does not offer speech interaction; however this system 

did introduce a new form of terminal in HCI research; namely the phone. [Ly 1994] 

attempted to extend the functionality of Phoneshell using continuous, speaker- 

independent speech recognition. This system focuses on communication within a 

workgroup, i.e. reading email, sending voice messages to workgroup members etc. 

The major contribution of this system is the incorporation of memory-based 

reasoning techniques. These make predictions about the user’s next action based on 

an analysis of the user’s prior history. By reducing much of the interaction to “yes” 

and “no” responses, recognition errors were reduced. That said, since this early 

system had a relatively poor speech recognition accuracy, many mistakes were 

observed during use, e.g. deleting messages by mistake or unpredictably hanging up 

on the user during a session.
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Huang developed an integrated computer and telephone-accessed WWW (World 

Wide Web) system (CTW) to provide a ubiquitous web access service [Huang 2000]. 

The CTW system serves as an intermediary between the telephone user and web 

sites by providing an alternative mechanism for people accessing a WWW form- 

based service via a telephone set. A web page designer employing HPML (Hyper 

Phone Markup Language) with the CGI (Common Gateway Interface) extension and 

the symbolic pronouncement extension has the flexibility to compose 

comprehensive and dialog-based WWW services for telephone users. HPML allows 

a set of web pages embedded in a CGI form to be accessible to both computer and 

telephone users. The CTW system provides a ubiquitous web access service for 

users at any degree of web-literacy by integrating well-installed telephone networks 

with the Internet. The disadvantage of this system is that the user can only give 

single word commands (rather than full sentences) with most of the user’s input 

being in the form of DTMF keypad inputs.

Another example of a speech-enabled telephone based system is the flight arrival 

and departure information service introduced by MIT [Seneff 2002]. This system 

(Mercury) is a speaker-independent continuous system which uses a very 

sophisticate dialogue model to make the system intuitive to use and robust in 

handling the wide range of different ways in which users can express their flight 

constraints and select the flights of the itinerary. They have showed that it is possible 

to design a telephone access spoken dialogue system that people would be willing to 

use to plan their air travel. The disadvantage of this system is that Mercury can only 

recognise a vocabulary of approximately 1,000 words.

In this research project, the speech-enabled interface for the ATTAIN travel 

information has to deal with a potentially very large vocabulary. This raised many 

problems in terms of recognition accuracy and system response time and Chapter 5 

details the novel grammar segmentation approach taken to resolve these difficulties.
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2.5 Multimodal Interface

Yuen states that a multimodal system supports interaction with the user through the 

use of more than one modality [Yuen 2002], The term modality refers to a form of 

sensory perception: hearing, vision, touch, taste and smell. [ManE 1996] defines 

modality as a communication channel between the user and the mobile. The modes 

above can be combined in a multimodal interface, containing audio (e.g. in the form 

of speech), vision (in the form of text and graphics, or moving video), and touch. 

[ManE 1996] defined three types of multimodal interfaces:

❖ Complementary - Different modalities are used to accomplish different 

tasks. The system designer decides on the most appropriate modality for 

each task.

❖ Concurrent - Different modalities (such as speech and touch tone, or 

speech and mouse) can be used interchangeably to accomplish the same 

task.

❖ Separate - The same application can be driven with speech or with some 

other modality (such as a GUI), but not at the same time.

A major design challenge is to select the appropriate modality for each application. 

This involves matching the strengths of a particular- modality to the task. For 

example, speech is probably not a good choice if the user’s task involves interacting 

with a computer while talking to another person. In many applications, however, the 

expressive power of language can be a valuable complement to other modalities. 

Another challenge is to set users’ expectations appropriately. A system that uses 

speech output and sounds very naturally may be misleading to the user if the system 

can only accept limited speech input. It is not in a person’s common experience to 

encounter a person who can speak fluently, but not understand very well. Non-native 

speakers, for example, typically have the opposite problem. They can often 

understand the language better than they can produce it. Oviatt examined how 

people might combine input from different devices in a multimodal computer 

interface [Oviatt 1994]. They used a simulated service transaction system with
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verbal, temporal, and computational input tasks using both structured and 

unstructured interactions. Participants were free to use handwriting, speech, or both 

during testing. [Oviatt 1994] evaluated user preferences in modality integration 

using spoken and written input. Among the findings, it was noted that simultaneous 

input with both pen and voice was rare and that digits, proper names, and structured 

interactions were more likely to be written.

Accessibility is mentioned as one of the major motivations for the development of 

multimodal interface [Turunen 2005]. For example, there has been much work in 

speech-enabled interfaces to allow visually impaired users to access existing 

graphical interfaces [Mynatt 1994]. Multiple modalities have also been used to make 

human-computer interaction accessible for people with disabilities [Edwards 2002]. 

In the ideal case, a speech-enabled interface should take the needs of different users 

and usage conditions into account and interaction should be adapted to each 

user/usage situation. Ito developed a multimodal interface that allows use of voice 

and pointing gesture by facing as commands for controlling distributed home 

appliances used by people with disabilities [Ito 2001]. However, current speech- 

enabled interfaces development architectures tend to lack the flexibility necessary to 

adapt to a variety of users and usage conditions.

In this research project, the existing ATTAIN system is based on a text message 

interaction only. There are many people whose disabilities prevent them from 

making full use of a text message only interface - i.e. people who can not use their 

hands, or who have difficulty using their hands, or who can not see the display well 

enough to use a text message only interface. The decreasing size of mobile devices 

is also making keypads and screens smaller and more difficult to manipulate, 

consequently designers need to consider alternative communication channels when 

interacting with these terminals. Speech is a natural and convenient way to express 

complex questions to a service [Oviatt 1991] [Cohen 1995] [W3C 2000A]. However, 

when the speech recogniser fails, the user may want to use other more familiar input 

methods. Input methods such as touch keypad are therefore also required. The 

terminals’ output channels should also support visual (text and graphics)
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presentation and audio. [Gould 1982] states that it is faster to speak than it is to write 

or type. However, [Gollner 1994] also asserts that it is slower to listen than it is to 

read. Together therefore these two findings suggest that speech is efficient for the 

talker, but hearing speech is usually a burden on the listener. Listening is a relatively 

slow way of obtaining information. The most significant disadvantage of speech is 

that it is temporary. Once speech has been uttered, the auditory infonnation is no 

longer available. This can place extra memory burdens on the user and severely limit 

the ability to scan, review, and cross-reference information. It is often difficult to 

remember anything more than a few bus stop names or numbers. Screens are needed 

to display graphics and information that it is tedious to listen to. The multimodal 

version of the ATTAIN speech-enabled system developed as part of this project 

allows the use of speech to input the journey information required but uses text 

messages to present the results of the search back to the user. This multimodal 

method thus helps overcome the human short-term memoiy problem present in other 

speech only interfaces.

2.6 Usability Issues

Optimised speech-enabled interfaces require a systematic approach to the design 

process. However, to ensure optimum performance, usability testing of the 

developed system is also required. [Nielsen 1994] views usability as a complement 

to utility. Utility refers to whether a system is able to perform what it is supposed to 

do and usability refers to how well the users are able to use the system. 

Unfortunately, such a usage of usability tends to lead to systems that are built only 

using functions that can be easily used by the user. Although the system is able to 

carry out the task it has been designed for, it disregards the “context of use” (e.g. 

users needs) of a system. As argued by Trauboth, the usage of usability in such a 

way will only create systems that are usable but not necessarily useful [Trauboth 

1996].
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2.6.1 Usability Definition

The word usability is often defined by different people in different ways. [Nielsen 

1994] states that usability relates to psychology, human factors and ergonomics. In 

this defmation, usability is different from the rest of design which focuses on the 

human issues. Usability is most often interpreted by software engineers as relating to 

skills in interface design which complement other design objectives such as 

functionality, efficiency and reliability. [Bevan 1995] states this is a narrow product- 

oriented view of usability which suggests that usability can be designed into a 

product. In this sense, usability is closely related to ease of use, which is probably 

the most common way the term is misused. What really counts is whether a user can 

achieve their intended goal when they use the product. The answer depends not only 

on usability as ease of use, but also utility, reliability and computer efficiency. In 

designing to enable a user to achieve their goals one needs to make a trade-off 

between these properties.

Usability was also defined in this broad sense, long ago, by [Whiteside 1988]. This 

definition has the advantages that:

❖ It is a business-oriented view which focuses on the real objectives of 

design;

❖ It is relatively easy to measure.

The definition of usability used in ISO 9241-11 and the MUSiC project [Bevan 1994] 

is: The extent to which a product can be used by specified users to achieve specified 

goals with effectiveness, efficiency and satisfaction in a specified context of use.

Effectiveness refers to whether the users are able to carry out the intended tasks (e.g. 

accuracy). Efficiency refers to the effort needed to carry out the required tasks (e.g. 

time to carry out the tasks). Meanwhile satisfaction refers to whether the users feel 

comfortable with the system or whether they prefer a particular system over another.
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Note that the ISO’s definition is different from Nielsen’s definition on usability. 

ISO’s usability definition measures the quality between the system, user, tasks and 

the environment it is being used in, whereas Nielsen’s usability definition 

concentrates on whether the functions available in a system are usable by the user. 

Through the ISO’s definition of usability it is possible to develop a system that 

allows the user to complete their tasks effectively and efficiently. User satisfaction is 

achieved to the extent that the users are satisfied once they have completed their 

tasks.

This broad definition of usability turns out to be synonymous with “quality of use” 

[Bevan 1995], i.e. the higher level quality objective that the product not only meets 

its specification, but also works well in the real world! In software engineering, the 

conventional objective for quality is to build a software product which meets the 

specification. However, this alone is rarely sufficient to ensure quality of use that the 

product can be used for its intended purpose in the real world.

In this project, the speech-enabled interfaces will employ a range of conversational 

modes from simple directed-dialogue to complex mixed-initiative dialogue systems. 

The ATTAIN project will use the ISO’s definition on usability as the main basis for 

carrying out usability studies on these two approaches. The usability metrics in the 

ISO’s definition of usability (effectiveness, efficiency and user satisfaction) will be 

included.

2.6.2 Usability Measures

While carrying out usability tests on the ATTAIN system, it is important to measure 

each usability aspect individually. However, deriving conclusions based on one of 

them to reflect on total usability may prove to be incorrect. It is very common to 

assume that if a system is able to achieve a high accuracy and allows the users to 

complete the task at hand quickly, then user satisfaction/preference will also be high. 

However, the observation of Walker has shown that there is a weak correlation 

between effectiveness, efficiency and user satisfaction [Walker 1998]. In Walker’s
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experiment where he compared a system initiated and mixed initiated speech- 

enabled system, it was found that despite the fact that the mixed initiated system 

achieved a higher performance in terms of effectiveness and efficiency for the expert 

users, it did not lead to an increase in user preference. This illustrates the importance 

of measuring effectiveness, efficiency and satisfaction together. Hence it is of 

utmost importance that the usability of the proposed interface is measured in all of 

these three aspects and that the correlation between these aspects be investigated.

2.62.1 Choice of Measures
Because the relative importance of the components of usability depends on the 

context of use and the purposes for which usability is being described, there is no 

general rule for how measures should be chosen or combined. The choice of 

measures and the level of detail of each measure are dependent on the objectives of 

the parties involved in the measurement. The relative importance of each measure to 

the goals should be considered. For example where usage is infrequent, high 

importance may be given to measures of learning and re-leaming. If it is not possible 

to obtain objective measures of effectiveness and efficiency, subjective measures 

based on the user’s perception can provide an indication of effectiveness and 

efficiency.

2.6.22  Effectiveness Measures
[ISO 1998] states that effectiveness measures relate the goals or subgoals of the user 

to the accuracy and completeness with which these goals can be achieved. For 

example if the desired goal is to reproduce accurately a two-page document in a 

specified format, then accuracy could be specified or measured by the number of 

spelling mistakes and the number of deviations from the specified format. 

Completeness could be measured by the number of words of the document 

transcribed divided by the number of words in the source document.
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2.6.2.3 Efficiency Measures

[Bevan 1997] states that measures of efficiency relate to the level of effectiveness 

achieved by the expenditure of resources. Relevant resources can include mental or 

physical effort, time, materials or financial cost. For example, human efficiency 

could be measured as effectiveness divided by human effort, temporal efficiency as 

effectiveness divided by time, or economic efficiency as effectiveness divided by 

cost.

If the desired goal is to print copies of a report, then efficiency could be specified or 

measured by the number of usable copies of the report printed, divided by the 

resources spent on the task such as labour hours, process expense and materials 

consumed.

2.6.2.4 Satisfaction Measures

[Wachowic 2003] states that satisfaction measures give an indication of how 

comfortably users are when they use the system, and their attitudes towards the use 

of the product.

Satisfaction can be specified and measured by subjective rating on scales such as 

comfort experienced, liking for the product, satisfaction with product use, as well as 

the acceptability of the workload when carrying out different tasks or the extent to 

which particular usability objectives (such as efficiency or leamability) have been 

met [ISO 1998]. Other measures of satisfaction might include the number of positive 

and negative comments recorded during use. Additional information can be obtained 

from longer-term measures such as rate of absenteeism, observation of overloading 

or underloading of the user’s cognitive or physical workload, as well as health 

problem reports or the frequency with which users request transfer to another job.
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2.7 Summary

This Chapter has outlined the established research issues associated with designing, 

implementing and testing an error tolerant, narrowband, speaker-independent, 

countinuous speech recognition interface. The next three chapters detail the results 

of applying this knowledge to produce directed-dialogue and mixed-intitiative 

speech-enabled interfaces for medium and large sized vocabulary systems.
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CHAPTER 3
A MEDIUM VOCABULARY 
DIRECTED-DIALOGUE 
INTERFACE_______________________
This chapter discusses ways in which speech can be utilised to overcome the 

identified limitations of the current text-based ATTAIN system. Speech-enabled 

interfaces can employ a range of conversational modes from simple directed- 

dialogue to complex mixed-initiative dialogue systems but, in this initial phase of 

the research project, it was decided that a directed-dialogue speech-enabled query 

interface should be developed because this would produce an interface capable of 

providing the best speech recognition accuracy whilst at the same time providing a 

baseline usability performance. Issues surrounding the design of the speech-enabled 

interface and how the dialogue management was organised will be discussed.

3.1 The System Architecture

The VoiceXML based speech-enabled interface was developed which can handle 8 

users simultaneously interacting with system. The users connect, using either land 

based or wireless telephones, to a VoiceXML Gateway through an ISDN (Integrated 

Services Digital Networks) line. Currently, the Motorola’s Voice Developer 

Gateway is used, which provides the power to create and deliver the voice 

application in a single, self-contained unit. The telephone service provider NTL 

provides the 30 line ISDN link. Figure 3.1 shows the architecture of the prototype 

speech-enabled ATTAIN system interface.

A Dialogic Telephony Interface (DTI) Card connects the Gateway to the ISDN. This 

connection or port is the channel by which an outside caller reaches the Gateway. 

The DTI card uses the ISDN PRI (Primary Rate Interface) signalling protocol and 

currently supports 8 of the possible 30 ports. A Digital Signal Processor (DSP) card
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is used in the Gateway for Automatic Speech Recognition (ASR) and text-to-speech 

(TTS) capabilities. The DSP offers a powerful signal processing foundation on 

which to deploy the signal-processing algorithms. The ASR and TTS software 

operate in conjunction with the DSP card.

Phone 1 Phone 8

S .! ISDN

DTI Card I VoiceXML
HTTPDSP Card Interpreter

£  |  HTTP |  Generated VoiceXML Documents

HTTP

VoiceXML
Document

Web Server
ATTAIN

DIME

Figure 3.1 - The ATTAIN Speech Interface Architecture

The VoiceXML browser software in the Gateway allows a user to navigate through 

a voice driven application via voice menus or commands. The software responds to 

the spoken commands from the user by presenting system information back to the 

user in an audible format. This is similar in operation to a PC environment, where a 

graphical Web browser collects and presents Web information to the user. The 

VoiceXML browser interacts with the user via the telephone network and a Web 

server.

A VoiceXML application is different to HTML applications. An HTML application 

is intended for a standard Web browser whereas a VoiceXML application is 

intended for a user’s telephone. The standard Web browser runs locally on a user’ 

machine, whereas the VoiceXML interpreter runs remotely on a VoiceXML hosting
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site. On every call to a VoiceXML application, all of the resources (grammar files) 

needed by that application may need to be fetched from a location other than where 

the VoiceXML interpreter runs. These resources may then be stored locally at the 

hosting site (i.e. cached) by the VoiceXML interpreter for later use by the same or a 

different application on another call.

The system can pre-fetch the grammar files into one proxy catch which is the same 

as a Proxy Server. For example, once the first user has called the system, if someone 

else then calls the system, the system can use the same grammar file for all 

subsequent users. This grammar may be stored in the proxy cache and be available 

to these subsequent users from that cache instead of going out over the Web.

The VoiceXML document application is delivered to the Voice Gateway from a 

VoiceXML document server. Hosting VoiceXML documents on an external web 

server keeps the Gateway isolated from any other software packages that may 

impact its performance. Any Internet web server that can be accessed by the 

Gateway is appropriate for this purpose. Making the relationship between the web 

server and the Gateway as close as possible will minimise latency.

The system also arranges (via the voice gateway) to have a Servlet interpreter of the 

VoiceXML language used in the Voice Gateway and the ATTAIN system Web 

server. This is to convert the VoiceXML query language into the query format 

required by the existing ATTAIN system text based query format. After the 

VoiceXML Gateway has accepted the voice input and recognised the words, it sends 

the user’s query to the Servlet. This Servlet may use a variety of different 

mechanisms CGI, ASP, JSP ( JavaServer Page), Miva Script etc, but in this system it 

uses Java. The Servlet communicates with DIME (Distributed Memory Environment) 

[Kosonen 1999], which contains the real bus timetable information, to get the 

required travel information. It then generates a new VoiceXML document to pass 

this information back to the user in audio form.
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The system uses Nuance V7.0.4 for Speech Recognition. The Nuance System is 

based on an open client/server architecture that is reliable, robust, and scalable from 

small to very large grammars. The Nuance ASR maximizes flexibility and efficiency 

by taking advantage of a distributed architecture, which features the following 

components:

❖ The RecClient process is responsible for speech acquisition (including 

preprocessing of the audio input), the application interface, and optional 

functions such as telephony control or audio prompt playback.

❖ The RecServer process is responsible for speech recognition, speaker 

verification, and natural language understanding.

❖ The Resource Manager manages the efficient distribution of recognition 

tasks to a pool of RecServer processes.

Figure 3.2 shows the Nuance System’s distributed architecture.

Speech-Enabled Interface Resource
Manager

Nuance APIS

RecClientRecClientRecClient

TTSRecServerRecServer

Figure 3.2 - The Nuance System Distributed Architecture

The speech recogniser works through the following steps (See Figure 3.2):

1) A call arrives at the RecClient, which notifies the Gateway. The Gateway 

detects and picks up the call.

43



2) The speech-enabled interface asks the RecClient to play the first prompt, to 

which the caller responds. For TTS prompts, the RecClient sends the text to 

be synthesised over a socket to the TTS server and receives samples back.

3) To perform recognition on the caller response, the RecClient sends a server 

request to the Resource Manager (while buffering the audio data) and the 

Resource Manager points the RecClient to the most appropriate RecServer.

4) The RecClient sends a recognition request to the RecServer. Each request 

consists of the audio stream and a reference to the grammar to use. The 

reference to the grammar implicitly includes the acoustic model, because 

both are built into the recognition package loaded on the RecServer.

5) The RecServer receives the request, performs the recognition tasks, and 

returns the recognition results to the RecClient.

6) The RecClient sends the recognition results to the interface.

7) The interface responds appropriately, for example, by making a DIME 

lookup or by requesting that the RecClient play another prompt as response 

to the user.

8) The caller responds and the RecClient sends out the next request for 

recognition.

3.2 Dialogue Design

Creating a robust speech-enabled interface is important. As defined by Stern, 

robustness in speech recognition refers to the need to maintain good recognition 

accuracy even when the quality of the input speech is degraded, or when the 

acoustical, articulatory, or phonetic characteristics of speech in the training and 

testing environments differ [Stem 1996]. In this research project, speech recognition 

has been transferred to real application, as the need for greater robustness in 

recognition technology is becoming increasingly apparent. However, if users do not 

like or do not use the system, then all that effort will be wasted. Effective speech 

solutions rely on a thorough understanding of what users are trying to accomplish 

and how to create an engaging dialogue that helps them get the information they
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require. The dialogue design must consider a broad range of user factors that are 

concerned with making the interaction between the system and user as successful 

and effortless as possible for the user. In this project, the goal is to design a simple, 

consistent, unambiguous, helpful and representative speech-enabled interface that 

the user should feel to be both natural and familiar.

3.2.1 Pre-Design Studies

The design of a speech-enabled interface is often left entirely to the system designer. 

The designer’s chosen command vocabularies, as well as chosen interaction 

structure are thus very important to the success or failure of the system. Furnas 

[Furnas 1987] has coined the phrase “armchair approach” to describe speech- 

enabled interfaces that are mostly designed using a designer-selected vocabulary 

[Prodanov 2003 and Adams 1999], as well the designer’s “conceptual model” for 

interaction structure [Norman 1983].

The armchair approach refers to the designer’s particular use of technical words that 

may seem natural to the designer, but which may be obscure or even meaningless 

and misleading to the novice target user of the speech-enabled interface. Studies 

conducted with typed input show that only 10%-20% of a novice user’s first 

attempts at using their own command vocabulary matched the designer’s intended 

commands [Furnas 1987]. Users tend to use a surprisingly large number of 

synonymous terms to indicate the same object or function. According to Zipfs 

theory [Zipf 1949], one of the basic principles of language is that, when giving names 

to objects and functions, a few (usually 2-3) synonymous high frequency alternatives 

are used as well as a large number of low frequency alternatives. This implies that 

for any given interaction there is a broad but positively skewed distribution of user 

commands available. Furthermore, the probability that the designer picks a low- 

frequency command to use in the interface is quite high, given that the archetypal 

designers’ everyday use of technical terms are not typical of the sort of terms 

spontaneously used by the average user.
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Thus, with the designer’s ‘armchair approach’ 8-9 out of every 10 initial user 

attempts will fail to identify the designer’s intended command. If the designer called 

the feature “Paste”, then nine out of ten users would expect it to be called something 

else [Furnas 1987]. This implies that the learning time for a new interface will be 

prolonged, since the novice user has to learn and use the designer’s way of denoting 

objects and functions. The alternative is the empirical user centred design approach, 

where the potential users of the service are asked to define the command vocabulary 

themselves. By using the 2-3 most frequently suggested user commands as 

synonyms in the speech-enabled interface’s vocabulary, [Fumas 1987] and 

[MacDermid 1996] showed that this method was up to five times as successful as the 

armchair approach. This figure refers to system control using both typed and spoken 

input (for voice-controlled applications).

Yankelovich suggests that to avoid the need for synonymous alternatives and 

achieve naturalism and familiarity, any speech-enabled interface design should start 

with a pre-design study [Yankelovich 1998]. Other researchers suggest using the 

Wizard-of-Oz method as the principal mechanism for evaluating and getting input 

for dialogue design [Dahlback 1993 and Bretan 1995]. As described by 

[Yankelovich 1998], the pre-design study differs significantly from the Wizard-of- 

Oz studies that have been used extensively by others in the design of speech-only 

and multimodal systems. The Wizard-of-Oz is a technique to simulate a computer 

system that takes spoken natural language input, processes it in some principled way, 

and generates spoken natural language responses [Klemmer 2000]. In addition, the 

pre-condition for conducting a Wizard-of-Oz study is that before the experiments are 

begun it should be possible to formulate a detailed specification of how the future 

system is expected to behave [Yankelovich 1998]. The pre-design study method, on 

the other hand, takes place prior to any system design or functional specification. 

The purpose is to launch the design process.

A pre-design [Yankelovich 1998] was included in the earliest stages of the ATTAIN 

speech-enabled interface life cycle. It helped to define the interface functional 

requirements, see the task from a user’s view, develop a feeling for the tone of the
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conversations, discover effective interaction patterns, design the prompts and 

acquire specific knowledge about the vocabulary and grammar used when people 

access the system by speaking in a true environment. Like other researchers, the pre­

design studies in this project use what Norman [Norman 1991] refers to as a 

scenario-based approach. The pre-design study is designed to capture human-human 

interactions in the true environment. This data is then used as the basis for the 

interface design in order to ensure that the speech-enabled system dialogue closely 

matches the natural human dialogue. In theory, this should make the system more 

usable. In this research project, the ATTAIN system was intended to provide users 

with bus travel information. Therefore, before designing the interface, how people 

enquired about their journey is needed to discover. A pre-design study experiment 

was carried out. 12 users were arranged who ranged in age and nationality to enquire 

about bus information with a system operator. Because most of the users had no 

experience of using such a system, the system operator controlled the interaction. 

The users gave the permission to record their completely natural conversations with 

the system operator.

After collecting common ways of answering place questions (e.g. “Where do you 

want to travel to?”), it was found that people do not always respond with full 

sentences (e.g. “I would like to go to Carlton.”). They often just give a short answer 

(e.g. “To Carlton” or “Carlton”). Some users even gave answers that are effectively 

meaningless to the system (e.g. “I want to go back to home” or “I want to travel to 

my office”), even though these answers do have meaning from the users perspective. 

During the interface design, these special responses would have to be handled in an 

intelligent way. Most speech-enabled interfaces tend to give a default answer (e.g. 

“Sorry, I could not understand you”) in such situations. Instead of rejecting the 

user’s response in this way, the system could be designed to ask the user clarifying 

questions to extract further information from the user (e.g. “ok, where is your home 

then?” or “I understood that you want to go to work. Please tell me where your 

office is.”). Because the users are not being directly refused by the system, they 

would be likely to be less frustrated when continually using the system. In addition,
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to these meaningless responses there were also occasions when some of the users 

were confused by some of the system questions and thus gave unexpected responses 

(e.g. “Sorry, what do you mean?” or “Pardon”). In such cases the user had obviously 

had difficulty understanding the system operator’s formal question. When designing 

the speech interface it is important that ‘help handlers’ be included to make the 

questions as clear as possible in order to guide the user though the dialogue.

During the pre-design study, the system operator often confirms the user’s answer 

with “Ok” or “Aha” were also learned. The frequent OK’s in the conversion provide 

the speaker with evidence of understanding in a natural way. However, it is not 

essential to provide the user with clear evidence that the system has correctly 

interpreted the user’s input. Users are more likely to accept a system that makes 

relatively frequent errors if the system exhibits cooperative behaviours. This type of 

behaviour can be achieved by providing users with frequent, but unobtrusive, 

feedback, and allowing users to make partial corrections when they detect an error 

(e.g. “Ok, you want to travel from ‘Arnold’ to ‘Beeston’...” “No, I said from 

‘Alford’...”).

Speech-enabled interface designing in this project was an iterative process: started 

with the best guess, collected data from the pre-design studies, refined the grammar, 

obtained more user data, refined further, and so on. As designing the interface by 

adding and removing phrases, the dialogue more closely approximated the way users 

speak to a human operator.

3.2.2 Directed-Dialogue Interface Operational Overview

After learning from the pre-design study and considering all aspects of user interface 

design including usability testing [Nielsen 1994] and speech dialogue management 

(including error recovery) [Seneff 2000], a directed-dialogue speech-enabled query 

interface was developed for the ATTAIN travel information system using 

VoiceXML. The design diagram for the directed-dialogue can be found in Figure 

3.3.
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NoYes Yes or No

Exit

Start

Repeat Message

Present the result to user

Other Journey

Ask the user to confirm

Ask the user to confirm

Ask the user to confirm

Ask the user to say arrival point

Get the enquiry result from DIME

Ask the user to say travel time

Ask the user to say departure point

Menu: Ask the user to select one option

Figure 3.3 - The Design Diagram for the Directed-Dialogue Interface

This directed-dialogue interface gives the user explicit directions about what to say 

and when to say it. There are two primary sources for giving user prompts and 

conversational feedback: synthesised speech and audio. Because sound effects are 

important for improving the usability of telephony user interface, audio files were 

originally inserted for the prompts in the ATTAIN VoiceXML application. Voice 

user interfaces with personality have the power to make telephone-based services 

more human like, conversational, efficient, effective, and enjoyable. Research has
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found that the more familiar users are with the type of person the voice represented; 

the more successful they were in completing the task [CCIR 2005]. Unfortunately 

these audio prompts later needed to be changed to TTS only prompts because of the 

long delays experienced during the loading of each audio file. All of the audio files 

were stored in a Document Server. Before the system could play any audio file, the 

VoiceXML interpreter had to fetch the specified audio files from the server. The 

longest prompt audio file could take up to 4 seconds to fetch. This latency was 

detectable by the users and was felt to have an impact on the usability of the 

prototype interface. Recorded audio may still be the most desired output, but 

synthesised speech was found to be an effective substitute that maintained the 

important real-time usability aspect of the interface.

The user is therefore introduced to the system through a TTS welcome message and 

then taken through a serious of dialogues to communicate with the system. See 

Dialogue Figure 3.4.

System: Welcome to the ATTAIN travel information system in Nottingham.
System: Please specify the bus stop code or the name o f the area where you want 

to start your journey from.
User: Beeston.
System: I  heard Beeston is this correct?

User: Yes.
System: Please specify the bus stop code or the name o f the area where you want 

to finish your journey.

User: The Albert Hall
System: Did you say ‘The Albert Hall ’?
User: Yes.
System: You can specify either the earliest time o f departure or the latest time o f 

arrival. Please say either ‘Departure ’ ‘Arrival ’ or ‘Now

User: Departure.

Figure 3.4 - A Typical Conversation (to be continued)
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System: Please specify the time o f the earliest departure from Beeston.
User: 20 past 10.

System: Do you want to travel after 20 past 10?

User: Yes.

System: Thank you. Please wait while I get the information you require. This may 
take a few moments.

System: Ok, you can catch Bus 26 at 10.23; it will arrive at City Centre at 10.46. 
System: I f  you want to listen to this message again, please say ‘Repeat Message ’; 

I f  you want to enquiry about another journey, please say \Journey ’;
I f  you want to exit, please say ‘Exit’.

User: Repeat Message

System: Ok, you can catch Bus 36 at 10.23; it will arrive at City Centre at 10.46. 
System: I f  you want to listen to this message again, please say ‘Repeat Message ’; 

I f  you want to enquiry about another journey, please say ‘Journey ’;
I f  you want to exit, please say ‘Exit’.

User: Exit.

Figure 3.4 Continued - A Typical Conversation

Users do not have to wait for the prompt to finish before speaking. Instead, they can 

“barge in” and speak a response at any time, thereby saving time. When the 

interpreter detects incoming speech, it interrupts the prompt. See Figure 3.5.

System: Please specify the bus stop code or the name o f the area where you want
to (Barge in)

User: The Albert Hall
System: Did you say ‘The Albert Hall ’?

Figure 3.5 - A Barge in Example

In the event that the user has difficulty understanding the system prompts, help 

handlers are included in individual form fields to make the messages as specific as 

possible in order to guide the user though the dialogue. See Figure 3.6.
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System: Please specify the bus stop code or the name o f the area where you want 

to finish your journey.
User: Help
System: Please say where you want to finish your journey, for example say 

’City Centre *.

Figure 3.6 - A Help Example

When non-experienced users communicate with any system, they often make errors. 

For example, with the speech-enabled ATTAIN system the user may stay quiet for 

too long after a prompt or the user may say something that the interpreter cannot 

recognise against any active grammars. The system handlers are designed to help the 

user out of these difficult situations. The VoiceXML interpreter can throw a number 

of predefined events based on errors, telephone disconnects or user requests. A range 

of self-defined throw events in the system were also specified (e.g. “Exit”, “Cancel”, 

“Go Back”, “Hang Up”). When an event is thrown, the associated event handler is 

invoked. Execution then resumes in the element that was being executed when the 

event was thrown.

3.3 Usability Test for the Directed-Dialogue 

Interface

3.3.1 Experiment Design and Materials

Two interfaces were implemented for this experiment: a conventional Text Message 

Interface and a Speech-enabled Interface. A script of instructions was read to each 

participant and they were given an overview of the system. The users were informed 

of the purpose of the experiment which was testing two interface’s usability and the 

result can be used to indicate what advantages or disadvantages the speech-enabled 

interface has compared to the existing text based system. The questionnaires were 

shown so that the users knew the key aspects they were expected to notice during the
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experiment (Questionnaires see Appendix 1). Before using the system, the users 

were not taught how to use the system. All the users were required to find out one 

bus information enquiry on each interface, including start journey time, arrival time, 

bus service number and bus changing information.

The required origin and destination bus stops were randomly pre-selected from a list 

of 1355 bus stop names. Each of the tasks were timed and recorded along with any 

comments made during the completion of the tasks. A questionnaire of usability test 

was given to participants afterwards. The questionnaire asked the users to evaluate 

the features of the system according to a 1-9 type Likert rating scale [Komorita 

1963]. This process was repeated for both the text message interface and the speech- 

enabled interface. At the end of the experiment the users were asked to select the 

interface they preferred.

For this experiment the confidence level of the speech recogniser was configured to 

0.5. This is the confidence threshold required for the speech-recognition engine to 

decide whether the input speech matches a sentence from the grammar. The Timeout 

property was set to 5 seconds; this property specifies how long the interpreter allows 

the users to remain silent before they start to talk. The Complete Time Out property 

was set to 1 second; this property specifies how long the interpreter waits after the 

user stops talking before processing the speech input.

3.3.2 Participant Selection

Nielsen [Nielsen 2005] and Landaruer’s previous research [Landaruer 1993] have 

shown that the number of usability problems found (T) in a usability test with n 

users is given by:

T=N(1-(1-L)n) Equation 3.1

Here N is the total number of usability problems in the design, L is the proportion of 

usability problems discovered while testing by a single user and n is the number of 

users. The typical value of L, found by Nielsen and Landaruer, is 31%; averaged
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across the large number of projects they studied. Plotting the curve for L=31% gives 

the following result. See Figure 3.7.
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Figure 3.7 - The Usability Problems Found Curve j

Figure 3.7 clearly shows that at least 15 users are needed to be tested to discover 4

virtually all (99.62%) of the usability problems in a typical system [Nielsen 2005].

For the first usability experiment, therefore 20 users were asked to experiment with

the system (none of them had previous experience of using such a system). They

ranged in age from 18 to 29 years of age. According to Nielsen [Nielsen 2005] and ]

Landaruer’s theory [Landaruer 1993], 20 users should discover 99.99% of the I

usability’s problems of this system. !

3.3.3 Statistics Methods for Analysing the Usability Results I

As described by [Sauro 2005A], adding confidence intervals to completion rates in 4

usability tests tempers both excessive skepticism and overstated usability findings. 1

Confidence intervals make testing more efficient by quickly revealing unusable tasks I

with very small samples. The risk of acceptance can be described using two |

elements: the Confidence Level, and the Width of the Confidence Level.

To create the confidence intervals for the user’s preference (prefer text message 4
interface or prefer speech interface) and complete task (complete, did not complete) |

responses, the binomial distribution is used, since the event is binary/binomial. !
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Because the rates of user’s preference and complete task are not symmetrical, a 

technique to create asymmetric binomial confidence intervals is needed. There is a 

technique that uses the incomplete beta function and the F distribution. [Harte 2002] 

states the formula of this technique.

In order to evaluate the analytical data for the other continuous valued response 

items, the true mean of a population using the formula for standard deviation and the 

student t distribution was estimated. As described by [Sauro 2005B], this method is 

best for small sample size results. Equation 3.2 shows the expression used to 

calculate the true population mean from the results given in Table 3.1:

" =x±f*Mr) Equation 3.2

X Mean of the sample 

p True mean of the entire population of users 
n Number of users in the sample 
s The standard deviation of the sample
t* t statistic =TINV(.05,n-l) [confidence level(.05) and degrees of freedom n-1 ]

3.3,4 Results and Discussion

The mean intelligible scores for the two interfaces are presented in Table 3.1. The 

sample accuracy of the speech-enabled interface was manually determined by 

recording the user responses and comparing them to the system recognised response. 

The average completion time was recorded as the time taken from the user starting 

to interact with the system (dialling the number in the case of the speech-enabled 

system and entering the first text character in the case of the text based system) to

completing the task. In addition, the interaction efficiency (user remembered data)

was assessed by asking the users to write down what they had remembered from the 

audio response to their query. Also, as described in 3.3, the evaluation of the 

questionnaire results used the Likert rating scale to analyse four human factors of the 

user interface: i.e. Perceived Efficiency, Learnability, Re-leamability and User
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Satisfaction. Finally, the user preference records whether the user would prefer to 

use the text based or speech based interface and the complete task records whether 

or not the user was able to get a response from the system.

Text Speech

Sample Accuracy * 88.5%±5.8%
User remembered Data + 52%±16.2%

Average Completion Time (secs) 139 111

Perceived Efficiency Level 8±0.8 5.7+0.9

Satisfaction Level 7±0.7 5.3±1.0

Learnability Level 7.8+0.7 6.2+0.8

Re-learnability Level 7.7+0.7 6.4+0.8

Users Preferences 15 5
Complete Task 20 20

Table 3.1 - Performance of Text Message Interface (Text) and Speech-enabled Interface
(Speech) Systems

3.3.4.1 Effectiveness Test

The effectiveness of a system from Shackel’s point of view is about whether a task 

can be accomplished with the specified system within a given time frame [Shackel 

1986]. In this experiment, all of the users were able to ‘successfully’ get the bus 

information that they required using both interfaces. However, if measuring 

‘success’ in terms of the output quality, the speech-interface did not give an 

acceptable performance because most of the users could not remember the full 

enquiry result. After each user had heard the bus information and disconnected the 

phone, the users were immediately asked whether they could remember the 

following five data items: Bus Service Number, Departure Time, Departure Bus 

Stop Name, Arrival Time and Arrival Bus Stop Name. The average user in the 

sample could only give 52% (p=52%±16.2%) of the correct data. In general, this

It is difficult to define the accuracy of text message input. It is 
therefore assumed the accuracy rate of the text message input to be 100%.
+ Because the users can read the enquiry result from their mobile, they do 
not need to remember the data.
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was not enough to help the user complete the journey. [Oulasvirta 2004] states that 

extracting information by listening to a speech recording is much more difficult than 

visually scanning a document because of the transient and temporal nature of audio.

Using a binomial confidence intervals analysis of the complete task results with 95% 

confidence, that although 100% of the sample could get the bus information the true 

population figure could be as low as 83%. In addition to this, the user remembered 

data results shows that the audio memory capacity of humans is such that the output 

quality of this initial interface is too low. It is therefore difficult to say that this 

interface is an effective one.

3.3.4.2 Efficiency Test

The ISO efficiency definition [ISO 1998] represents how much effort is required in 

order to accomplish the task. An efficient system ought to require as little effort as 

possible. Time spent using the system can be considered as one way of measuring 

the efficiency of the system. To accomplish the task using the speech-enabled 

interface, the average user spent less time (111 seconds) than using the text message 

interface (139 seconds). In text message interface, the users can save their enquiiy 

messages on their mobiles, so the user will spend much less time during future usage. 

In this experiment, the users were not allowed to use saved message. Interestingly, 

from a binomial confidence intervals analysis of the user preference comments (for 

Questions see Appendix 1) with 95% confidence, 51% to 91% (X=70%) of the 

sample thought that the speech-enabled interface was actually slower than the text 

message interface. The reason for this false impression is probably that the user is 

interacting with the speech-enabled system all of the time whereas input data is 

entered offline in the text interface system. In addition to the perceived slowness, the 

users also thought that they were required to perform too many actions with the 

speech-enabled interface in order to accomplish the task, e.g. the users needed to 

make a phone call using one hand, while using their other hand to write down the 

result.
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As cited by Bevan, the efficiency can be measured by provide further evidence of 

easy of use [Bevan 1991]. In some circumstances adequate performance may be 

achieved by the user only at the cost of considerable mental and physical effort. 

Therefore, in this experiment, the user perceived efficiency level of each interface 

was also measured using the question, “Do you think this interface is easy to use?” 

(1= Very Easy to 9=Very Difficulty). The users only gave an average score of 5.7 

(p=5.7±0.9) for the speech interface. The major reason, given by the users, for this 

efficiency level is the poor dialogue design. In the directed-dialogue interface, the 

system asked the user to confirm whether or not the recognised data is correct after 

every single user utterance. As the system recognised the user input with close to 

90% recognition accuracy, the majority of users felt that they wasted time 

confirming the correct answers.

3.3.4.3 User Satisfaction Test

In reality, how can we say whether or not a system is effective, efficient or 

satisfying? User satisfaction with the interface is a very subjective measure. 

However, we can ask them to tell us how content they are with the system and the 

way in which it operates and try to convert these responses into some sort of overall 

measure of satisfaction with the system. Unfortunately, it still had no guarantee that 

one person’s 10 rating was not another person’s 5 or 8 rating. In this experiment, the 

user satisfaction measurements are based on observations of user attitudes towards 

the system [Faulkner 2000]. The aim in designing the interface is to promote 

continued and enhanced use of the interface by the user. Thus the aim of usability 

testing is to ensure that the user has positive feelings towards the system. It is 

possible to measure user attitudes using a question, such as: “How would you rate 

your opinion of the interface?” (l=Very Bad to 9=Very Good). People should also 

enjoy using the system; they should have fun. Fun is something that computerised 

systems can often be lacked. It is also very subjective. The users were asked to give 

a score (l=Strongly Disagree to 9=Strongly Agree) for the enjoyability level of each 

interface. Two scores were calculated from these two questions and simply averaged 

them to obtain the satisfaction score; which for the speech interface is only 5.3
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(p=5.3±1.0). The users gave a satisfaction score of 7.0 (p=7.0±0.7) for the text 

message interface. Comparing the speech-enabled interface and text message 

interface satisfaction scores, the users are not very satisfied with the speech-enabled 

interface can be seen.

3.3.4.4 Learnability Test

It was hypothesised that the speech-interface should be easy for the user to learn so 

making it possible to use the system effectively as quickly as possible. Almost any 

system will require some amount of time for a new user to learn how to use it. This 

interface can be said to aim for minimum learning time, because most of the users 

will have knowledge of using the telephone. The measurement of learnability 

involved an objective measurement of just how easy the interface was to learn. The 

users were asked to give scores for the statement: “The system is easy to learn.” 

(l=Strongly Disagree to 9=Strongly Agree). It can be seen from Table 3.1 that the 

user’s response to this question for the speech interface is a mean score of 6.2 

(p=6.2±0.8). Comparing this to the text based interface score (p=7.8±0.7), it can be 

deduced that the users thought that they needed to spend more time learning how to 

use the speech-enabled system than they did the text based system.

Learnability also contains the idea of how much effort is required to maintain the 

skills and the concept of re-leamability given time away from the system. This 

attribute can be determined by asking the users to give an opinion on the statement: 

‘I am able to use the system for a second time without referring to any instruction?’ 

(l=Strongly Disagree to 9=Strongly Agree). The users gave a mean score of 6.4 

(p=6.4±0.8) for the speech-enabled system indicating that if this interface is not used 

regularly it could well be that the user has to constantly re-leam how to use it. Again, 

this was also a lower score than achieved by the text based system.

In conclusion then, the fact that the mean learnability and re-learnability scores of 

the speech interface are lower than the equivalent scores for the text interface 

implies that the users found the text based system easier to use than the speech based
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system. This goes against the original hypothesis that a speech-enabled interface 

would be more natural to use (i.e. easier to learn and remember) than a text based 

interface.

3.3.4.S Feedback from Interview with Users

After each experiment, the users were interviewed and asked them to give feedback. 

Most of the users felt that the speech-enabled interface was inflexible. This was 

because the interface only allowed a single way to input data. If the ASR had a 

problem understanding, it simply asked them to repeat what they have said again and 

again. This led to frustration on the part of users who were repeatedly misunderstood. 

In such a situation, they would have liked to be able to use the interface in a different 

way. For example, they could input data using the keypad rather speech. They also 

do not like the way the application controlled the interaction all of the time; the user 

could not volunteer information. For example, they may have wished to give the 

information in a natural single sentence (i.e. “I want to go from Arnold to Beeston.”), 

but the directed-dialogue interface could not understand the volunteered information. 

This probably explains why the users preferred the text based system. In addition, 

because most of participants used in this study had had experience of using text 

messages on a mobile phone for many years, the familiarity of such an interface 

tended to encourage the users to prefer the text based system.

Most of the users also felt that it was difficult for them to remember the enquiry 

result. This is because of the temporary nature of speech and the limitations of 

human memory. In any future version of the speech-enabled interface, the enquiry 

result must be presented in a format that can be easily assimilated and acted upon by 

the listener. The best way this could be done would be to send the enquiry 

information to the user as a text message that can be permanently saved in the user’s 

mobile. Finally some of the users do not like the American accent in the TTS 

prompts; they would prefer a local voice.
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3.4 Conclusions

In this chapter, the implementation of a directed-dialogue speech-enabled interface 

for the ATTAIN system has been discussed which focused the discussion on the 

characteristics and implementation issues of the directed-dialogue interface, as well 

as describing the complex travel task application.

From the first usability test results and user feedback, the speech-enabled interface 

only gave the lowest level of performance that is acceptable to the users can be seen. 

Although speech is assumed to be the most natural input method for communication 

with computer based information systems [Cox 1998], the speech-enabled interface 

had many problems in terms of usability performance and user satisfaction. To 

overcome these critical difficulties it was necessary to improve the dialogue 

management and information feedback mechanism. Consequently, an investigation 

was carried out into supporting VoiceXML based speech recognition using a 

multimodal interface with mixed-initiative grammar. This is described in Chapter 4.
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CHAPTER 4 
A MIXED-INITIATIVE DIALOGUE 
INTERFACE

The previous research has focussed on a creating a directed-dialogue speech-enabled 

interface for the ATTAIN travel information system. As a result of this research, a 

directed-dialogue interface was developed as detailed in Chapter 3. Unfortunately, 

the previous usability test results show that the directed-dialogue interface only gave 

a minimal level of performance. Although speech is assumed to be the most natural 

input method for communication with computer based information systems [Cox 

1998], the previous interface had many problems in terms of usability performance 

and user satisfaction. In order to overcome the identifiable difficulties of the 

directed-dialogue interface, a multimodal interface has been developed that uses a 

mixed-initiative grammar. This grammar allows the interface to process natural 

language style input, rather than directing the user through a rigid sequence of 

questions and answers. The multimodal aspect of the new speech-enabled system 

still requires speech to be used to input the required journey information but now 

uses text messages, as well as audio feedback, to present the results of the search 

back to the user. This overcomes the human short-term memory problem present in 

the initial version of the interface. The design diagram of the mixed-initiative 

dialogue can be found in Figure 4.1.
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4.1 Operational Overview

The architecture and overall operation of the mixed-initiative dialogue interface are 

the same as the directed-dialogue interface; the user dials a telephone number to 

access the system using either a fixed or mobile telephone. The number provides the 

user access to a VoiceXML browser that supports a mixed-initiative grammar, see 

figure 3.1 (Chapter 3 Page 41).

The user is introduced to the system through a welcome message and an opening 

prompt. The user can give a very flexible answer. See Figure 4.2.

System: Welcome to the ATTAIN travel information system in Nottingham.

System: Please state your journey.
User: I  want to go from Arnold to Beeston.
or User: I  am going to Beeston. 
or User: To Beeston.

Figure 4.2 -  The Opening Prompt

In the event that the user fails to give both origin and destination in their response, 

the system is able to incorporate this into its state and request automatically the 

unfilled data. See Figure 4.3.

System: Welcome to the ATTAIN travel information system in Nottingham.

System: Please state your journey.
User: I  am going to Beeston.

System: Ok, you want to go to Beeston. Please state where you would like to 

travel from.
User: City Centre.

Figure 4.3 -The Mixed-initiative Detection 1
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Likewise, in the event that the system only recognises one of the two given journey 

points, the system is able to incorporate this into its state and request automatically 

the unrecognised data. See Figure 4.4.

System: Welcome to the ATTAIN travel information system in Nottingham.

System: Please state your journey.
User: I want to go from Arnold to Beeston. (Unrecognised Origin)

System: Ok, you want to go to Beeston. Please state where you would like to 

travel from.

User: Arnold.

Figure 4.4 - The Mixed-initiative Detection 2

Once the system has gathered all the mandatory data (origin and destination), it asks 

the user for confirmation and then launches a DIME (Distributed Memory 

Environment) [Kosonen 1999] query. After the system has presented the enquiry 

result verbally, the system gives four menu options for different user preferences. 

See Figure 4.5.

System: I  understand that you want to go from City Centre to Beeston, Is this 
correct?

User: Yes

System: Thank you. Please wait while I  get the information you require. This may 

take a few moments.
System: Ok, you can get bus 36 at 10.23; it will arrive at City Centre at 10.46. 
System: I f  you want to listen to this message again, please say ‘Repeat Message 

I f  you want to enquiry about another journey, please say ‘Journey 

I f  you want to send the result as a text message, please say ‘Text 

Message
I f  you want to exit, please say ‘exit’.

User: Text Message
System: Ok, the result will be sent to your mobile 07901536567. Thanks for 

calling the ATTAIN travel information system. Goodbye.

Figure 4.5 - The Sending Text Message Dialogue
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When a user calls from a mobile phone the user’s telephone number is known 

automatically to the system and can be used to send the text message without any 

further input from the user. However, when a user calls the system from a fixed 

phone, the system requires the user to input his/her mobile number using either 

speech or keypad (i.e. DTMF).

The mixed-initiative interface also supplies event handler for ‘help’, ‘no 

match’. ..etc in the same manner as the directed-dialogue interface.

4.2 Comparison between Mixed-initiative and 

Directed-Dialogue Interfaces

In the directed-dialogue interface, the users did not like the way the application 

controlled the interaction all of the time; the user could not volunteer information. 

For example, they may wish to give the information in a natural single sentence (i.e. 

“I want to go from Arnold to Beeston.”), but the directed-dialogue interface could 

not understand the volunteered information. In the mixed-initiative dialogue 

interface, the user inputs are not constrained to single data input as in the directed- 

dialogue interface. Users are able to respond with multiple data. The flow of the 

interaction is not controlled by the system, but is controlled by the user. In a mixed- 

initiative dialogue, the users are allowed to respond to the system prompts in a 

natural language format. The challenge for the recogniser is to understand the 

different ways in which the goal can be expressed.

The mixed-initiative dialogue is more natural [Ferguson 2005] and lets the user 

perform a task in only one or two steps. For example, the user can give their origin, 

destination and travel time in one sentence rather than being asked to give just one 

piece of information at a time as in the directed-dialogue interface. However, this 

paradigm can be challenging for speech recognition technology and can therefore 

lead to a risk of higher error rates. It is also difficult to teach callers what they can 

and cannot say. The directed-dialogue interface is easier to manage from the
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system’s point of view but it is cumbersome and inefficient for users, especially 

those with more experience of the system. The implementation of a mixed-initiative 

dialogue is a tree wherein the root node is the opening prompt (Please state your 

journey). The number of branches from each node corresponds to the number of 

different types of response that the system allows the user to input at that point in the 

dialogue. In the directed-dialogue interface, the sequential decision process model 

and the system controls all of the communications are used.

In the mixed-initiative interface, dealing with errors is one of the most critical 

factors for user acceptance [Schiaffino 2004]. The system deals with both user errors 

and system errors gracefully. If the system detects error conditions (e.g. a repeated 

request for the same attribute), the system gradually reduces the allowed scope of 

user input by applying more and more input constraints and specific prompts. For 

example, after two attempts, the system will switch to a directed-dialogue mode 

where it will prompt the user for one piece of information at a time. See Figure 4.6

System: Please state your journey.
User: I want to go from City Centre to Beeston
System: Sorry, I  misunderstood what you said. Could you repeat your journey 

using your normal tone, and speed o f talking. Please state your journey 

again.

User: From City Centre to Beeston.
System: I  am still having a problem understanding you. I  will ask you for 

information one piece at a time, just hold on for a moment.

System: please state where you would like to travel from.
User: City Centre
  (Continues similar to the directed-dialogue interface, see Figure 3.4)

Figure 4.6 - The Error Recovery Dialogue

This mixed-initiative interface is also a multimodal interface in that it allows the use 

of speech to input the required journey information but uses text messages to present 

the results of the search back to the user. When a user calls the system from a fixed
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phone, the system also allows the user to input his/her mobile number using either 

speech or keypad. The uni-modal directed-dialogue interface could only respond 

using verbal messages.

4.3 Usability and Accuracy Test

As the interface had been redesigned to produce a multimodal mixed-initiative 

interface, a second usability study and accuracy test was carried out so as to allow a 

direct comparison to be made between the two speech-enabled interfaces.

4.3.1 Experimental Design and Materials

A multimodal mixed-initiative interface was implemented for this experiment. A 

script of instructions was read to each participant and they were given an overview 

of the system. The users were informed of the purpose of the experiment which was 

testing the interface’s usability and the speech recognition accuracy. The 

questionnaires were shown so that the users knew the key aspects they were 

expected to notice during the experiment. Before using the system, the users were 

not taught how to use the system. All the users were required to find out bus 

information enquiry including start journey time, arrival time, bus service number 

and bus changing information. A questionnaire was given to participants at the end 

of each experiment. The questionnaire was similar to the one used in directed- 

dialogue usability experiment. The origin and destination bus stops were randomly 

pre-selected from a 1355 bus stop names list. Each of the tasks were timed and 

recorded along with any comments made during the completion of the tasks. 

Because the test environment could directly affect system performance, the 

experiment in two different environments was performed: office and noisy shopping 

centre.

For this experiment the confidence level of the speech recogniser was configured to 

0.5. This is the confidence threshold required for the speech-recognition engine to 

decide whether the input speech matches a sentence from the grammar. The Timeout
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property was set to 5 seconds; this property specifies how long the interpreter allows 

the users to remain silent before they start to talk. The Complete Time Out property 

was set to 1 second; this property specifies how long the interpreter waits after the 

user stops talking before processing the speech input.

4.3.2 Participant Selection

There are 10 native and 10 non-native United Kingdom English speakers 

participated in the experiment. The users ranged in age from 18 to 70 years of age.

It was also felt that it would be interesting to perform an analysis of variance in 

performance due to age. Participates were chosen to be representative of a broad 

range of ages. The users were divided into three groups, ages under 25, ages 

between 25-45 and ages above 45. It is defined “older participations” as people over 

the age of 45 rather than over the age 65 as defined by other researchers [Nielsen 

2002] in other HCI usability testing. In November 2002, [Chattractichar 2003] 

carried out a survey with 326 mobile phone owners of different age groups. After 

studying the survey results, they concluded that they could divide all mobile users 

into three age groups: below 26, 26-40, and above 40 years old according to the 

different user needs and responses to the mobile functions. In this experiment, the 

division of users into three age groups is broadly similar to Chattractichar’s. There 

are 5 participants whose ages under 25, 9 participants whose ages between 25-45 

and 6 participants whose ages over 65.

4.3.3 Results and Discussion

4.3.3.1 Accuracy

The measurement of recognition accuracy depended on whether the desired end 

result occurred. For example, if the user said “yes”, the engine returned “yes”, and 

the “YES” action was executed, it is clear that the desired end result was achieved. 

However, if the engine returns text that does not exactly match the utterance (the
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user said “Yeah” and the engine returned “Yes”), yet the “YES” action was 

executed, it can be said that the speech was recognised correctly because the 

dialogue processing was successful and system achieved the desired end result.

Sample Mean 95% Confidence 

Interval

Standard
Deviation

t* (.95)

Accuracy Rate 20 74.5%1 10.2% 21.8% 2.093

Rejection Rate 20 21.1% 10.2% 21.8% 2.093

Substitution Rate 20 4.4% 3.8% 8.2% 2.093

Table 4.1 - The Speech Recognition Accuracy Rate

Table 4.1 shows the accuracy rate in detail for the 20 users in the usability test. To 

evaluate the results the standard deviation with student t distribution method is used 

as described in Section 3.3.3. Overall there was a mean sample rejection rate of 

21.1% and a mean sample substitution rate of 4.4%. This gives a mean sample 

accuracy rate (p=74.5 %± 10.2%) that is worse than the directed-dialogue interface’s 

average sample accuracy rate (p=88.5%±5.8%). Even though it can be claimed with 

95% confidence that the best true population mean accuracy rate of the mixed- 

initiative interface could be 84.7% (74.5%+10.2%), this is still lower than the 

directed-dialogue sample mean. As both interfaces have the same number of bus 

stop names (1355), it is necessary to consider what caused this drop in recognition 

accuracy. In the directed-dialogue interface, the grammar was constrained to one 

keyword input at each point in the dialogue thereby maximising the underlying ASR 

performance. The mixed-initiative dialogue interface is required to process a wider 

range of inputs capturing all possible user initiatives. This requires a larger and more 

complex grammar that produces a reduced ASR performance. A mixed-initiative 

system is a trade-off between the degree of initiative allowed and the ASR 

performance.
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Figure 4.7 - The Accuracy Rate with 95% Confidence Intervals in Different Test Environment

To analyse the results further, the results were separated on the basis of environment, 

as shown in Figure 4.7. From the experiment results, the true population mean 

accuracy rate is between 60.4% and 92.4% in the quiet environment and between 

56.8% and 87.8% in the noisy area with 95% confidence. By comparing these data 

values, the ASR performance are not strongly affected by the users’ calling 

environment can be seen. It is therefore possible for the users to call the system from 

any environment (e.g. their homes, their offices, the mall, the airport, or their cars) 

without any impact on the system performance.

4.3.3.2 Usability Attributes

Mixed-Initiative Interface Directed Dialogue Interface

Sample Accuracy 74.5% 88.5%

Average Completion Time (sec) 126 111

Perceived Efficiency Level 7.6 5.7

Satisfaction Level 7.0 5.3

Learnability Level 6.8 6.2

Re-learnabiltiy Level 7.1 6.4

Table 4.2 - Performance of Directed and Mixed-Initiative Dialogue Interface

The mean intelligibility scores for the two speech-enabled interfaces are presented in 

Table 4.2. The results given for the directed-dialogue interface are those given in 

Table 3.1, They are reproduced here for ease of comparison. To accomplish the task 

using the mixed-initiative dialogue interface, the average user spent more time (126s) 

than using the directed-dialogue interface (Ills ) . However, by analysing the 

efficiency level ratings of the two interfaces it can be inferred that the average user
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thought that they accomplished the task more efficiently using the mixed-initiative 

dialogue interface. The users gave a mean score of 7.6 (p=7.6+0.7) for the efficiency 

level of the mixed-initiative dialogue interface compared to the directed-dialogue 

interface’s 5.7 (p=5.7±0.9). It would appear that time to complete and recognition 

rate are not critical factors as far as user perceived efficiency is concerned. A better 

alternative is to relate efficiency to the number of operations performed during the 

task. For example, allowing single user utterances containing multiple data inputs 

gives an impression of greater efficiency even if the recognition rate is lowered and 

the average time to complete is increased.

Looking at the satisfaction scores, it is apparent that the users were more satisfied 

with the mixed-initiative interface. All the users scored over the neutral satisfaction 

threshold and the average score was 7.0 (p=7.0+0.6). This confirms the hypothesis 

that a mixed-initiative dialogue interface would be better accepted by the users than 

the original directed-dialogue interface 5.3 (p=5.3+1.0).

[Peissner 2002] states that the usability of the system is mainly determined by the 

functioning of the ASR engine; accurate recognition is a reliable guarantee for 

efficient and satisfying use. In Peissner’s view, a system with a very accurate speech 

recogniser should have a high level of correlation to user satisfaction. Conversely, 

this high correlation also means that low recognition rates will be associated with 

poor usability. However, the mixed-initiative speech interface experiments presented 

here indicate that the time to complete task and recognition rate are not critical 

factors for user’s satisfaction. I argue that usability of the system is not solely 

determined by the ASR performance. A poor ASR performance does not necessarily 

imply mean a low probability for task completion and low user satisfaction levels. 

As long as the system has effective ways of detecting, correcting and recovering 

from recognition errors, a low ASR performing mixed-initiative interface is 

preferred over a higher ASR performing directed-dialogue interface.

The results also indicate that the mixed-initiative dialogue interface was easier for a 

user to learn than the directed-dialogue interface. With a score of 6.8 (p~6.8±0.7)



compared to 6.2 (p=6.2±0.8), it is can be seen that it is easier for a new user to 

become acquainted with the mixed-initiative dialogue interface than with the 

directed-dialogue one. By questioning the users, several user behaviours were 

implicitly learned during system usage (e.g. voice loudness, absence of extraneous 

utterances, etc.) were able to identify. Consequently the users gave the mixed- 

initiative interface a re-learnability score of 7.1 (|r=7.1±0.8). This is also an 

improvement on the directed-dialogue interface.

Finally, the mixed-initiative dialogue interface can be seen to be more effective in 

accomplishing the task. In both experiments, all of the users ‘successfully’ achieved 

the bus information that they were required to obtain. However, in the case of the 

mixed-initiative interface, 100% of the users said they could complete their journey 

following the enquiry result. The mixed-initiative interface users did not need to 

remember or write down the result, because all of the result was saved on their 

mobile. This multimodal approach completely overcame the short term human 

memory problem evident in the directed-dialogue interface.

The mixed-initiative dialogue also has the capability of dropping down, or moving 

up, to an appropriate interaction level on the basis of users’ interactive behavior. 

This approach shows that one way to minimise user difficulty with speech-enabled 

interface is to give control of the interactive process and in particular' the 

presentation of auditory information, to the user. The users can ask for the result to 

be repeated, so the memory problems arising from the use of speech might seem to 

be obviated. But problems remain. How, for example, are users to be informed of 

these capabilities and the way to invoke them?

4.3.3.3 Results According to User Age

From Figure 4.8, it can be seen that the older participants have lower speech 

recognition accuracy than either the younger individuals and the middle age people. 

With 95% confident, the true population mean accuracy rate is between 47.3% and 

75.1% for this older age group. This is much lower than the middle age group
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(68.8%-99%) and the younger individuals (51.4%-96.2%). Older people who spoke 

too slowly and ambiguously caused this problem. The timeout property of the 

speech recogniser was not set long enough to wait for the older people to finish a 

long utterance. [Rybczynski 1995] states that, throughout history, people have been 

afraid of accepting new technology and during these experiments, it was found that 

some of the over 45 group refused to use this system because of a fear of technology. 

Of those old people who did take part in the experiments, it was also found some 

who had never talked on a mobile phone before. These reasons also contributed to 

the low speech recognition accuracy rate for this group. When people design speech- 

enabled interfaces, they need to consider the potential hearing loss, reduced memory 

capacity and slow talking speed of older individuals.

Confidence Interval

Upper 45 

25-45 

Under 25

45 50 55 60 65 70 75 80 B5 90 95 100

Figure 4.8 - Speech Recognition Accuracy Based on Users Age

From figure 4.8, with also 95% confident, the true population mean accuracy rate is 

between 51.4% and 96.2% for the younger individuals. This is a very wide spread 

and needs some explanation. From the observations during the experiment, it was 

found that some of the younger individuals did not speak in a normal manner. After 

they discovered that the mixed-initiative dialogue interface could understand a full 

sentence, some of them tried to challenge the system with special English sentences 

that the system failed to recognise (e.g. “I hate changing buses, please tell me a 

direct bus from Arnold to Beeston,”). In addition, some of younger individual spoke 

very quickly with strong accents. Because this is their natural way of speaking, the 

system cannot expect that they will change their way of talking. Therefore in any

Width

27.8

32.2

44.4
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future interface, the system should give clear prompts to avoid the young users 

giving over long sentences.

Overall, these results are at variance with the investigation [Wilpen 1996] who 

showed that the word error rate of speech recognition is stable within the range of 15 

to 70 years. In their experiment, the performance was only degraded for children and 

elderly users above 70. In this experiment, it can be seen that the performance of 

speech-enabled interface is significantly reduced above a user age of 45. In real life, 

the majority of buses users are likely to be the elderly and young people, so the 

system should give the behaviour of these two groups of people more consideration 

in any future dialogue design.

4.3.3.4 Error Recovery

[Boyce 1999] suggests that if a system does not understand the user’s utterance, then 

it is best to simply ask the user to repeat his or her request rather than asking for 

confirmation of information. They refer to this step as a reprompt. Often human- 

computer dialogues take the form of “Sorry, please repeat”. The system admits 

culpability, then as quickly as possible asks for the information to be repeated.

85 

65 

45 

25 

5

Figure 4.9 - Results in Error Recovery

100

Opening Prompt Second Attempt Directed-Dialog
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In the mixed-initiative interface, if the system detects a recognition error in the 

opening prompt (Please state your journey.), the system will ask the user to repeat 

what they said by playing a different prompt (See Figure 4.6 on Page 67). Changing 

the prompts is likely to lead the user to respond differently. If the system still has 

difficulty recognising the second attempt, the system will switch to a directed- 

dialogue mode where it will prompt the user for information one piece at a time.

Figure 4.9 shows the percentage of users who completed the tasks in the different 

error recovery levels. It can be seen that 55% (11 out of 20) of the users were able to 

complete their query at the initial prompt level. However of the 45% of users who 

failed the opening prompt stage, the system could only recognise 11.1% (1 out of 9) 

of user utterances in the second attempt level. The same recognition error was 

repeated when the user spoke the similar words or phrases again; even though the 

system has supplied a progressive assistant prompt message. However, when the 

system reverts to the directed-dialogue format following the second attempt failure it 

can be seen that all of the remaining user responses were correctly recognised. In 

contrast to the finding of Boyce, it can be seen that asking the user to repeat a 

sentence level response is not an effective error recovery method. This stage will be 

removed in future versions and the system will revert to a directed-dialogue as the 

first level error recovery method.

4.4 Conclusion

In this chapter the implementation of a mixed-initiative dialogue multimodal 

interface has been discussed. The users’ usability test results and feedback according 

to the users show that the mixed-initiative speech-enabled interface gives a more 

acceptable level of performance than the directed-dialogue interface. In the mixed- 

initiative interface, both the users and the system can play an active role. Users can 

respond to the system prompts by speaking freely and naturally, providing relevant 

information in the order they choose, whilst the system can dynamically re-configure 

its dialogue to respond accordingly. The multimodal aspect of the interface also
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overcomes the human short term audio memory problem by providing the 

information in the form of a text message. That said, the mixed-initiative interface 

does still have problems in terms of its reduced ASR performance and potential lack 

of repeated error recovery methods. These could do with being addressed should any 

commercial application of the system be undertaken.

In the mixed-initiative dialogue interface, the mean sample ASR accuracy rate is 

74.5% (p=74.5%±10.2%). This has the potential to be improved upon. The current 

interface only returns a single utterance string as the result of each speech- 

recognition event. If the user’s response is not clear, the result will be the one 

utterance that the speech-recognition engine judges to be the most likely. However, 

instead of returning the single most likely utterance, it is possible for the speech- 

recognition engine to return a list of the most likely utterances. Confidence-scoring 

post-processing can then be investigated as a way of improving the speech 

recognition error handling. As described by [Pitrelli 2003], confidence-scoring post­

processing uses a recognition verification strategy: the computer calculates a 

measure of recognition confidence, and if it is above a threshold it can accept the 

recognition result, thereby automating the processing. When the confidence value is 

below the threshold, the result can be “rejected” automatically, meaning that the 

recognition result is assumed to be unreliable and the item needs to be re-entered. 

Confidence scoring may consist of a function of appropriate parameters drawn 

directly from the recognition process, or it may be considered a learning task in 

which a classifier is trained to use an array of such parameters to distinguish correct 

recognition from incorrect. In future research, aiming to use a post-processing 

approach to confidence scoring, confidence is measured following recognition. It 

may also be possible to use confidence measures to eliminate the need for the 

confirmation stage in the dialogue. If the system can determine automatically that it 

is ‘confident’ in its recognition results the there is no need for the system to ask the 

user if the understood message is correct (See Figure 4.5 on Page 65). Subsequent 

usability experiments on the new interface will be carried out after the system is 

optimised in terms of performance.
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CHAPTER 5 
SPEECH INTERFACE WITH A 
LARGE GRAMMAR

With a system response (recognition) time of 1.2 seconds, the mixed-initiative 

speech-enabled query interface for the Nottingham travel information system could 

be accepted by the users as a real time application. However, this interface is based 

on a medium sized grammar file which contains 1355 bus stop names. If this 

interface were to use a large grammar file, both the response time and the 

recognition performance could be significantly degraded. In recent years, PC based 

automatic speech recognition (ASR) systems using large vocabulary continuous 

ASR have claimed significant improvements [Tang 2005] and there are now several 

commercial systems on the market (ViaVoice of IBM, SAPI of Microsoft and 

NaturallySpeaking of Dragon etc.). However, all of these systems only achieve their 

optimum performance when used in certain environments (i.e. speaker-dependent 

etc). Currently, there is little published research on the use of large grammar files in 

VoiceXML based systems, especially for real time applications.

[ManE 1996] gives an explanation as to why there has been such a lag between the 

impressive developments in research labs and the release of viable speech products 

capable of real time application. A major factor is that the research systems often 

performed superbly in the laboratory on the tasks and domains for which they were 

designed, but encounter several difficulties when used to create commercial products. 

For example, ManE argues that accuracy on complex tasks with large vocabularies 

is still not high enough for real time systems. This is because: research systems are 

often trained using speech collected under unrealistic conditions (e.g., “read” speech 

recorded in a studio environment); the emphasis of research systems is on accuracy 

and not rejection - critically important for real world applications; and there is little 

emphasis placed on developing research systems that could run in real time. This 

chapter aims to address some of these shortfalls by investigating techniques for
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enabling real time applications development of large vocabulary VoiceXML based 

systems.

5.1 Large Grammar Issues in a London Bus 

Travel Application

There are 27792 bus stop names in the London area. This is much bigger than the 

Nottingham system which contains only 1355 bus stop names. This increase in the 

number of bus stop names was expected to produce an increase in processing time 

and a reduction in recognition accuracy. The experimental results of the Nottingham 

travel information speech-enabled system also show that the mixed-initiative 

interface gives a mean sample accuracy rate of 74.5% compared to the directed- 

dialogue interface’s average sample accuracy rate of 88.5%. The ASR performance 

of mixed-initiative interface is lower than the directed-dialogue interface because the 

mixed-initiative dialogue interface is required to process a wider range of inputs 

capturing all possible user initiatives. A directed-dialogue was therefore chosen for 

the speech interface to the London system rather than a mixed-dialogue because 

using a directed-dialogue would help minimise both these critical performance 

parameters.

The first step in designing on effective large grammar system was to simplify the 

grammar file. Initially, 27792 bus stop names with their associated postcodes were 

collected into a single large grammar file for London. In order to provide the 

processing time of a single bus stop speech recognition using this grammar, an initial 

experiment was implemented. The system recognised 100 bus stops from a male age 

26 speakers. The bus stops were randomly pre-selected from the bus stop names list 

in the large grammar file. The experiment indicated that single bus stop name 

recognition would take 16 seconds using this grammar.
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By analysing the bus stop names, it was easy to find that many bus stop names 

appear more than once with different postcodes (i.e. Abbey Road appears 5 time - 

see Table 5.1). It is usual in densely populated areas a street have more than one 

postcode and some same bus stop names indicate the different geographical place. 

These repeated bus stop names could be simplified by replacing them with single 

entries in the grammar file. When the users then enquire about a journey using these 

bus stop names (i.e. “I want to go from Abbey Road.”, “I want to go to York Road”), 

the system has to detect which Abbey Road or York Road the user means. As these 

bus stop names are differentiated by their postcodes, the system was designed to ask 

the user to give the bus stop postcodes in order to distinguish between them. Flags 

were used to indicate bus stops names that had multiple occurrences in the grammar 

file. After the repeated bus stop names were deleted, a 23337 bus stop name 

grammar remained.

Bus Stop 

Name

Postcode Bus Stop Name Postcode Bus Stop Name Postcode

Abbey Road E15 York Road E7 York Road SE1

Abbey Road NW6 York Road E10 York Road SW11

Abbey Road NW8 York Road E17 York Road SW18

Abbey Road SE2 York Road N il York Road SW19

Abbey Road SW19 York Road N18 York Road W3

York Road E4 York Road N21 York Road W5

Table 5.1 - Example of Same Bus Stop Name with Different Postcodes

The system needed a significant amount of time (8 minutes) to compile this large 

grammar file. However, this only affects the system the first time references are 

made to a particular source grammar file in a VoiceXML document. Once the 

compiled grammar file is cached by the interpreter, subsequent references to the 

same source grammar file then use the compiled file. The grammar file is not 

recompiled unless it is modified.

In a single large grammar file London bus travel application, any user perceived 

latency would be mainly caused by the automatic speech recogniser needing to
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match the voice input against every entry in the large grammar file. The best way to 

minimise this delay would be to reduce the grammar file size, so minimising the 

recognition time. Avoiding repeated words in the grammar file is one useful method 

for reducing the grammar file size. Many bus stop names start with the same first 

words but have different endings. See Table 5.2.

Bus Stop Names Bus Stop Names Bus Stop Names Bus Stop Names

Abbey Gardens Abbey Parade Abbey View Abbots Place

Abbey Grove Abbey Road Abbots Gardens Abbots Road

Abbey Lane Abbey Street Abbots Manor Abbots Terrace

Abbey Mews Abbey Terrace Abbots Park Abbots Walk
Table 5.2 - Example of Bus Stop Names that have the Same First Words and Different Word

Endings

It is not necessary to write every single word into the grammar file. It just needs to 

have one entry for each start word in the grammar file with separate entries for the 

different endings. For example [...(Abbey Road) (Abbey Gardens) (Abbey 

Grove)...] Because the bold word Abbey is repeated in other bus stop names, it just 

needs to write one Abbey in the grammar file. See Table 5.3.

Old Grammar File New Grammar File

Names[(

[ .......
(abbey drive) (abbey gardens) (abbey grove) 

(abbey lane) (abbey mews) (abbey parade) 

(abbey road) (abbey street) (abbey terrace) 

(abbey view) (abbots gardens) (abbots manor) 

(abbots park) (abbots place) (abbots road) 

(abbots terrace ) (abbots walk)

.......] )]

Names[(

[ .......
abbey abbots.......]

[.......
Drive gardens grove lane mews parade 

road street manor park place terrace walk 

.......] )]

Table 5.3 - Rebuilding the Grammar with One Same Start Word
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When users call this large single grammar file directed-dialogue system, the speech 

recogniser takes approximately 13 seconds to process one user’s single input (i.e. 

one bus stop name). During this processing, the users hear nothing from the system. 

Ideally, the demand an application places on the network should be transparent to 

the caller, and the system should appear to be instantaneously responsive regardless 

of the amount of data being processed. In reality, speech recognition is 

computationally intensive, and its demands increase with the complexity and size of 

the grammar. With a 23337 name grammar the latency of the system’s response time 

resulting from the extensive computation required for just one single input is easily 

perceived and is unacceptable.

When designing speech interfaces, a common HCI problem that emerges involves 

the users’ inability to interpret silence. In speech-only systems, silence can either 

mean that the speech recogniser did not hear an utterance or that it is processing the 

user’s input. In such situations the users tend to assume that a lengthy silence means 

that the system did not hear the request. Researchers state that the users can not 

tolerant the latencies longer than 8 seconds [Levow 1997]. The default duration of 

the hourglass (latency of system processing) consists of two intervals: See figure 5.1.

❖ From end of speech detection to end of recognition.

❖ From end of recognition until the next prompt is reached.

Hourglass y
<

Silence
Fetchaudio
Playback

«■
>Time

Figure 5.1 - Recognition Response



In most small or medium grammar file applications, where the recognition time is 

small, the caller perceived latencies would usually occur during the second interval 

when the interpreter is typically fetching VoiceXML documents over the Internet. 

For this reason, the VoiceXML specification includes a fetchaudio attribute on 

elements that perform fetches. This feature allows the application to specify audio 

that can be played from the time the fetch is attempted until the time another fetch or 

the next listen state is reached. In this way, the hourglass is terminated as soon as the 

fetchaudio begins playing. By employing fetchaudio, the user perceived duration of 

the hourglass only occurs during the first interval - the fetchaudio covers the second 

interval. The system can cover this remaining latency with a percolation sound that 

provides the user with a hint that the system is processing the input. However, in the 

London bus information system case, the resulting recognition takes such a long 

time, that the use of a percolation audio is no help. The users are unlikely to spend 

13 seconds listening to a percolation audio whilst waiting for the system to respond 

to their input. Researchers state that latencies longer than 8 seconds cannot be 

effectively masked [Levow 1997]. As it is not possible to simplify the grammar any 

further another more efficient grammar construct needs to be built to cover this long 

recognition latency problem.

In order to provide a baseline of speech recognition accuracy the large grammar, an 

initial experiment was implemented. The system recognised 100 bus stops from a 

male age 26 speakers. The bus stops were randomly pre-selected from the bus stop 

names list in the large grammar file. The experiment indicated that single bus stop 

name recognition would take 16 seconds using this grammar. In terms of recognition 

accuracy, the initial experimental results show that there was a mean sample 

accuracy rate of 53% (p~53%±4.9%) in the large grammar file (23337 bus stop 

names) directed-dialogue system (The experimental description see Section 5.1). 

The London interface recognition accuracy is therefore significantly worse than the 

Nottingham directed-dialogue interface’s (1355 bus stop name grammar) average 

sample accuracy rate of 88.5% (p=88.5%±5.8%). Even though it can be claimed 

with 95% confidence that the best true population mean accuracy rate of the large
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London grammar interface could be 57.9%, this is still substantially lower than the 

directed-dialogue sample mean of 88.5%. However, this result is reasonable because 

the number of bus stop names in the London system is 17 times more than for the 

Nottingham system. Smaller grammars are easier for a computer to recognise, while 

larger grammars are more difficult because of increased ambiguity between words. 

Deroo obtained common error rates in laboratory experiments on speaker- 

independent isolated word databases of around 1% for a 100 words grammar, 3% for 

600 words and 10% for 8000 words [Deroo 1998]. Young obtained error rates of 

around 15% for a 65000 word vocabulary with a speaker-independent continuous 

speech recognition system [Young 1997]. This is obviously significantly better than 

the London bus travel information system, but the phonetic sound of the bus stop 

names are more similar than the words used in Young’s dictation system. This leads 

to an increase in substitution, making the recognition accuracy worse than in a 

system such as Young’s which uses a common word grammar. Young’s 

experimental result was also under laboratory condition which is another reason for 

that system having better recognition results than the London real time system. If the 

public were to accept the London speech-enabled bus travel information system, the 

accuracy rate of the system would have to be improved as well as the system 

response time.

5.2 First Letter Based Grammar Reduction 

System

In the large single grammar London application, the caller perceived latencies occur 

whilst the speech recogniser is processing the user’s input against the large 

grammar. Dividing a large grammar file into many smaller grammar files is one 

possible way of reducing this latency. These smaller grammar files can then be 

processed individually by selecting only one of the smaller files using contextual 

information.
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5.2.1 Dividing a Large Grammar File into Many Small Files

The large London application grammar file can be divided into 26 small grammar 

files with each grammar file only containing the bus stop names that have the same 

first letter. See Table 5.4. The design diagram for the directed-dialogue can be found 

in Figure 5.2.

Large Grammar File Small Grammar Files
Large [(

[(aaron hill road) 
(abberley mews) 
(abbess close)

(baalbec road) 
(babmaes street) 
(bailey mews)

(zander court) 
(zennor road) 
(zetland street)
]

)]

A Grammar File
A[(

[(aaron hill road)
(abberley mews)
(abbess close)

]
)]

B Grammar File

B[(
[ (baalbec road)
(babmaes street)
(bailey mews)

]
)]

Z Grammar File

Z[(
[
(zander court)
(zennor road)
(zetland street)

]
)]

Table 5.4 - Example of How the Large Grammar File could be Divided into Many Small
Grammar Files



User’s I n p u t ^ ^ )

User’s I n p u t ^ ^

(^ ^ ^ R e c o g n is e  User’s Input

( ^ ^ R e c o g n is e  User’s I n p u t ^ ^ )

No
Yes or No

Yes

System returns “A‘ System returns “Z’System returns “B'

System returns “B‘System returns “A1 System returns “Z1

Present the result to user

Fetch the B Grammar FileFetch the A Grammar File

Fetch the B Grammar FileFetch the A Grammar File Fetch the Z Grammar File

Fetch the Z Grammar File

Ask the user to confirm

Get the enquiry result from DIME

Ask the user to speak the origin bus stop name

Ask the user to speak the first letter of destination

Ask the user to speak the first letter of origin

Ask the user to speak the destination bus stop name

Figure 5.2 - The Design Diagram for the First Letter Based London Interface
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The directed-dialogue speech-enabled query interface for a first letter based 

ATTAIN travel information system using VoiceXML is shown in Figure 5.3. First, 

the users need to supply the first letter of their origin or destination to the system. 

After the system has recognised the first letter of the bus stop names, the system 

fetches the one relevant small grammar file corresponding to this recognised first 

letter. The system then asks the user to give the full bus stop name and processes the 

user’s input against this fetched grammar file.

System: Please say the first letter o f your origin.

User: A
(System fetches the “A ” grammar file.)

System: Please say your origin.

User: Abbess Close
(System recognises the user input using the “A ” grammar file.)

System: Please say the first letter o f your Destination.

User: B

(System fetches the “B ” grammar file.)

System: Please say your destination.

User: Bailey Mews
(System recognises the user input using “B ” grammar file.)

Figure 5.3 - First Letter Based Speech Interface for London Application

5.2.2 Confusion Matrix for First Letter Recognition 

Experiment

In the first letter recognition system, a critical problem is that the system has to be 

100% accurate in its recognition of the first letter of the user’s origin or destination. 

If the system wrongly recognises the first letter, then the system will fetch the wrong 

small grammar file. Using this incorrect grammar file, the user’s input will produce 

either an out of grammar (rejection) error or a substitution error. Because the
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phonetic sound of single letters is fairly ambiguous, the speech recogniser can easily 

misrecognise them. For example, the letter “D” sounds very like “T”, whilst “F” 

sounds like “S’* etc. If users were prepared to learn the police letter alphabet, Alpha, 

Bravo, Charlie, Delta etc, this would be a solution. However, in terms of usability, 

this method is not a good one, because the users need to put extra effort into using 

such a system. In addition, not everybody would know these alphabets and not 

everybody could remember all of them. It was therefore necessary to find a reliable 

way of making sure that the first letter could be 100% correctly recognised without 

affecting the user’s motivation. Combining the small grammar files of the easily 

confused letters into one medium sized grammar file was considered a good 

solution. This approach could be considered as negating some of the advantage of 

separating the original single grammar file on the basis of first letter, however, as 

long as there is some separation of bus stop names then there will be some 

improvement in recognition accuracy and processing time. Unfortunately, there is 

little research showing which letters are easily confused by a speech recognition 

system processing narrowband speech input. The following experiment was 

performed to construct a first letter confusability matrix.

5.2.2.1 Experimental Design and Materials

A script of instructions was read to each participant and they were given an 

overview of the system. The users were informed of the purpose of the experiment 

which was testing the speech recognition accuracy of letters. Each speaker was

simply asked to speak the letters A, B, C Z. The system recognised these letters

using a simple grammar file containing only the 26 letters. Each of the tests was 

recorded along with any comments made during the completion of the tasks. 

Because the test environment could directly affect system performance, the 

experiment in two different environments was performed: office and noisy shopping 

centre.

For this experiment the confidence level of the speech recogniser was configured to 

0.5. This is the confidence threshold required for the speech-recognition engine to
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decide whether the input speech matches a letter from the grammar. The Timeout 

property was set to 5 seconds; this property specifies how long the interpreter allows 

the users to remain silent before they start to talk. The Complete Time Out property 

was set to 1 second; this property specifies how long the interpreter waits after the 

user stops talking before processing the speech input.

5.2.2.2 Participant Selection

There are 10 native and 10 non-native United Kingdom English speakers 

participated in the experiment. The users ranged in age from 18 to 70 years of age.

5.2.2.3 Results and Discussion

Figure 5.4 clearly shows that the most difficult letter to recognise is “T”; which was 

only recognised 5 times during 20 tests. The Letter “W” was recognised correctly 

100% of the time.

Correct Number of 
Recognitions

20  
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Figure 5.4 - The Accuracy Rates of Letters Recognition
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The common substitutions for the 26 letters from the experimental results can be 

found in table 5.5. For example, when the user spoke the letter “A”, the system 

correctly recognised “A” 9 times during the 20 tests and gave the substitution letter 

“K” 6 times and the substitution letter “H” 5 times. When the user spoke the letter 

“L”, the system returned the command “HELP” (which is the default command from 

the system) 4 times. That apart, most of the substitutions for the specific letters are 

with their confusability partners. For example, to a speech recogniser, the letters “B”, 

“E” and “V” sound very alike.

Spoken
Letter

Correctly
Recognised

The Most 
Substitution

Other Substitutions

Letter Times Letter Times Letter Times
A A 9/20 K 6/20 H 5/20
B B 10/20 E 6/20 V 4/20
C C 11/20 E 5/2 D 4/20
D D 9/20 E 7/20 B 420
E E 14/20 D 4/20 C,B 2/20
F F 6/20 S 7/20 X,N 7/20
G G 13/20 J 5/20 D 2/20
H H 14/20 L 4/20 K 2/20
I I 11/20 Y 7/20 R 2/20
J J 19/20 K 1/20
K K 17/20 J 2/20 A 1/20
L L 14/20 HELP 4/20 O 2/20
M M 11/20 N 7/20 G 2/20
N N 15/20 M 5/20
O O 16/20 M 3/20 L 1/20
P P 7/20 B 7/20 D 6/20
Q Q 16/20 U 4/20
R R 19/20 M 1/20
S s 10/20 X 6/20 F 4/20
T T 4/20 c 5/20 E, D, G,P 11/20
U U 19/20 Q 1/20
V V 6/20 B 6/20 B,C,E,D 8/20
W W 20/20
X X 16/20 EXIT 4/20
Y Y 19/20 I 1/20
Z Z 15/20 N 4/20 EXIT 1/20

Table 5.5 - The Recognition Results for 26 Letters

To further evaluate the experimental result, the correlation between the letter 

recognition results was found. For example, when the user speaks the letter “F”, the
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speech recogniser returns “S” 7 times of 20 and returns the correct result “F” 6 times 

of 20. This means that when the speech recogniser gives the result as a letter “S”, the 

users could have spoken “F”. The letters “F” and “S” are easily confused by the 

speech recogniser and these two letters can be putted into one confusing letter matrix. 

The other letters have similar correlations. See Table 5.6.

Recognised
Letter

Substituted (confused) for Recognised
Letter

Substituted (confused) for

A J K N M F Z
B D E V P O L
C E T P
D B C E G P T V 9 U
E B C D R I
F S S F
G M T
H A U

-  9 W
I Y V B
J G W
K A H X F
L H 0 Y I
M N 0 Z

Table 5.6 - The Confusing Letter Matrix

Table 5.6 shows that when the speech recogniser gives the result as the letter “K”, it 

could be that the user has spoken the letter “A” or letter “H”. The worst substitution 

result is letter “D”. This is because a “D” recognition could have resulted from the 

user speaking the letters “B”, “C”, “E”, “G’\  “P”, “T” or “V”. The best recognition 

results are for the letters “P”, “T”, “W” and “Z”. When the speech recogniser returns 

one of these four letters, the users had not spoken any other letter. In constructing 

the confusion matrix shown in Table 5.6, it should be noted that the experimental 

results shown in Table 5.5 are only based on the first returned letter from the speech 

recogniser. When the experimental results were collected, the best two recognition 

results from the n-best list of each spoken letter were also recorded. For example, 

when the users spoke the letter “J”, the system correctly recognised “J” 19 times 

during the 20 tests (the best recognition result from the n-best list) and gave “A" as 

the second recognition result from the n-best list 13 times. Although “A” was never 

returned as the best recognition result when the user spoke the letter “J”, the letters 

“A” and “J” were still putted into the same confusion matrix because the system 

returned letter “A” as the second recognition results many times for the “J” input. In
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a similar manner “D” is included in the “B” confusion matrix even though “D” was 

never produced as the top recognition result for a “B” input. On the hand, it can be 

seen from Table 5.5 that letter the “N” was recognised when the user spoke the letter 

“F \  However, the reason this substitution occurred was found to be that the user 

coughed during the experiment. In this situation, not to put the letters “N” and “F” 

into the same confusion matrix are chose. After consideration of all of these 

exceptions, the final confusing letter matrix is as shown in Table 5.6.

This matrix was used to help build new grammar files made up of bus stop name that 

began with the same first letter and its confusion matrix first letter equivalents. In 

this way, even if the speech recogniser incorrectly recognised the first letter, the 

system could still fetch the correct grammar file for bus stop names recognition, as 

long as the recognised letter is in the same matrix as the user spoken letter. For 

example, the system combined the bus stop names starting with letters “A”, “J” and 

“K” (they are in same matrix.) into one grammar file (AJK.grammar). If a user 

wants to go from King’s Cross and gives the first letter “K” to the system, the 

system could return the first letter result as letter “A” thereby fetching the 

AJK.grammar. Because the bus stop name “King’s Cross” is still in the 

AJK.grammar, the system could correctly recognise it even though it had incorrectly 

recognised the first letter. See Figure 5.5.

System: Please say the first letter o f your origin.

User: K

System: Recognised as “A System fetches the grammar A JKgrammar.

System: Please say your origin.
User: King’s Cross

System: Recognised as “King’s Cross”

Figure 5.5 - Using Combined First Letter Grammar

Combining the confusable letters into a set of medium sized grammars, allows the 

system to theoretically fetch the correct grammar 100% of the time. However, this is
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a trade off between the recognition accuracy and system processing time. For 

example, when the speech recogniser returns the result as a letter “D”, the system 

has to fetch the BCDEGPTV.grammar file which contains all bus stop names 

starting with letters “B”, “C”, “D’\  “E”, “G”, “P”, “T” or “V”. This will be a large 

grammar file. The experimental results show that the system has to take 9 seconds to 

recognise one bus stop name using this grammar. This is an improvement over the 

13 seconds it takes to process the single large grammar file but the user would still 

perceive such a delay. The same problem happens when the system produces a 

recognition result of the letter “B” (BDEVP.grammar), the letter “E” 

(EBCD.grammar) and the letter “N” (NMFZ.grammar). The system could, therefore, 

use the above large grammar files to process the user’s input, but it would not then 

be a usable real-time system.

YesNo. Is letter “B” “D” “E” or “N”?

Fetch the relevant confusion matrix grammar files

Ask the user to speak the first letter of bus stop name

Find another two possible words from N-Best List

Ask the user to speak the bus stop name

Recognise the bus stop name using above grammar file

Combine the bus stop names stating with these 3 
letters into one grammar

Figure 5.6 - The Design Diagram of Combining Grammars Using the N-Best First Letter List

The N-Best method is another possible way to handle this difficulty. If the system 

returns “D”, “B” “E”, or “N” as the top matching letter, the system can get the best 3 

recognition results from the recognition list and combine the bus stop name 

grammars starting with these 3 letters into one grammar file. For example, if the 

system recognises the input as “D”, the system will extract the next two recognition 

results from the N-Best list. If these are “B” and “E”, the system could combine the
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bus stop names starting with the letters “D”, “B” and “E” into one grammar file 

which it then uses for bus stop name recognition (see Figure 5.6). Dynamically 

combining the bus stop names starting with the best 3 letters into one grammar file 

in this manner can reduce the grammar file size. Unfortunately, the problem with 

this approach is that the system has to spend about 30 seconds combining this 

grammar file. It is, however, possible to combine all possible 3 letter grammar files 

offline, so that the system just has to fetch the appropriate grammar files when the 

system needs them. After changing from dynamic grammar file combination to static 

offline grammar file combination, the system processing time was found to be 

significantly improved. The experimental results can be seen in Section 5.2.3.

5.2.3 Comparison between Large and First Letter 

Grammar Systems Experiment

A system using many small grammar files has been developed in this project. In 

order to compare its performances against the large grammar file system, an 

experiment was carried out.

5.2.3.1 Experimental Design and Materials

In this experiment, the system using the large grammar file and another using many 

small grammar files are used to carry out the same task finding journey information. 

At the beginning of the experiment the users were informed as to the purpose of the 

experiment which was testing the interface’s speech recognition accuracy. For each 

system, the users were taught how to interact with the system. In the experiment, the 

users were required to find one bus information enquiry using both the system with a 

large grammar file and the system with many small grammar files using the 

confusion plus n-best static offline grammar file combination approach.

Both of the systems utilise the Nuance V7.0.4 speech recogniser. The confidence 

level of this speech recogniser was configured to 0.1. This is the minimum value of 

confidence level which means the system will accept all users’ input and rarely give
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rejection errors. The Timeout property was set to 5 seconds; the Complete Time Out 

property was set to 1 second.

5.2.3.2 Participant Selection

There are 10 native and 10 non-native United Kingdom English speakers 

participated in the experiment. The users ranged in age from 18 to 70 years of age.

5.2.3.3 Results and Discussion

System Large Grammar System First Letter Grammar System

Processing Time 13 Seconds 1.67-2.17 Seconds

Accuracy Rate 53%±4.9% 53%±4.9%

Table 5.7 - The Experimental Results for the Large Grammar and First Letter Grammar
Systems

Table 5.7 shows that the use of small grammar files has significantly reduced the 

system processing time for a single entry. The processing time is reduced from 13 

seconds with the large grammar file to 1.67-2.17 seconds with different small 

grammar files. The processing times variation for the small grammar file system is 

due to the different small grammar file sizes. For example, the “Z” grammar only 

contains 15 names. When the user inputs the bus stop names starting with the letter 

“Z”, the system only takes 1.67 seconds to process the input. Letters “B”, “C” and 

“D”, on the other hand, use the combined grammar file containing most names 

(4220). When the system uses the “BCD” grammar file to recognise the bus stop 

names, the system takes 2.17 seconds to process it. However, even with the longest 

delay, the users cannot perceive the latencies associated with these delays.

Our measurement of recognition accuracy depended on whether the users’ inputs 

were exactly recognised; out of grammar errors were counted as an error. For 

example, in the small grammar file, if the user wants to travel from “Oxford Street”, 

the system will ask the user to speak the first letter of their origin. If the user says 

“O” and the system returns “A”, so the system will fetch the AJK grammar file.
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When the user then says “Oxford Street”, the system will definitely return one 

wrong substitution result because the system has fetched an incorrect grammar file 

(AJK grammar file does not contain the “Oxford Street” bus stop name). In this case, 

a substitution error has occurred and is counted as a misrecognition error. 

Conversely, if the user said “O” and the engine returned “L”, the LHO grammar file 

would be fetched because letters L, H and O share the same confusing letter matrix. 

When the user then says “Oxford Street” the desired end recognition result could 

still be achieved. This would be counted as a correct overall recognition result.

As stated earlier, the mean sample accuracy rate of the large grammar system is 53% 

(p=53%±4.9%). This is significantly worse than the Nottingham directed-dialogue 

interface’s average sample accuracy rate of 88.5% (ju=88.5%±5.8%) which uses a 

medium size grammar file (1355 bus stop names). Ideally, the London system using 

several smaller grammar files should be more accurate than the London system 

using the large grammar file. Unfortunately, the experimental results show that both 

London systems give the same accuracy rate. The major reason is that many more 

out-of-grammar errors occurred in the system using the small grammar files. 

Evaluating the results it can be seen that the system incorrectly recognised the first 

letter 17 times during the 100 users inputs. This number does not include the 

incorrectly recognised letters that resulted in fetching the correct small grammar 

files as a result of using the confusing letter matrix for the reasons stated above. The 

17 times the system incorrectly recognised the first letter from the user’s inputs, such 

that the incorrect small grammar file was fetched, directly reduced the chances of the 

system correctly recognising the full bus stop names. 3 of these times were caused 

by the user’s unclear utterance and 2 times were caused by unexpected noisy 

interruption. Another 12 times were caused by an incomplete confusing letter matrix. 

For example, when the user said “A”, the engine returned “H” (which is not part of 

the confusing letter matrix “AJK”). As a result the “AJK” grammar file would not be 

fetched.

It is possible that the out of grammar file errors could be reduced by producing a 

more representative confusing matrix. However, although recognising the first letter
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has significantly changed the system’s performance in terms of processing time, it 

has introduced significant usability issues. In human to human communication, 

asking people to speak the first letter of a word and then trying to recognise a word 

is not a natural form of interaction. In addition to this inherent unnatural interaction 

format, the accuracy rate of the system, as it stands, is still not accurate enough to be 

used by the public. In order to achieve the goal of naturalness and robustness, the 

system had to be improved further.

5.3 Recognising the First Phoneme

To allow the user to communicate effectively with the system, it would be better for 

the user not to be asked any unnecessary questions (i.e. “Please say the first letter of 

your origin” etc). In the first letter system, the system asks the users to speak the first 

letter of the bus stop names before asking the bus stop name itself. This is an 

unnatural communication format from a usability stand point. In actual fact, it 

should be possible for the system to get this information automatically from the 

user’s input by recording the speech input. If the system were to ask the user to 

speak the bus stop names once and record the user’s input, the system could retrieve 

the first letter from the recorded audio. This method would help reduce the 

“unnatural” communication. To illustrate how the system can be given these 

functions, it is necessary to first explain about Recording Audio in VoiceXML, 

Audio File Format and Phoneme extraction because of recording the user’s utterance 

will be the first step for speech recognition.

5.3.1 Recording User’s Input in VoiceXML

In VoiceXML [W3C 2004], the <record> element is an input item that collects a 

recording from the user. A reference to the recorded audio is stored in the input item 

variable, which can be played back (using the expr attribute on <audio>) or 

submitted to a server, The user is prompted to input a message, and the system then 

records it. The recording terminates when one of the following conditions is met: the
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interval of final silence occurs, a DTMF key is pressed, the maximum recording 

time is exceeded, or the caller hangs up. See Figure 5.7.

Maxtime
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Recording
Starts

Speaking
Starts

Speaking Recording
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Speaking (less than Maxtime)
Start <■ 
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 ►

Final
Silence
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Figure 5.7 - Timing of Audio Recording

A recording normally begins after the playback of any prompts (including the ‘beep’ 

tone if defined). As an optimisation, a platform may begin recording when the user 

starts speaking. A timeout interval is defined to begin immediately after the prompt 

playback (including the ‘beep’ tone if defined) and its duration is determined by the 

‘timeout’ property. If the timeout interval is exceeded before recording begins, then 

a <noinput> event is thrown.

A maxtime interval is defined to begin when recording starts and its duration is 

determined by a ‘maxtime’ attribute. If the maxtime interval is exceeded before 

recording ends, then the recording is terminated and the maxtime shadow variable is 

set to ‘true’.

A recording ends when an event is thrown, DTMF or speech input matches an active 

grammar, or the maxtime interval is exceeded. As an optimisation, a platform may 

end recording after a silence interval (set by the ‘fmalsilence’ attribute) indicating 

the user has stopped speaking. If no audio is collected during execution of <record>, 

then the record variable remains unfilled. This can occur, for example, when DTMF 

or speech input is received during prompt playback or the timeout interval expires 

before an input is received.
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VoiceXML support for recognition of speech grammars during recording is optional. 

If the VoiceXML platform supports simultaneous recognition and recording, then 

spoken input matching an active grammar can terminate recording. The 

‘terminating’ speech input is accessible via application.lastresult$ and the item’s 

utterance and confidence shadow variables. The audio of the recognised 

‘terminating’ speech input is not available and is not part of the recording. If the 

termination grammar matched (DTMF or speech) is a local grammar, the recording 

is placed in the record variable. Otherwise, the record variable is left unfilled and the 

form interpretation algorithm is invoked. In each case, application.lastresult$ and the 

item’s shadow variables are assigned.

5.3.2 Phonemes

Vowels Diphthongs Semivowels Fricatives Nasals Plosives Affricates

heed bay was sail am bat jaw

hid by ran ship an disc chore

head bow lot funnel sang goat

had bough yacht Thick pool

hard beer Hull tap

hod doer zoo kite

hoard boar azure

hood boy that

Who’d bear valve

hut

heard

the
Table 5.8 - Phoneme Categories of English and Examples of Words

If the system wants to recognise automatically the first letter of a spoken word, the 

system has to detect the first phoneme of this word. A phoneme is the smallest 

segment of sound that can distinguish two words. If you change a phoneme within a
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word, you get a different word. (i.e. /kat/ and /mat/) English has around 45 

phonemes which can be categorised [Batt 1999] and Table 5.8 lists all of them.

Phonemes are abstract units - a useful way of describing speech. They provide a 

categorical description of speech sounds. In real speech, there are no hard 

boundaries between the categories: researchers use context to disambiguate 

phonemes. Each phoneme can be realised in different ways depending on the context 

and speaker: i.e. allophones. The units in this case are known as phones. There are 

many more phones than phonemes, as some of them are produced in different ways 

depending on context. For example, the pronunciation of the phoneme /l/ differs 

slightly when it occurs before consonants and at the end of utterances (as in 

“people”), as opposed to other positions (e.g. in “politics”). The two phones are 

called the velarized and the non-velarized “1” respectively. As they are both different 

forms of the same phoneme, they form a set of allophones.

It is not just the speech organs involved that influence the way an utterance is 

spoken and subsequently inteipreted. The stress is one of its prosodic features. Stress 

is used at two levels; in sentences it indicates the most important words, while in 

words it indicates the prominent syllables. For example, the word “object” could be 

interpreted as either a noun or a verb, depending on whether the stress is placed on 

the first or second syllable. Rhythm refers to the timing aspect of utterances. English 

is said to be stress-timed, with approximately equal time intervals between stresses 

(experiments have shown that, objectively, there is merely a tendency in this 

direction). The portion of an utterance beginning with one stressed syllable and 

ending with another is called a foot (by analogy with poetry). So, a four-syllable foot 

(1 stressed, 3 unstressed) would be longer than a single (stressed) syllable foot, but 

not four times longer.
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5.3.3 Automatically Recognising the First Phoneme

An improved first letter system has been developed that uses on automatic first 

phoneme recognition method. Figure 5.8 shows the design diagram for a speech

interface capable of recognising automatically the first phoneme method.

User replies

System returns “B' System returns “Z”System returns “A‘

Fetch the Z Grammar FileFetch the A Grammar File Fetch the B Grammar File

The system fetches the FullUtterance WAVE

Ask the user to speak the bus stop name

The system recognises the bus stop name using 
the appropriate first letter grammar file

Record the user’s input as FullUtterance WAVE file 
into Documents Server

The system recognises the first phoneme and finds the 
first letter of the bus stop name

The First Phoneme Processor finds the first phoneme 
from user’s input and writes it into FirstPhoneme 

WAVE File

Firgue 5.8 - The Design Diagram for the Automatic First Letter Recognition Based London
System

Figure 5.9 shows the architecture of the system for retrieving automatically the first 

phoneme from the user’s utterance.



Full 
Utterance 

WAVE FileWAVE
FileAudio

Card
Documents 

Server
First 

Phoneme 
WAVE FileFull 

Utterance 
WAVE File

First
Phoneme
Processor

VoiceXML Speech
Interpreter Recogniser

First 
Phoneme 

WAVE File

Figure 5.9 - The System Retrieving Automatically First Phoneme Architecture

In this system, the users are just asked to give the bus stop name. The sound card 

converts the analog signal from the telephone to a digital signal through the A/D 

converter. The A/D converter records the value of the electrical voltage at specific 

intervals and converts this into binary data. There are two important factors during 

this process. First is the “sample rate”, or how often to record the voltage values. 

Second, is the “bits per sample”, 01* how accurately the value is recorded. A third 

item is the number of channels (mono or stereo), but for most ASR applications 

mono is sufficient. The analog signal is sampled in 8 KHz 8-bit Mono format and 

converted into digital form using a technique called Pulse Code Modulation or PCM 

in this system. The <record> element stores the user’s input as a WAVE (RIFF 

header) format on a document server.

Because speech is relatively low bandwidth (mostly between 100Hz-4kHz), 8000 

samples/sec (4kHz) is sufficient for most ASR. 8 bits per sample means that the 

recorded voltage amplitudes will be given binary values between 0 and 255. The 

<record> element stores the user’s input as WAVE (RIFF Header) format on the 

Documents Server.

The WAVE file format [Microsoft 2005B] is a subset of Microsoft’s RIFF 

specification for the storage of multimedia files. A RIFF file starts out with a file 

header followed by a sequence of data chunks. A WAVE file is often just a RIFF file

102



with a single “WAVE” chunk which consists of two sub-chunks — a “fmt” chunk 

specifying the data format and a “data” chunk containing the actual sample data. 

This is called the “Canonical form”. 8-bit samples are stored as unsigned bytes, 

ranging from 0 to 255. See Appendix 2 for the file format.

A First Phoneme Processor (FPP) was developed for extracting automatically the 

first phoneme from recorded bus stop name inputs. The FPP is a Java component 

which is based on Kazantsev’s theory. [Kazantsev 2004] described a method of 

phoneme distinction, which is used in continuous speech recognition systems. This 

method finds phoneme positions in the input sound flow and is based on using 

correlation functions of the sound power spectrum. Its application reduces the 

amount of calculations for the recognition unit in a continuous speech recognition 

system.

The method of phoneme distinction uses the properties of phonemes to find 

“suspicious” sound fragments that seem like a phoneme in a sound flow. The 

phonemes of the human voice have certain properties. [Kazantsev 2004] states that a 

phonemes’ length is not less than 0.04 second and not more than 0.35 second. As 

sound is sampled in 8 KHz 8-bit Mono, in this system, this means that 1 second’s 

worth of sound should occupy 8000 bytes in the Data field of a WAVE file. 

Therefore a phoneme should take at least 320 (8000*0.04) Bytes and not more than 

2800 (8000*0.35) Bytes in the Data field of a Wave file. In addition, by analysing 

the wave files produced, it was found that silence is represented as values 70-7F and 

F0-FF.
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Are there more than 4 contiguous 
values that are not 70-7F or FO-FF?

No

Yes

Fetch the FullUtteranceWAVE File from the Documents Server

Write the complete chunk into a FirstPhoneme WAVE file

Read the next data byte

Add the “RIFF” Chunk data and “fmt” Sub-chunk data in front of 
“data” Sub-chunk

Read the first 44 bytes from the start of FullUtteranceWAVE File 
(fmt Chunk)

End point of silence period found (start point of first phoneme). 
Read 2800 bytes from this point as the first phoneme data

Figure 5.10 - The First Phoneme Process Algorithm

The First Phoneme Process (FPP) works as follows (Figure 5.10 shows the FPP

algorithm):

1) The FPP fetches the user’s FullUtterance WAVE file from the Documents 

Server.

2) The FPP finds the end of the “RIFF” Chunk data and “fmt” Sub-chunk data. 

(The first 44 bytes of FullUtterance WAVE file are “RIFF” Chunk data and 

“fmt” Sub-chunk data - see Appendix 2)

3) The FPP reads the data from the 45th byte of FullUtterance and compares these 

data values with silence values 70-7F or FO-FF. After the system has found 4 

contiguous values which are not silence value 70-7F or FO-FF, the system has 

reached the end of the Silence period (the interval between the system starting 

recording to the user starting to give the response) and found the start of the first 

phoneme.

104



4) The FPP counts 2800 Bytes from the end of the Silence period and copies these 

as the “data” Sub-chunk of a first phoneme RIFF file;

5) The FPP adds the “RIFF” Chunk data and “fmt” Sub-chunk data in front of 

“data” Sub-chunk

6) The FPP writes the complete chunk into a FirstPhoneme WAVE file.

The FirstPhoneme WAVE file is then passed to the speech recogniser. Initially, the 

speech recogniser used a grammar file which contained the letters “A” to “Z” in 

order to recognise the first phonemes. Unfortunately, the results from using this 

grammar do not give a good recognition performance. Using another grammar file 

which contained all 45 English phonemes was also tried. Ideally, each incoming 

frequency band (from the FirstPhoneme WAVE file) would find the right phoneme 

in the grammar file. However, that also gave poor results.

In order to get the performances of recognizing automatically the first letter, an 

experiment was carried out.

5.3.3.1 Experimental Design and Materials

In this experiment, the system using the grammar file which contained all 45 English 

phonemes is used to recognize automatically the first letter of a bus stop name. At 

the beginning of the experiment the users were informed as to the purpose of the 

experiment which was testing the interface’s speech recognition accuracy of first 

letter. The users were taught how to interact with the system. In the experiment, the 

users were required to speak 5 bus stop names to the system.

Both of the systems utilise the Nuance V7.0.4 speech recogniser. The confidence 

level of this speech recogniser was configured to 0.5. This is the confidence 

threshold required for the speech-recognition engine to decide whether the first 

phoneme of input speech matches a phoneme from the grammar. The Timeout 

property was set to 5 seconds; the Complete Time Out property was set to 1 second.
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5.3.3.2 Participant Selection

There are 10 native and 10 non-native United Kingdom English speakers 

participated in the experiment. The users ranged in age from 18 to 75 years of age.

5.3.3.3 Results and Discussion

Using the automatic FPP to isolate the first letter and a grammar file containing all 

45 phonemes, the system incorrectly recognised the first letter up to 74 times during 

the 100 users’ inputs. There are so many variations in sound due to how words are 

spoken that it’s very difficult to reliable match an incoming sound to an entry in the 

grammar file. Different people pronounce the same phoneme differently. In addition, 

in this system, the speech recogniser attempts to recognise the first phoneme from 

the FirstPhoneme WAVE file which uses a fixed 0.35 second sampling period. This 

duration is long for some phonemes. During the interval in which the speech 

recogniser is trying to recognise the first phoneme, many phoneme frequency bands 

could actually be present with the result that the speech recogniser only recognises 

the most outstanding (stress pronounced) phoneme. To make matters worse, the 

environment also adds its own share of noise. The above difficulties thus cause the 

system to give a very poor recognition performance.

To improve the performance of this system, the First Phoneme Processor would 

have to be able to accurately judge when a phoneme ends and the next one begins. 

For this, it is possible to use the Hidden Markov Models (HMM) technique [Weber 

2003]. This is a mathematical model that uses statistics, to figure out when speech 

starts and stops. The HMM based speech recogniser uses complex techniques to 

approximate the incoming sound and figure out which phonemes are being used. 

Another way of identifying phonemes would be to “train” the speech recognition 

software. In training, many variations of the same phoneme are given, and the 

software analyses each of these through statistical methods. Although there has been 

much success using these methodologies, the approaches do not explicitly 

incorporate knowledge of important aspects of human speech production. One
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disadvantage of such methodologies is the large state space and, therefore, large 

number of parameters that need to be optimzed [Richardson 2000]. In addition, the 

processing time overhead introduced when using HMM for phoneme segmentation 

is significant [Weber 2003]. Thus, the obvious strategy of using HMM to improve 

the FPP accuracy is not practical in any real-time application. However, a novel 

system using a Last Word Processor (LWP) will be introduced in Section 5.4, which 

consumes less time and gives a reasonable improvement in the recognition accuracy 

rate.

5.4 Recognising the Last Word

In Section 5.3, a system that tried to record and extract phonemes from the spoken 

input was described. Unfortunately, the first phoneme recognition results were not 

encouraging. There are two probable reasons for this: i) it is inherently harder to 

disambiguate the small sized phonemes WAVE segments, ii) the first letter grammar 

file the system is using is not optimal. Whilst analysing this problem, the idea of 

dividing the large London grammar on the basis of end word (i.e. Road, Street, 

grove etc.) inspired the development of another system to improve the latency and 

accuracy of the large grammar system. A system that could recognise automatically 

the last word would probably work better than one based on first phoneme because 

the sound segments are longer and the words sounds are more distinct. Development 

of a last word segmentation process would mean that the system could sub-divide 

the large London grammar file into many smaller grammar files based on the 

different word endings. For example, when the system asks the user to say the 

original/destination bus stop names, it can record the user’s input as before. The 

system then can try to locate and recognise the last word of the bus stop names. 

Using this last word recognition, the system can attempt to recognise the complete 

bus stop name using the appropriate small ending grammar file. Based on the first 

letter experiment result, this method should reduce the speech recogniser’s 

processing time because this system also uses many small grammar files. The design 

diagram of this system is given in Figure 5.11.

107



Yes
Is the result confident enough?

N o 3r

User replies

User replies

Recognise the last word

Fetch the “Avenue” Grammar

System returns last word “Road'

Fetch the “Road” Grammar

System returns last word “Avenue'

Ask the user to say departure point

Ask the user to say arrival point

Locate the last word and save as “OriginLastWord” audio

Record the user’s input as “Origin” audio file

Record the user’s input as “Destination” audio file

Locate the last word and save as “DestinationLastWord'

Load the last word grammar file and fetch “OriginLastWord” audio file

Recognise the “Origin” audio using special bus stop names grammar

Recognising the whole bus stop name 
using appropriate last word grammars file

Recognise arrival bus stop name using similar algorithm to the origin recognition

Present Result

Figure 5.11 - The Design Diagram for the Last Word Based London Interface

From the 27792 bus stop names about 633 common endings can be identified. 

However most of these endings are only common to one or two bus stop names.

Ask user to confirm
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There are 61 different endings that are common to 10 or more bus stop names. The 

system puts any bus stop names with last words that do not belong to this 61 endings 

list, into one special grammar file (special.grammar). The large grammar file can 

thus be divided into 62 smaller grammar files based on the different bus stop endings. 

See Table 5.9.

road mews close drive gardens grove lane
street parade terrace view estate park place
walk avenue crescent way villas buildings row

square hill gate south cottages yard court
bank comer vale green chambers arches passage
circus end rise croft market quay east
north west path almshouses mead village approach

broadway wharf arcade flats mount side dene
mall fields common bridge studios Special

Table 5.9 - Different Bus Stop Endings Grammar Files

5.4.1 The System Design

The architecture and overall operation of this system is similar to the first phoneme 

recognition system. The difference is that this system locates and recognises the last 

word of the user’s input rather than the first phoneme. Firstly, the users are asked to 

give the bus stop names. Their responses are passed to the sound card in the system, 

sampled in 8 KHz 8-bit Mono and converted into digital form using PCM. The 

<record> element stores the user’s input as WAVE (RIFF Header) format in the 

Documents Server. See figure 5.12.

Full 
Utterance

Audio
WAVE

File Documents
WAVE File 

------------------ ► Last Word
W Card Server <■ —  

Last Word

Processor

VoiceXML Speech
Interpreter Recogniser

Full 
Utterance 

WAVE File

WAVE File

Last Word 
WAVE File

Figure 5.12 - The System Retrieving Automatically Last Word Architecture
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9)

10)

Figure 5.13 - Last Word Location Algorithm

Are there more than 4 contiguous 
values are either 60-7F or EO-FF?

Are there more than 4 contiguous 
values are either 60-7F or EO-FF?

The major issue for this system is how to locate the position where one word ends 

and the next one begins. Natural human speech often contains occasional pauses 

even in the middle of a word, thereby causes incorrect word recognition. In this 

system, a Last Word Processor was developed to locate automatically the last word 

of a user’s input. LWP works similar to the First Phoneme Processor. The core issue 

for the Last Word Processor is how to determine the boundary between words. By 

analysing an average-speed speaker sound file, it again was found that silence is 

represented as value 70-7F and FO-FF and that noise is represented as value 60-6F 

and EO-EF. Thus if there are more than 4 contiguous values of either 60-7F or EO-FF 

between data samples of other byte values, these values can be assumed to be the 

boundary between words. Figure 5.13 shows the LWP algorithm.

1) Fetch the FullUtteranceWAVE File from the Documents Server

Read bytes from the end of FullUtteranceWAVE File

Found the end point of the last word and mark as Point E
<--------------------------------------------

i r

Read bvtes from the end point of the last word period (from Point E)

Write the complete chunk into LastWord WAVE file.

Adds the “RIFF” Chunk data and “fmt” Sub-chunk data in front of “data” Sub-chunk

Found the start point of the last word and mark as Point S
y

Copy the data from starting point (Point S) to end point of last word 
(Point E) to “data” Sub-chunk;
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The Last Word Processor (LWP) works as follows:

1) The LWP fetches the user’s FullUtterance WAVE file from the Documents 

Server.

2) The LWP reads the data from the last byte of FullUtterance.

3) The LWP compares these data values against the silence and noise values (60-7F 

and EO-FF). After the system has found 4 contiguous values which are not 

silence and noise value, the system have reached the end point of the last word 

period (Point E).

4) The LWP has found the end point of last word period and remembers this point 

as Point E.

5) The LWP reads the data from the end point of the last word period (Point E).

6) The LWP compares these data values against the silence and noise values (60-7F 

and EO-FF). After the system has found 4 contiguous values which are silence 

and noise value, the system have reached the starting point of the last word 

period (Point S).

7) The LWP has found the starting point of last word period and remembers this 

point as Point S.

8) The LWP copies the data from the last word starting point (Point S) to the last 

word end point (Point E) as a “data” Sub-chunk.

9) The LWP adds the “RIFF” Chunk data and “fmt” Sub-chunk data in front of 

“data” Sub-chunk.

10) The LWP writes the complete chunk into LastWord WAVE file.

The Last Word Processor can correctly segment most of the last words from the 

users’ inputs. However, some words are still difficult for the LWP to distinguish. For 

example, the words “Street” and “Approach”. The pronunciation of “Street” [stri:t] 

contains three phonemes: [s], [tri:] and [t]. The data values of the first phoneme [s] 

are similar to noise data values and lasts for more than four bytes. In this case, the 

LWP will only write the data values of the phonemes [tri:] [t] into the LastWord 

WAVE File (sounds like “treet”) and regards the phoneme [s] as noise. The speech 

recogniser will then have difficulty recognising the word using the grammar file
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because it does not contain the word “treet”. The pronunciation of “Approach” 

[o'prout/] contains four phonemes: [a], [p], [rou] and [t/]. When a human speaker 

pronounces a word like “Approach”, they put special emphasis on the second 

phoneme [p]. Before such an emphasised phoneme, humans always have a period of 

silence between the initial vowel [o] and the emphasised phoneme. The length of this 

silence is often longer than four bytes causing similar problems as the word “Street”. 

The LWP only writes the data of phonemes [p] [rou] and [t/] into LastWord WAVE 

File (sounds like “Proach”) and regards the phoneme [o] as another word. In order to 

address these difficulties, the words “Street” and “Approach” are replaced in the 

grammar file with the words “treat” and “proach” etc.

5.4.2 The Last Word Processor Experiment

A system using small grammar files that are based on the different bus stop name 

endings has been developed. In order to compare its performance against the large 

grammar file system and the system using the small grammar files based on first 

letter, an experiment was carried out.

5.4.2.1 Experimental Design and Materials

In order to make the same comparison environment, this system was used to carry 

out the same task as the experiment conducted in Section 5.2.3. In this experiment, 

the system using the small grammar* files that are based on the different bus stop 

names to carry out the same task finding journey information. At the beginning of 

the experiment the users were informed as to the purpose of the experiment which 

was testing the interface’s speech recognition accuracy. For each system, the users 

were taught how to interact with the system. In the experiment, the users were 

required to find one bus information enquiry.

The confidence level of this speech recogniser was configured to 0.1. This is the 

minimum value of confidence level which means the system will accept all users’
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input and rarely give rejection errors. The Timeout property was set to 5 seconds; 

the Complete Time Out property was set to 1 second.

5.4.2.2 Participant Selection

There are 25 native and 25 non-native United Kingdom English speakers 

participated in the experiment. The users ranged in age from 18 to 70 years of age.

5.4.2.2 Results and Discussion

The experiment results show that the last word based system takes a total of 1.37- 

1.89 seconds to record, submit and locate the last words in the user’s response. The 

variation in processing time is mainly due to the variation in input time of the 

different length utterances. The major user perceived latency is now 4.01-5.94 

seconds, this includes both origin and destination recognition (See Figure 5.14 and 

Figure 5.15). These times are dependent on the size of small grammar files used and 

whether or not the user spoke a bus stop names with one of the special last words. 

For example, the “Comer” grammar only contains 14 names. When the user inputs 

bus stop names that end with “Comer”, the system takes less time to recognise the 

bus stop name using the “Comer” grammar file. The “Road” grammar, on the other 

hand, contains the most names (6487). When a user inputs bus stop names that end 

with the word “Road”, the system takes the most time to recognise it.

In the event the user spoke a bus stop name with one of the special last words, the 

system does not need to fetch or recognise the last word and instead will recognise 

the full bus stop name at the special grammar stage. This takes the least amount of 

time (see Figure 5.9). However, even with the longest delay 5.94 seconds, the user 

still can accept this latency because they have been told and are prepared for the wait.
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System: Please say your origin.

User: King’s Cross
(System takes a total o f 1.37-1.89 seconds to record, submit and locate the last 
words in the user’s response. The system does not recognise the origin or last 

word at this stage.)
System: Please say your destination.
User: Bailey Mews
(System takes a total o f 1.37-1.89 seconds to record, submit and locate the last 
words in the user’s response. The system does not recognise the destination or last 

word at this stage.)
System: please wait for a moment.
(The system recognises both the origin and destination using the algorithm shown 

in figure 5.9. Users will perceive 4.01-5.94 seconds delay.)
System: Do you want to go from King’s Cross to Bailey Mews?

User: Yes
System: Ok, you can catch bus......

Figure 5.14 - The User Perceived Latency in Last Word Recognition System 

Because the last word recognition system does not need to ask any additional 

questions of the user, the users can communicate naturally with the system. The first 

letter recognition system has to ask users to give the first letter of their origin or 

destination which is not only unnatural but also wastes time. The experiments show 

that using the last word recognition system, the average users spent less time (34.7 

seconds) accomplishing the task* than using the first letter recognition system (44.8 

seconds) or the one large grammar system (77.8 seconds). From a usability point, the 

users could therefore accomplish the task more naturally and more efficiently using 

the last word recognition system.

This task completion time is different to the Average 
Completion Time discussed in Chapter 3 and 4 because it does not 
include the time spent retrieving or listening to the DIME 
enquiry result.
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Fetch the Origin’s “LastWord” and “FullUtterance” audio
 ----------  V ___________

Recognise the user’s full utterance using special bus stop names grammar

Yes
If the result is confident enough?

NcTl

Last word is “Road1 Last word is “Street’ Last word is “Avenue’

Fetch the “Road” Grammar

Recognise the last word

Fetch the “Street” Grammar Fetch the “Avenue” Grammar

Load the last word grammar file

Recognise the whole bus stop name

Use the best result as origin bus stop name

Recognise the destination (same processing with above)

Figure 5.15 - The Design Diagram for the LWP Bus Stop Name Recognition

To evaluate the speech recognition results the standard deviation with student t 

distribution method was used as described in 3.3.3. Overall there was a mean sample 

accuracy rate of 61% (p=61%±4.8%) in the last word recognition system. This is an 

improvement of 8% on the accuracy rate of both the first letter recognition system 

(53%+4.9%) and the large grammar system (53%+4.9%). [Peissner 2002] states that 

a 5% improvement in accuracy is much more effective at a low starting level than at 

a rate of 90% correct recognition. Thus the last word method is seen to be a 

significant improvement on the other two techniques.

39 bus stop names were incorrectly recognised in the 100 tests. Among these 39 

errors, 29 last word recognition errors were caused by the Last Word Processor 

segmentation algorithm. Among the LWP’s 29 errors, 23 times were the results of
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the LWP failing to accurately find the last word in the FullUtterance WAVE file 

because of the user’s very quick speaking rate. When users speak very quickly, the 

inter-word segments are very small. If the segments values are less than four bytes, 

the LWP will not separate the words in the user’s inputs.

The experiment results also show that 22 of the 39 errors happened in noisy 

environments. Sudden fluctuations in noise decrease the LWP’s performance by 

causing the algorithm to find false beginnings or ends of the last words. The 

algorithm in LWP only considers stationary noise. If sudden noise happens whilst 

the user is speaking, the algorithm will fail to segment the words correctly. The 

signal amplitude, or more appropriately, the ratio of the signal to noise amplitude, 

determines the segmentation and therefore recognition accuracy of the system. For 

any noise level, if the speech signal level is equal to the noise level, the last word 

segmentation will be relatively poor.

5.5 Conclusion

Based on the successful results of the Nottingham travel information speech-enabled 

system, a directed-dialogue speech interface has been developed for London to 

investigate the performance of a speech-enabled interface with very large grammars. 

A directed-dialogue was chosen rather than a mixed-dialogue because there are 

27792 bus stop names in London area. This increase in the number of bus stop 

names was expected to produce an increase in processing time and a reduction in 

recognition accuracy. Using a directed-dialogue would help minimise both these 

critical performance parameters. The initial version of this system used a large 

grammar file containing all of the bus names. Experimental results show that the 

system processing time has indeed increased, taking up to 13 seconds to process one 

bus stop name. During this system processing time, the users do not hear any system 

prompt. This latency is unacceptable to the users. The experimental results also 

show that the recognition performance of this interface is significantly lower 

(sample accuracy rate of 53%) than the equivalent Nottingham system. The system
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processing time had, therefore, to be reduced and the speech recognition accuracy 

rate improved for public acceptance. To overcome these critical difficulties, it was 

necessary to reduce the grammar size.

A second version interface was developed that used many small grammar files that 

contain bus stop names grouped according to their starting letter. To facilitate this 

grammar file separation, this system has to ask the user to speak the first letter of 

their origin or destination before speaking the full bus stop name. After the system 

has recognised the first letter of the bus stop names, the system attempted to 

recognise the full bus stop names using the small grammar file that corresponded to 

the recognised first letter. Experimental results show that recognising the first letter 

does significantly improve the system’s performance in terms of the processing time; 

which now only takes 1.67-2.17 seconds to process one user’s entry. However, this 

methodology does leave usability issues. In human to human communication, asking 

a person to speak the first letter of a word and then trying to recognise this word is 

not a natural form of interaction. The accuracy rate of this system (sample accuracy 

rate of 53%) is also still not accurate enough to be used by the public. In order to 

achieve the goal of naturalness and robustness, the system had to be further 

improved.

To ensure that the user can naturally communicate with the system, the user should 

not be asked to answer any ‘unnecessary’ (from the user’s perspective) questions. 

Ideally, the system should get this data from user’s input. If the system just asks the 

user to speak the bus stop names once and records the user’s input, the system can 

retrieve automatically the first letter from the recorded audio. It was hypothesised 

that this method would help reduce the excrescent communication. Consequently, a 

First Phoneme Processor was developed which, in theoiy, should be able to find 

automatically the first phoneme from a user’s input. Unfortunately, the first 

phoneme recognition results were not encouraging. This is probably due to the 

complexity of segmenting the first phoneme from the recorded speech image. The 

system incorrectly recognised the first letter up to 74 times during the 100 user 

inputs in the experiment. Whilst discussing this problem, the idea of dividing the
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large London grammar on the basis of end words was proposed. Segmentation of the 

speech image into separate words should be easier than segmentation based on first 

phoneme because the sound segments are longer and the words sounds are more 

distinct. Using this methodology it was possible for the system to sub-divide the 

large London grammar files into many smaller grammar files based on the different 

word endings (street, road, avenue etc). The experimental results show that the LWP 

system takes a total of 1.37-1.89 seconds to record, and segment the user inputs. The 

major user perceived latency is now 4.01-5.94 seconds. This is when the system is 

attempting to recognise both the origin and destination bus stop names using the 

LWP processing algorithm. Because the last word recognition system does not need 

to ask any unnecessary questions of the user, the users can naturally communicate 

with the system thereby addressing the first letter version’s usability issue. 

Experimental results also show that the recognition rate of the LWP based speech- 

enabled interface is improved to a sample accuracy rate of 61%. The LWP based 

system is thus shown to be the most efficient and effective of all the London 

grammar systems. In addition of the three London interfaces produced, the LWP 

based system is seen to be the optimal balance between recognition rate, speed of 

processing and naturalness of interaction.

118



CHAPTER 6 
CONCLUSIONS AND FURTHER 
RESEARCH

6.1 Concluding Remarks

The aim of this research was to investigate the use of a robust speech-enabled query 

interface for the ATTAIN travel information system. This research has successfully 

produced three speech-enabled interfaces for the ATTAIN system. The original 

directed-dialogue interface for the Nottingham application gave a baseline 

performance for a speech-enabled interface with a medium sized grammar (1355 bus 

stop names). A mixed-initiative and multimodal interface that uses text message to 

output the result has also been designed and implemented that provides 

improvement in terms of effectiveness, efficiency and user satisfaction compared to 

the directed-dialogue interface. A third speech-enabled interface that uses a novel 

Last Word Processor to recognise automatically the last word of the user input has 

been developed for a London version of ATTAIN. This investigation contributes a 

method for implementing real-time speech-enabled interfaces that are capable of 

dealing with very large grammars (27792 bus stop names). The mean performance 

parameters for the three speech-enabled interfaces are presented in Table 6.1.

Grammar
Size

Sample
Accuracy

Completion 

Time (Sec)

Directed-dialogue Interface for Nottingham 1355 88.5% 111
Mixed-initiative Interface for Nottingham 1355 74.5% 126

Directed-dialogue Interface with LWP for London 23337 61% 120*

Table 6.1 - The Mean Performance Parameters for the Three Speech-Enabled Interfaces

* This Task Completion Time is different to the Completion Time 
discussed in Chapter 5 because it includes the time spent 
retrieving and listening to the DIME enquiry result.
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The design of the Nottingham directed-dialogue speech-enabled query interface took 

into consideration aspects of user interface design and speech dialogue management 

including error recovery. An initial set of experiments was performed to obtain the 

underlying baseline accuracy of the speech recognition system as well as the overall 

usability performance of the interface. The results of these experiments show that 

the average recognition performance of the interface is very good (sample accuracy 

rate of 88.5%). However the usability test indicated that the interaction style was 

neither natural nor fast enough for public acceptance. 70% of the sample thought 

that the speech-enabled interface was actually slower than the text message interface. 

The need for the user to perform many unnecessary actions in order to accomplish 

the task were the major reason given by the users for this false impression. In 

addition, the average user in the sample could only give 52% of the correct data 

from their audio memory of the journey enquiry results. This was not enough to help 

the user complete the journey. To overcome these critical difficulties, it was 

necessary to improve the dialogue management of the interface.

Based on the feedback from using the directed-dialogue speech-enabled query 

interface, a second version interface was developed that used a mixed-initiative 

grammar. This grammar allows the interface to process natural language input, 

rather than directing the user through a rigid sequence of questions and answers. In 

order to increase the “natural” aspect of the interaction between the user and the 

travel information system, the use of a multimodal interface was also investigated. 

The multimodal version of the speech-enabled system allows the use of speech to 

input the required journey information but uses text messages to present the results 

of the search back to the user. This method thus overcomes the human short-term 

memory problem present in the initial version of the interface. 100% of the users 

said they could complete their journey following the enquiry result. That said, 

experimental results show that the recognition rate of the interface is reduced 

(sample accuracy rate of 74.5%) and the task completion time is increased (average 

user spent time 126 seconds) compared to the directed-dialogue interface. However, 

because the mixed-initiative interface provided an effective means of error
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management, the users still felt that they would accomplish the task more efficiently 

than with the directed-dialogue interface. The other usability factors of mixed- 

initiative interface are also seen to be a significant improvement on the directed- 

dialogue system. I argue that the usability of a system is not mainly determined by 

the ASR performance and task completion time. A poorer ASR performance and 

longer completion time does not necessarily produce a low probability for task 

completion and low user satisfaction levels [Koester 2004], Based on the results 

obtained from the Nottingham travel information system speech interface, a 

directed-dialogue speech interface was developed for London. There are 27792 bus 

stop names in London area. The initial version of the London system used a large 

grammar file that contained all of the bus stop names. The experiment results show 

that the system took up to 13 seconds to process one bus stop name. This latency 

was obviously unacceptable to the users. In addition, the experiment results show 

that the recognition performance of this interface is not very good (sample accuracy 

rate of 53%). The system processing time had to be reduced and the speech 

recognition accuracy rate had to be improved for public acceptance. To overcome 

these critical difficulties, it was necessary to reduce the grammar size in some way.

A second version interface was developed that used many small grammar files that 

are grouped according to the first letter of the bus stop name. This system had to ask 

the user to speak the first letter of their origin or destination before then asking the 

user for the full origin/destination bus stop name. After the system had recognised 

the first letter, the system could then recognise the full bus stop names using the 

small grammar file that only contained the bus stop names that start with this first 

letter. Recognising the first letter did significantly change the system’s performance 

in terms of processing time (the system now only takes 1.67-2.17 seconds to process 

one user’s entry), but it leaves usability issues. In human to human communication, 

asking people to speak the first letter of a word and then trying to recognise this 

word is not a natural means of interaction. The system also only gave the mean 

sample accuracy rate 53%. This was not accurate enough to be used by the public. In
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order to achieve the naturalness and robustness goal of this research, the interface 

had to be improved.

To make the interface interaction more natural, a third version was developed that 

just asks the user to speak the bus stop names once and records the user’s input. The 

system then retrieved automatically the first letter from the recorded audio and used 

this to select the appropriate small grammar file for recognition of the full bus stop 

name. It was hypothesised that this method could help reduce the excrescent 

communication present in the first letter system. A First Phoneme Processor has 

been developed that, theoretically, should find automatically the first phoneme from 

a user’s input. Unfortunately the first phoneme recognition results are not 

encouraging. To overcome this problem, a final version of the interface was 

developed that segmented the large London grammar on the basis of bus stop word 

endings (Last Word Processor). This worked much better than the first phoneme 

detection system because the sound segments are longer and the words sounds are 

fairly distinct. The experiment results show that this system takes a total of 1.37-1.89 

seconds to record and locate the last word in the users input. The major user 

perceived latency is now 4.01-5.94 seconds. Because the last word recognition 

system does not need to ask any unnecessary questions of the user, users can 

naturally communicate with the system. Experimental results also show that the 

recognition rate of the interface is improved to a sample accuracy rate of 61%. These 

experimental results show that the method of segmenting large grammars based on 

recognising the last word to be more effective (accurate) and efficient (faster) than a 

similar first phoneme recognition based system. The last word recognition based 

system is also shown to be more natural and more effective than either the first letter 

or large grammar systems.
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6.2 Further Research

Although three speech-enabled query interfaces for the ATTAIN travel information 

system have been extensively investigated, there are still many unsolved problems. 

The further research directions can be outlined as follows.

In the mixed-initiative dialogue Nottingham ATTAIN interface, the mean sample 

ASR accuracy rate is 74.5%. This has the potential to be improved upon. The current 

interface only returns a single utterance string as the result of each speech- 

recognition event. If the user’s response is not clear, the result will be the one 

utterance that the speech-recognition engine judges to be the most likely. However, 

instead of returning the single most likely utterance, it is possible for the speech- 

recognition engine to return a list of the most likely utterances. Confidence-scoring 

post-processing can then be investigated as a way of improving the speech 

recognition error handling. As described by [Pitrelli 2003], confidence-scoring post­

processing uses a recognition verification strategy: the computer calculates a 

measure of recognition confidence, and if this is above a given threshold value then 

it can be accepted as a correct recognition result. When the confidence value is 

below the threshold, the result can be “rejected” automatically, meaning that the 

recognition result is assumed to be unreliable and the item needs to be re-entered. 

Confidence scoring may consist of a function of appropriate parameters drawn 

directly from the recognition process, or it may be considered a learning task in 

which a classifier is trained to use an array of such parameters to distinguish correct 

recognition from incorrect recognition. Another avenue of future research would be 

to use a post-processing approach to confidence scoring to eliminate the need for the 

confirmation stage. If the system can determine automatically that it is ‘confident’ in 

its recognition result, then there is no need for the system to ask the user if the 

recognition is correct.
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Another possible method for improving the speech recognition accuracy would to be 

use a speaker-adaptive approach. A speaker-adaptive system can offer speaker- 

independent recognition at first, but then attempt to improve recognition accuracy 

using speaker-dependent adaptations [Anastasakos 1996]. The current ATTAIN 

system uses a speaker-independent ASR system which generally has error rates that 

are two to three times higher than that of speaker-dependent speech recognition 

systems [Paul 1989 and Kubala 1990]. If the system were to collect speaker data 

during users interactions with the ATTAIN system, the ASR system parameters 

could be adapted to the specific speaker to reduce the error rate. By storing these 

speaker profiles in a mobile phone number history file the accuracy of speech 

recognition could be improved over time. However, since adaptation for the 

ATTAIN system would need to be based on only limited system interaction data, 

any adaptation algorithm would need be consistent with using limited training data. 

Huang introduced an adaptive model combination method for speaker adaptation 

which used just such a parameter adaptation technique [Huang 2002]. He claims that 

the relative error rate reduction of 12.27% is achieved when only 10 utterances are 

available. This level of interaction approaches that of the ATTAIN system so could 

be investigated as way of improving the underlying ASR system.

This research has also developed a component, (Last Word Processor LWP), module 

which can find automatically the last word from a user’s utterance. This component 

can be used in speech-enabled interfaces with a very large grammar to sub-divide 

the grammar in order to greatly reduce the ASR processing time for one user’s input. 

The accuracy of the LWP component depends on many factors; speaking rates being 

a major problem. Unfortunately, the current LWP performs significantly worse on 

fast speech. There are several directions in which this Last Word Processor can be 

improved for fast speech.

The attempts for improvements on the recognition of fast speech in ASR can be 

learned. [Mirghafori 1995] has proven that setting high transition probabilities on 

arcs leaving from one state to a later state in the Hidden Markov Model is useful. 

Another option is create speaking-rate dependent acoustic models [Martinez 1998]
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by collecting a corpus of speech with normal, slow, and fast speaking rates. 

Detecting the speaking rate has also attracted some attention [Morgan 1998] by 

analysing the spectrum of speech with different speaking rates. [Richardson 1999] 

proposes cepstrum length normalisation (CLN) which attempts to normalise the 

phone duration by stretching the length of the utterance in the cepstrum domain so 

that it matches the acoustic model trained on the regular speech. Using the Hidden 

Markov Models (HMM) as the acoustic models for distinguishing the last word in 

LWP would probably be the best way forward for this research. However, as HMMs 

are complex statistical models, future research have to be aware of the processing 

time overhead implicit with using HMMs. The main aim of this research was to 

produce a natural communication interface that would operate in real-time. Using 

advanced techniques to improve perfonnance is only acceptable if the extra 

processing time overhead do not seriously compromise the real-time interaction 

objective.

Finally, a different modality of input is also required in situations where the ASR 

persistently fails to recognise what the user has said because of the user’s ambiguous 

pronunciation. The user will be stuck at this point without access to a different input 

modality. Keypad input would be the best alternative input method. When the 

system detects “trouble” conditions, the current system gradually reduces the 

allowed scope of user input by applying more and more input constraints and 

specific prompts. After two attempts, the system switches to a directed-dialogue 

mode where it continues to prompt the user for one piece of information at a time. If 

the system still cannot recognise what the user has said, the system could ask the 

user to input the data using the phone keypad. Using such a modality requires that 

the system must remain open to the possibility that the hypothesised word is 

misspelt. In future research, an intelligent spell checker could be built. If the spell 

checker is not robust enough to identify all the words from the misspelling, the 

system would need to initiate a disambiguation sub-dialogue to resolve the 

ambiguity.
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Appendix 1: The Questionnaire of Usability 
Test
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Question 7
This system is very natural.
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(Speech interface)
Please circle one of the numbers for each question.
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Question 6
i often made mistakes when using this system.
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Question 7
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(Preference)
Please circle one of the numbers for each question.

Question 1
Which system would you prefer to use to get a journey plan?

Text Message Speech

You like the above system because:
(Please circle YES or NO)

Question 1.1
the system is innovative and interesting? YES NO

Question 1.2
the system allows you get result quickly? YES NO

Question 1.3
the system is very accurate? YES NO

Question 1.4
you feel natural using it compared to using the others system? YES NO

Question 1.5
Other Reasons?___________ _____________ ___  ____
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If you did not like using the voice interface is it because:
(Please circle YES or NO)

Question 1
the system too slow? YES NO

Question 2
the system is not very accurate? YES NO

Question 3
you are not used to using such system to get information? YES NO

Question 4
the system is boring? YES NO

Question 5
the dialogue is inflexible? YES NO

Question 6
the system output is unclear? YES NO

Question 7
you can not remember Ihe enquiry result? YES NO

Question 8
the system is not natural? YES NO

Question 9
Other Reasons?
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Appendix 2: The Canonical WAVE File 
Format

File Offset Field Name Field Size (Bytes) Chunk Descriptor
4 ChunkID 4 The format of concern here is 

“WAVE”, which requires tow 
sub-chunks: “fmt” and “data”.

8 ChunkSize 4
12 Format 4
16 Subchunk 1 ID 4

This chunk describes the 
format of the sound 

information in the data sub­
chunk.

20 Subchunk 1 Size 4
22 AudioFormat 2
24 NumChannels 2
28 SampleRate 4
32 ByteRate 4
34 BlockAlign 2
36 BitsPerSample 2
40 Subchunk2 ID 4 This Chunk indicates the size 

of the sound information and 
contains the raw sound data.

44 Subchunk2 Size 4
Data Subchunk2 Size

Offset Size Name 

0 4 ChunkID

4 4 ChunkSize

4 Format

Description

Contains the letters “RIFF” in ASCII form (0x52494646 
big-endian form).

36 + SubChunk2Size, or more precisely:
4 + (8 + SubChunk 1 Size) + (8 + SubChunk2Size)
This is the size of the rest of the chunk following this 
number.
This is the size of entire file in bytes minus 8 bytes for 
the two fields not included in this count:
ChunkID and ChunkSize.

Contains the letters “WAVE” (0x57415645 big-endian 
form).

12 4 SubchunkllD Contains the letters “fmt “ (0x666d7420 big-endian
form).

16 4 SubchunklSize 16 for PCM. This is the size of the rest of the Subchunk
which follows this number.

20 2 AudioFormat PCM = 1 (i.e. Linear quantization) Values other than 1
indicate some form of compression.
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22 2 NumChannels Mono = 1, Stereo = 2, etc.

24 4 SampleRate 8000, 44100, etc.

28 4 ByteRate SampleRate * NumChannels * BitsPerSample/8

32 2 BlockAlign NumChannels * BitsPerSample/8 
The number of bytes for one sample including all 
channels.

34 2 BitsPerSample 8 bits = 8, 16 bits = 16, etc.

36 4 Subchirak2ID Contains the letters “data” (0x64617461 big-endian
form).

40 4 Subchunk2Size NumSamples * NumChannels * BitsPerSample/8
This is the number of bytes in the data. You can also 
think of this as the size of the read of the subchunk 
following this number.

44 * Data The actual sound data.
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Glossary
ANN Artificial Neural Networks

ASP Active Server Page

ATTAIN Advance Traffic and Travel Information System

CD Compact Disc

CGI Common Gateway Interface

CTW Computer and Telephone-Accessed WWW System

DIME Distributed Memoiy Environment

DTI Dialogic Telephony Interface

DTMF Dual Tone Multi-Frequency

GPS Global Positioning Systems

GSL Grammar Specification Language

HCI Human Computer Interactions

HPML Hyper Phone Markup Language

HMM Hidden Markov Models

IBM International Business Machines

IM Instant Messaging

ISDN Integrated Services Digital Networks

JSP JavaServer Page

MIT Massachusetts Institute of Technology

MMS Multimedia Messaging Service

o o v Out Of Vocabulary

PDA Personal Digital Assistant

PRI Primary Rate Interface

SDK Software Development Kit

SMS Short Messaging Service

VoiceXML Voice extensible Markup Language 

W3C The World Wide Web Consortium

WWW World Wide Web




