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Abstract

AUTOMATED ASSESSMENT OF 
HANDWRITTEN SCRIPTS

A b strac t

In this thesis, the automatic assessment o f handwritten responses to formal exam 
questions is introduced as a novel research area. This work highlights difficulty o f 
recognising children’s handwriting since the handwritten samples used are often o f a 
poorer quality compared to that given by an adult. The work also shows that the errors 
that are introduced through recognition of the handwriting can be overcome by using 
a Specific Word Assessment Technique (SWAT). This technique utilises the nature of 
the assessment medium to concentrate on scoring responses according to how well the 
handwritten images match to the actual correct answer. This is in direct contrast to a 
Conventional Lexical Approach (CLA), which is required to match the handwritten 
image against all possible answers. In the CLA, the automatic assessment is reliant 
upon the handwriting recognition stage producing a perfect reconstruction of the 
written responses before being compared to the model answer.

The performance of both the CLA and the novel SWAT is evaluated when each 
method is employed to assess a number o f different question response styles. In the 
first instance, a preliminary investigation is carried out using the CLA in order to 
determine the practicality o f automatically assessing highly constrained adult 
handwritten responses. SWAT is then introduced as an alternative method for 
automatically assessing children’s single word handwritten responses and a 
retrospective experiment is then carried out, employing SWAT to automatically assess 
the adult’s handwritten responses from the preliminary investigation.

The thesis will show that the generalised CLA is not robust enough to be able to cope 
with the errors introduced at the recognition stage and therefore the overall automatic 
assessment system incurs a large inaccuracy. This is shown to its fullest extent when 
the CLA is employed to automatically assess children’s handwritten sentence 
responses. The CLA automatically assessed 88% o f all the responses, but this was at 
the expense of an overall assessment accuracy of only 37%. The use of a questions 
history is also exploited in order to give greater assessment accuracy. It is used to help 
assess the recognised responses from both o f the two methods and was compared to 
baseline results where the history has not been used. Results show that the SWAT 
with History (SWATH) has the better performance with an overall assessment 
accuracy o f 100%. The high accuracy has been achieved at the expense o f the total 
number o f responses assessed, 33%. The approach was not sufficiently confident o f 
67% of the responses to automatically assess them however the system was able to 
automatically set aside the responses for human intervention.

The work in this thesis illustrates the potential for automatically assessing handwritten 
responses using current handwriting recognition systems and provides a basis for 
future research in the area o f automatic assessment o f handwritten scripts.
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Chapter 1- Introduction To Automatic Assessment

CHAPTER 1: INTRODUCTION TO AUTOMATIC ASSESSMENT

Assessment is a vital tool in education. It helps teachers measure the ability of students 

and identifies individuals who are struggling, improving or excelling at the assessed 

subject. Assessment information also provides an indication of the rate of learning within 

a given class. This can then be compared to national averages such as those given by the 

National Curriculum. However, assessment is very time consuming and this is 

particularly so for the marking of formal examinations, where double marking is often 

used. This process is very labour intensive and therefore costly. However, it is essential in 

order to sustain the high level of accuracy required for such assessments. The work 

presented in this thesis aims to address this dilemma by investigating novel automated 

approaches for the assessment of handwritten responses in order to increase the efficiency 

of the assessment process whilst maintaining a high assessment accuracy. In the 

remainder of this chapter, the different forms of assessment and question styles currently 

in use are discussed along with the advantages that can be gained by employing 

Computer Aided Assessment (CAA).

There are two forms of assessment, summative and formative. Formative assessment is 

an iterative process used to evaluate the students understanding of a subject before the 

opportunity to leam the material has passed [16]. This type of assessment is usually 

straightforward and relatively quick to process, in order that the assessment information 

can be applied immediately. Summative assessment, on the other hand, is used at the end 

of a given period of teaching to provide a measure of the ‘sum of knowledge’ that the 

student has leamt [16]. Thus, more complex assessment can be applied since the

1



Chapter 1- Introduction To Automatic Assessment

assessment information is not required immediately. However, this then requires a lot 

more manual labour to process all of the assessment information. Work to introduce 

computerised formative assessment is currently being carried out [97,120], however the 

work in this thesis will focus on the assessment of formal handwritten summative 

assessment in order to increase the efficiency of this assessment method.

1.1 Forms of Summative A ssessm ent

There are various forms of summative assessment; a few are listed below:

Unseen Examination 
Seen Examination 
Essay 
Project

Unseen examinations are the traditional form of summative assessment. Such 

assessments are used to evaluate the student’s knowledge of a given subject. Students are 

confronted with a number of question formats e.g. essay, problem, short-answer or 

multiple-choice questions (see section 1.2). The examinations are said to be unseen, as 

the students have no prior knowledge of the questions that will be given. In addition, the 

students will also have to complete the exam with no other stimulus to aid them. This is 

in complete contrast to seen examinations where students have access to additional 

resources such as case-material before an examination. These resources are then used as 

the stimulus in the exam, although the students still have no prior information about the 

questions that will be given. Additionally, in seen examinations, students may use 

textbooks (new or untainted) to reference their answers during an exam. In this way, they 

can be given an opportunity to show their ability to construct arguments and infonnative

2



Chapter 1- Introduction To Automatic Assessment

answers. The question styles used for this type of assessment tend to require an essay 

style response.

An essay, in itself, is another traditional form of summative assessment. Instead of the 

student being asked to complete the task in a controlled and timed environment, as in an 

exam, they are encouraged to investigate and research the question in their own time. 

Their response takes the form of a piece of writing and is only restricted by a set word- 

limit. As times and technology have changed so the medium in which an essay is 

presented has also changed from being handwritten responses on loose leaf paper to an 

electronic submission or hardcopy of word processed document. A project, report or 

coursework is not too different from an essay. However, in addition to the written criteria 

the student must also carry out a practical investigation.

3



Chapter 1- Introduction To Automatic Assessment

1.2 Question Styles

The simplest style of question is the multiple-choice question (MCQ). MCQs consist of a 

prompt, either a question or the start o f a sentence which the student must then complete 

(see figure 1.1).

□  cake 

[ j  butter

This is a Q  window Q  door

□  table ivf chair

Figure 1.1: Example o f  a m ult ip le -ch o ice  q u est ion  from  
Progress in English 6, published  by NFER-Nelson

The student has then to choose from a number of alternative answers, one of which is the 

correct answer. MCQs are objective in that there is a single definitive answer. They are 

therefore relatively easy to mark thus generating the assessment information quickly. 

This efficient tum-a-round is very desirable since teaching time is limited and is better 

spent with the students rather then scoring exam papers. However, it is very difficult to 

grade a student’s understanding of a subject solely from an MCQ exam as they are unable 

to construct an argument or give their own interpretation of the answer. MCQ’s have also 

been prone to criticism, suggesting that they are too easy and that the students can simply 

guess the correct answer [16].

Here is some Q  fruit
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Short answer questions require a response from the student that has not been given to 

them as part of a list of alternatives. A response in the form of a single word, part 

sentence or full sentence can be given to answer a question and is only limited to the 

space provided. Figure 1.2 shows a question set for 10 year old children in England. The 

likelihood of the child guessing the correct answer in this case is considerably smaller 

than it is with MCQ’s. Therefore to give the correct answer the child must have some 

understanding or, at the very least, be able to remember what has been taught. This form 

of response can also be used to assess the student’s ability to write and spell.

2, The steam-engine shot out of the tunnel, snorting and puffing. 

What was snorted and puffed out by the steam-engine?

Figure 1.2: Example o f  a short answer q uest ion  from Progress in English 10,

published  by NFER-Nelson

The complexity of the assessment criteria has also increased from that of the MCQ 

format, because short answer questions require the child to give their own interpretation 

of the answers instead of being given implicit answers. The increased complexity of the 

assessment criteria will therefore impact on how suitable it is for automatic assessment. 

Simple assessment criteria, as in the case of the MCQ, may be fairly simple to model but 

criteria containing a number of possible answers to one question will be more difficult to 

model.
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The problem question style usually requires the student to carry out some form of 

calculation and present the answer for the mark (see figure 1.3). Full marks can be given 

for the correct answer, but partial marks can also be awarded if the student has derived an 

incorrect solution but has chosen and shown the correct method.

\-V-.

Mrs Jones paid three amounts of m oney into the bank over the 
summer months.

In June she paid in £ 5 0 .2 8 . *f ^
In July she paid in £ 3 7 .5 0 . ^  i*o

In August she paid in £ 1 7MO. yo S '\ S?

How much m oney did she pay in altogether?

Answer £ ______ 10 5 1 2___

Figure 1.3: Example o f  a problem  style q u estion  from Mathematics 1 0, 
published  by NFER-Nelson

A question that requires more than a simple sentence response is described as an essay 

question (see figure 1.4 on the following page). This style of questioning is exactly the 

same as setting an essay except that the students are under strict exam conditions. As a 

consequence, this leads to the students focusing on the content and less upon the neatness 

of the exercise. This will impact on how well a written response can be automatically 

recognised and will be discussed again in chapter 2. Essay questions usually focus on 

ideas and understanding and as a result the assessment becomes very broad. Instead of 

listing all possible answers, more generalised assessment criteria are used in the form of 

assessment guidelines. To assess all the possible responses the assessors are required to 

use their own knowledge to assess whether the responses are correct. A computerised

6



Chapter 1- Introduction To Automatic Assessment

system would require a level of understanding equivalent to that of a human assessor if it 

is to assess such responses successfully.

si
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1.3 A utom ated A ssessm ent

Automatic Assessment (AA) is not a novel concept. As pattern recognition technology 

has improved so more of the technology is being utilised for applications such as AA. For 

instance, Optical Mark Recognition (OMR) is regularly employed to score and assess 

formal examinations. This section briefly describes the state of the art in AA, and shows 

that the automated assessment of handwritten scripts is the next logical research step.

1.3.1 Optical Mark Recognition Scoring

OMR was first used to score MCQs in 1963 [146] and is still used today to mark 

examinations all over the world. OMR works by recognising boxes that have been filled 

in on an OMR ready answer sheet (see figure 1.5).

1 1 1 « 1 1 1 1 1  i 1 1 1 ! i f 1 1 1 1 1 1 1 1 1 1 1 i 1 1 1 1 1  i 1 1 1  i t 1 1 1  I « 1 1 1 1 1 1  111
I  * : ■ * |  ■AW.IKS HI: •  *

3 I  ft ' •  2S. ft : " ft ft ».* ' .' ft ft- ft V ft ft ft (ft

 ■    * # ft i  I I' 26 -ft &  § i  § * i * § € I  *•. ft- *• % € €Cs**» V.hpv ftpr .wan, ? § ft ft C ft ■# 5 ft 3 $ I ft S® ® ft- € ft € ftS |  .* " « ,??•(* . • ft ft ^ ft ' ft ft ft >
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Figure 1.5: An ex a m p le  o f  an OMR ready answ er  sh ee t  

Each student is given a question script and an OMR ready answer sheet. They must then

read the questions and translate their answer to the sheet by filling in the appropriate box.

For example, in question 3 the student has selected the response that requires them to fill
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in block C on row 3. The efficiency of this technology has been reported as 99% with an 

accuracy of 100% [146]; the remaining 1% of the responses having been automatically 

rejected and passed for manual assessment. Unfortunately, the use of this type of 

automatic assessment is limited to multiple choice style questions and its use demands 

that the student be able to efficiently translate their chosen response to a question by 

marking a separate piece of paper. If the student is not able to cany out this then even if 

they know the correct answer, they will be penalised. This is unacceptable. Students 

should not be disadvantaged for the sake of efficient assessment.

1.3.2 Automatic On-Line Scoring using Natural Language Processing

At the forefront of the assessment of on-line testing is the commercial group behind 

QuestionMark™. This software has the ability to generate tests that accept on-line 

responses to MCQ, problem, and short answer questions. Being text based its recognition 

accuracy is very good when dealing with the sort of yes/no or single word answers 

synonymous with MCQ questions.

QuestionMark’s performance decreases as the complexity of the response increases 

however. Research has been done into applying Natural Language Processing (NLP) 

techniques to the user inputs in order to reduce the ambiguity found in multi-word 

responses [7,22,23,86] and this has been shown to help improve the assessment.

Burstein et al report scoring rates of 97% on computer ready essays and short answer 

questions using NLP based assessment [22]. Their scoring rate is calculated as the
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number of automatically assessed responses that are in agreement with a scoring given by 

a human assessor. Burstein et al’s automatic assessment system scores the responses 

based on a six-point holistic scale. This is the same method as used in the manual 

process. The manual process involves two human assessors. Scoring the responses 

independently. If the two scores differ by more than one point, a third assessor is 

introduced to resolve the final score. The automatic system takes the place of one of the 

initial human assessors so that only two human assessors are needed, one to score the 

responses and one to resolve the responses where the automatic assessment and human 

assessor are not in agreement. The second human assessor is only required 3% of the 

time. This level of difference is reported as being comparable to that normally seen when 

three human assessors are employed.

Despite the reasonable performances of these two systems, there are limitations in using 

this form of assessment. If the users are incapable of relating their thoughts efficiently via 

a keyboard or the cost of class testing done on a computer versus the traditional pen & 

paper is too high, then a move from paper based assessment to on-line testing is 

impractical. Thus, the automated assessment of handwritten scripts is an obvious 

progression.

10
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1.3.3 Traditional Handwritten Exams

Traditional handwritten examinations are still the most common form of examination at 

every level of education and a large proportion of a teacher’s time is spent marking these 

examinations and tests. If these could be assessed automatically, the pressure on teachers 

would be eased in a similar manner to the way in which OMR and on-line assessment has 

relieved the burden of assessment for higher education lecturers.

However, the main restriction that arises from this type of application is that it needs to 

be extremely accurate. The price of a recognition error (i.e., automatically marking as 

correct a misrecognised response) is much higher than any savings that can be gained 

from automatically scoring a correctly recognised response. General handwriting 

recognition systems can correctly recognise only 87% of all responses [25]. Thus, 

without any post-recognition error detection, 13% of all handwritten responses would be 

recognised incorrectly. If these recognition errors were to be passed on to the assessment 

stage an assessment error of 13% would result. This is obviously unacceptable. However, 

if  these misrecognised responses can be detected and filtered out for manual processing 

before automatic assessment is applied then the assessment accuracy of the system can be 

maintained. Automatic systems must be able to refuse to assess a response when the 

probability of making a mistake is deemed to be too high, i.e. the system should only pass 

on a recognised response to the assessment stage when it is known that the recognition 

system is highly confident o f the recognition being correct.

11
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1.4 Summary of Justification

The aim of this work is to find an economic and reliable solution to the manual 

assessment of handwritten responses. Traditional human and current on-line assessment 

are very expensive, therefore the automated assessment of pen and paper exams would be 

a viable option so long as it can be proven to be as accurate as on-line assessment 

methods. There are two main reasons to pursue this research. The first is to free a 

teacher’s time so that they can concentrate on teaching, and the second is to prevent the 

translation errors that can occur using the OMR ready sheets and/or a keyboard.

1.5 Outline of Report

This chapter introduces the rationale for investigating the automated assessment of 

cursive scripts and shows that applying handwriting recognition to assess handwritten 

responses is a viable avenue of research. Chapter 2 offers a state of the art review of 

current handwriting recognition techniques, focusing primarily upon applied handwriting 

recognition systems and post processing to improve overall system accuracy.

Chapter 3 presents a preliminary investigation using the conventional lexical approach to 

handwriting recognition. This is used to produce a set of baseline results with the aim of 

showing that the automatic assessment of handwritten responses is achievable when all of 

the possible responses are known prior to recognition. Errors introduced by the

12
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recognition processes are shown to be confidently identified, through the use of 

contextual bridging allowing them to be passed for manual assessment, thereby 

improving the overall assessment accuracy of the automated system.

In chapter 4 a Specific Word Assessment Technique (SWAT) is developed for the 

automatic assessment of children’s single word responses. The use of contextual bridging 

camiot be carried over to this style of question responses, as there is only a single word in 

each of the responses. Therefore SWAT was designed to emulate the assessment 

reasoning used by a human assessor. Instead of attempting to confidently recognise the 

response given (as had been the goal in chapter 3) the aim was to assess whether or not 

the response is correct or not by only evaluating the word image against the correct 

answer. The approach introduced in this chapter is shown to have a significant advantage 

over the conventional lexical based assessment as a result of the reduction of ambiguity 

within the lexicon used. This result is reinforced when SWAT is retrospectively used to 

assess the data set used in chapter 3.

Chapter 5 introduces a derivative of SWAT that can be used for the process of 

recognising and assessing children’s handwritten single sentence style responses. In this 

derivative, each question is given a specific lexicon of syntactically ordered keywords 

derived from a set o f model answers. This again minimises the ambiguity found when 

using larger lexicons and provides a form of confidence measure to check for recognition 

errors. The chapter then compares the performance of this SWAT derivative against the 

conventional lexical approach. It then goes on to investigate the benefits of augmenting

13
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SWAT with contextual word bridges as well as using a question’s response history to 

form a more robust assessment solution. Again, in each case, the performance is 

evaluated against an equivalent conventional lexical approach to determine if there is a 

performance gain.

Chapter 6 concludes the work and discusses the achievements and possible improvements 

that could be carried out on the methods produced. This final chapter also suggests 

possible avenues of research that have emerged throughout this PhD, which could be 

interesting projects for the future.
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CHAPTER 2: LITERATURE SURVEY

How can the automated assessment of a handwritten response be achieved? This is the 

fundamental question that is to be addressed in this thesis. The task of automatically 

marking a traditional handwritten exam paper has a definite similarity to the automatic 

processing of handwritten forms, where it will be shown that it is the recognition of the 

cursive script that limits the accuracy of such systems. Therefore, before work 

commences it is necessary to identify the major processes that will be used to build an 

automated assessment system and to explore the work done by others in the generic 

research area of handwriting recognition.

A brief review of the problems associated with the recognition of adult and children’s 

handwriting is provided in sections 2.1 & 2.2. Section 2.3 details the principal approaches 

to handwriting recognition, featuring all aspects of handwriting recognition from 

Intelligent Character Recognition (ICR) to unconstrained handwriting recognition. This is 

followed, in section 2.4, with a comprehensive study of the current applications of static 

handwriting recognition together with an understanding of how the problems involved 

may impact upon the automatic assessment of handwritten responses. Finally, in section

2.5, current research methods for improving the underlying recognition results are 

reviewed.
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2.1 Introduction to  handwriting recognition

There is a huge demand for automatic processing systems that can evaluate and translate 

vast amounts of paper-based data [125,140]. One example of this has been seen in 

chapter 1 where OMR methodology is applied to automatically process forms [146]. This 

form of recognition is highly accurate but is limited to a few applications and prone to 

user-introduced errors. Another example is the automated processing of handwritten 

block capital characters found on many forms [43]. Intelligent Character Recognition 

(ICR) is employed to recognise these characters and, like OMR, it is a commercially 

viable solution [45,47,76]. The ICR methodology will be discussed in section 2.2.1. The 

main reason why both of these two techniques are so successful can be attributed to style 

control. Controlling the structure and design of a form along with how the user provides 

the relevant information all contributes to constraining the problem of style variation. The 

companies that create the forms can produce ‘computer friendly’ forms that have been 

especially designed so that they can be automatically processed with the minimum of 

problems. The use of the colour and the layout of the form can be used to identify the 

form (form registration) and then to locate and extract the handwriting [147]. The 

producers of the forms can also request that the user write in a specific way (block 

capitals) and use a specific writing medium i.e. blue or black ink only. This is the only 

justifiable way to constrain the problem once the form is in the public domain; other 

constraints such as limiting style variation by limiting the number of users is neither 

practical nor possible. The inability to handle the vast range of writing styles is the main

16
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restriction that makes the recognition of unconstrained handwriting such a complex task 

[44,70,92,125,129].

2.2 The Problem of Style Variation

To limit the complexity of style variation it is possible to categorise the types of 

handwriting to establish the most appropriate methods for recognition. Handwriting can 

be rudimentarily classified in two ways: style & case. Handwriting style can be further 

classified into either discrete, cursive or mixed writing (see figure 2.1). Tepart et al go 

further and introduces boxed discrete characters as another style of handwriting [134]. 

However, this style of handwriting is wholly dependant on whether or not there are 

predefined boxes to write in. Generally speaking, writers will not limit themselves to 

write in this manner unless they are prompted to do so. Therefore, boxed discrete 

characters may be classified as a high-level handwriting style rather than as a 

fundamental style of handwriting.

discrete -  style UPPERCASE

CW \4M lt -  ' i f y - i t

w u k c c | -  style/ lo w e r c a ^
Figure 2 .1 : Exam ple o f  a sty le  Figure 2 .2: Exam ple o f  a case
cla ssifica tion  o f  handwriting classifica tion  o f  handwriting

The second fundamental classification of handwriting is the character-case that the word 

image has been written in. There are three possible cases: UPPERCASE, lowercase and 

Mixed-Case (see figure 2.2).

17
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These two classifications of handwriting are independent of each other. Therefore, all 

handwritten words have both a style and a case. The different examples of styles of 

handwriting shown in figure 2.1 are all examples of lowercase writing as well as being 

different style examples. Equally, in figure 2.2, the uppercase words can be classified as 

discretely written words etc.

Ebadian Dehkordi et al have shown that the accuracy of the recognition process can be 

increased in instances where the style and case of the handwriting can be classified at the 

pre-processing stage [37]. The way in which this approach improves recognition is two 

fold. Being able to predetermine the case of a handwritten word cuts down the number of 

patterns against which it needs to be matched, reducing ambiguity. Secondly, the style of 

handwriting can be classified, pre-recognition, so that recognition is only attempted for 

those handwriting styles that have previously been seen by the recogniser. This can be 

taken further so that the classification process can take into account the style-based 

performance of a multi-recogniser system such that the style classifier passes the image to 

the recogniser that is best suited to recognise that style of writing.

In addition to the inherent problems associated with style variation in adult handwriting it 

should be noted that the majority of handwritten samples requiring assessment are 

generated from within educational institutes such as schools, colleges and universities. 

Children as young as 5 years old are required to take formal exams in English and 

Mathematics. Consequently, there is a need to investigate the impact of children’s

18
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handwriting style alongside the problems associated with the recognition of adult’s 

handwriting. An example of children’s handwriting can be seen in figure 2.3.

The handwritten words are responses taken from an exam question written for children 

aged 6-7 years old. Most of the words are legible even though they are not ‘neat’. The 

children’s handwriting is badly formed and miss spelt. The formation of words in 

handwriting is very important to a human reader as it determines how legible the 

handwriting is. A perfectly formed word will always be legible assuming that the reader 

has previously leamt the word. However, a badly formed word may still be legible 

although the reader will have to work harder to understand the words meaning. The 

reader will often be able to use their experience and the context in which the word has 

been written (i.e. semantic and syntactic analysis) to better recognise the word. However 

to a computerised handwriting recognition system, an illegible word is one that is

V~> v p

Figure 2 .3: Exam ples o f  ch ild ren ’s handwriting
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incorrectly recognised either as a result of the word not being in its lexicon or the 

recogniser not having been trained on that style of handwriting. For example if the 

recogniser is unable to find the features present in the word or there are an inadequate 

amount of features to look for in the first place then the recogniser will be unable to 

uniquely separate out the word from others in the lexicon.

In the example of the children’s handwriting, shown in figure 2.3, it can be seen that most 

of the characters are formed correctly, but are incorrect in relation to the other characters. 

For example, the first word reads as ‘stoPPed’. All seven characters have been written 

correctly, although both of the ‘P’s have been effectively capitalised as they are both 

above the base line of the word. This transforms the shape of the word and some of the 

features that are used to recognise the word have been lost. In this case the two vertical 

bars of the ‘P ’s do not descend below the base line resulting in the loss of two main 

features known as ‘descenders’1. Thus, children’s handwriting will affect the recognition 

rate of a system that has predominantly been trained and optimised for adult handwriting. 

This is explored further in chapter 4.

In summary then, it has been shown that handwriting is highly variable even though it is 

possible to classify style into only nine types formed from just 52 characters. It is the 

actual written interpretation of the characters, their order and the impact on neighbouring 

characters that makes handwriting recognition a particularly complex problem.

1 These features will be discussed in more detail along with the holistic recognition system in chapter 3



Chapter 2- Literature Survey

The following sections will discuss handwriting recognition in general, its application 

and how it can be improved through the use of context and confidence measures.

2.3 General Handwriting Recognition

Offline handwriting recognition is the recognition of an image that has been written using 

a pen on paper and that has to be digitised before recognition. This is in contrast to online 

recognition where the user writes onto digital paper or by using a digital pen. Online 

digital images are therefore dynamically generated and the temporal information 

contained within them is preserved. This temporal information gives an additional 

dimension to the writing thus enabling more accurate recognition of the images 

[74,75,105,113,125]. Using the temporal information, commercially viable results have 

been gained and products are currently on the market that can efficiently recognise online 

handwriting [125]. It will be shown in the following sections of this chapter that, without 

this extra dimension, the recognition rates of offline handwriting becomes poorer as it 

becomes increasingly difficult to the find the characters and features in words that are 

used to distinguish ambiguous images from each other. Therefore offline recognition is 

still very much an unsolved problem and this work will focus specifically on offline 

handwriting recognition.

There are two fundamental approaches to recognising offline handwriting:

■ Character Based Recognition

■ Word Based Recognition
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A number of pattern analysis techniques have been employed for both of these 

approaches. The predominant techniques are Artificial Neural Networks (ANN), Hidden 

Markov Models (HMM) and Fuzzy Logic along with other rule based classifiers. It is not 

the author’s intention to give a detailed account of how each o f these techniques work but 

to show how they can be applied to handwriting recognition. Please refer to the 

references for a detailed understanding of ANN [2,8,9,13,17,49,143,145], HMM 

[12,19,23,53,71,107,112,142] & Fuzzy Logic [39,103] based recognition systems.

2.3.1 Character Based Recognition

Character-based recognition is an approach in which individual characters are segmented 

from a word image and then recognised separately. The character segments can be 

evaluated against a lexicon produced from the model feature sets of the 26 characters 

used in the English written language (this can be increased to 52 characters if  the 

uppercase set is included). A list of most probable (or most confidently) recognised 

characters can be produced for each character segment. These lists can then be used to 

create a letter graph that can be traversed and analysed using a dictionary to form a list of 

possible words (see figure 2.4).

Segmentation Recognition Analysis Result

H E L L

idle

1: 0©£XC@
*•2: M F C C Q

3: W B Z 2  D

1: pj§*D0 a
> 2 : (tJ a e e(§)

3: k o p p e

hello

Figure 2 .4: S im plistic view  o f  character recogn ition
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This means that a lexicon of just 26 (or 52) characters could be used to recognise every 

word in the English language. The importance of this is explained further, when the 

merits and drawbacks of the word recognition approaches are discussed in section 2.3.

Intelligent Character Recognition has been used commercially to recognise deliberately 

separated characters on forms for the past decade [1,29,46,90,91,146]. The fomis indicate 

that block capital letters must be used and only one character per box. A typical example 

of this is shown in the top example of figure 2.4. It can be seen that the segmentation of 

the characters has been made simpler by constraining how the user can respond.

However, character-based recognition is also being researched for recognition of less 

constrained handwriting [43,48,76,82,122,133]. To do this the segmentation points within 

die words must first be found before the individual characters can be recognised. This 

segmentation-based recognition employs similar character recognition processes to that 

used in ICR, but the recognition is highly dependent upon the segmentation process being 

100% accurate. For example, in figure 2.5 and 2.6 the words ‘clear’ and ‘minimum’ has 

been written. The word ‘clear’ could easily be mistaken for ‘dear’ if the segmentation 

points are incorrectly positioned. Semantic analysis of the whole recognised sentence 

containing the word ‘clear ’ would improve the chances of determining whether or not the 

word is actually ‘clear ’ or ‘dear ’ in both word and character-based recognition. Semantic 

analysis is discussed in section 2.4 along with other post-processing methods, which 

attempt to improve the recognition. On the other hand, *minimum ’ poses a more complex 

problem. The best and required result is ‘minimum ’ segmented into seven characters [81,
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82, 83]. However, it is easy to see why it is difficult to know when to stop segmenting 

and in the final attempt at segmentation there are 16 characters. This is the major 

weakness in segmentation-based character recognition systems as the ligatures (a ligature 

is a feature that connects two written characters) are highly ambiguous and, depending 

upon the writer, highly variable.

Figure 2 .5: Exam ple o f  am bigu ity  within w ritten w ord s

m l n J A n a m /  '

Figure 2.6: Exam ple o f  th e co m p lex ity  w h en  seg m en tin g  a cursively  w ritten word  

2.3.2 Holistic Word Recognition

Word recognition is the process o f recognising the whole word image 

[51,78,79,102,115,116,131]. Features such as ascenders & descenders as well as the 

word, length, height and shape of the word are all used to match the image to a set 

number of word templates held in a lexicon. The lexicon must hold all the possible words
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that may be passed for recognition. If an image is passed for recognition then the system 

will try and recognise that image as one of the word templates in the lexicon and the best 

match will be produced (see figure 2.7).

Image Recognition Analysis Result

Feature Feature
Extraction

* 0
%

In  M atch ing  ^  1 :  h © * 0  S 3 . 2  — r

f 2: 721 *—► h e l l o^  3:hei 70.9

Figure 2.7: The h o listic  word recogn ition  m eth od . The ex tracted  fea tu res c o n s is ts
o f  vertical bars, h o les  and cu p s

2.3.3 Handwriting Recognition Methods

Table 2.1 suggests that the problem of recognising handwritten numerals, characters and 

words is close to being solved. However, the recognition rates (Rec. Rate) reported are 

heavily dependent upon specific test conditions such as the size o f lexicons (Lex. Size), 

the style of handwriting and the number of writers tested.

1st Author Rec. Rate (%) Lex. Size # Images Rec. Type Rec. Method
Flemming -99.5 24 100 Char Gaussian Classifier

Kavallieratou 98.8 10 2000 Num Radial Histograms
Bunke 98.4 150 3000 Word HMM
Kimura 98.0 10 2998 Word Dynamic
Koerich 98.0 10 4764 Word HMM
Kovacs 97.0 26 12000 Char ANN

Chen 96.8 26 2000 Char HMM
Senior 96.2 10 1016 Word Hybrid
Garris 92.0 10 1434 Char/Num ANN
Kimura 91.5 1000 2998 Word Dynamic

Soon-Man 90.4 100 5297 Word/Num ANN
Procter 88.8 713 2031 Word HMM
Senior 88.3 30,000 1016 Word Hybrid

Vinciarelli 83.6 1334 1016 Word HMM
Cai 64.6 14 113 Word Fuzzy

Evans 62.4 200 1987 Word Fuzzy

Table 2.1I: The sta te  o f  the art in gen eral handwriting recogn ition
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As stated early in this section, many methods have been developed to try and solve 

handwriting recognition. Methods include: HMMs, ANNs and other classifiers that are 

trained on particular features to distinguish the characters or words. At the moment, there 

is no exceptional method that outperforms the rest and all have shown the potential to 

solve the problem of handwriting recognition. Also, there 1 10 a single way in which each 

method can be applied or combined to attempt to solve the problem.

Kovacs presents a novel architecture for character recognition using three ANNs in 

parallel [76]. Three Multi-Layer Perceptron networks were trained to classify three 

unique features that related to pixel positions, contour orientation and the bending points. 

Creating pair-wise vectors as inputs to the networks produced results of 97% accuracy on 

uppercase characters and 89% on lowercase characters. An alternative to using an ANN 

is the use of HMM’s. Chen describes a method of using different HMM architectures to 

recognise cursive characters under “real world” conditions [28]. Each handwritten 

character is segmented into quarters and graphemes are extracted to build a model of the 

word that can be analysed by the HMM. The authors accomplished this with varying 

degrees. Recognition rates between 74% and 98% were reported depending on the size of 

dictionary used. In addition, this method assumed 100% reliable segmentation of the 

characters from the cursive word image in the first instance. Garris et al describe an 

approach whereby character images are passed though Gabor filters before being 

recognised by an ANN [48]. Gabor functions reduce random image noise and smooth out 

irregularities in the image structure by acting as spatially localised low-pass filters. The 

Gabor filter proves to be effective in developing training sets that have improved
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generalisation resulting in an improved recognition rate of 92% for the ten numerals. The 

three previous examples of character recognition used the lower case character set. A 

block capital recogniser has been designed by Flemming & Hemmings in which the 

characters are expressed as “lines and junctions” [43]. These features are measured and 

identified in terms of their location within the character. The measurements taken are 

then applied to a Gaussian statistical classifier. The results show that 93% of the test set 

was classified with only 0.65% error i.e. 99.5% recognition rate on the classified words. 

The ability to reject low-confidence recognition results becomes even more important 

when the importance of not passing on a misrecognised handwriting outweighs the need 

to recognise every image passed for recognition. This is acknowledged further in section 

2.3, when handwriting recognition is applied to solve a real world problem such as 

reading the address on a piece of mail.

In contrast to character recognition, Soon-Man et al present an holistic approach for 

recognising touching numeral pairs as a whole (word) image rather than attempting to 

segment them [123]. Instead of trying to recognise each segment as one of 10 classes (the 

numerals 0-9) a lexicon of all possible pairs has to be created prior to recognition. In this 

case, 100 classes have had to be defined to accommodate all the possible images that 

could be passed for recognition even if  the images are never passed. Choi et al employ a 

Neural Network formed from a series of modular ANNs [30]. Each of the modules is a 

representation of one of the numeral pairs. Thus the output of each module is only two 

neurons, a positive and a negative neuron. The image data is passed to all modules and 

the output neurons fire. If the positive neuron fires then that module has classified the
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image as belonging to the specific numeral pair that the module has been trained to 

identify. If the negative neuron fires then the image is not the specific numeral pair the 

module is trained to classify. If both fire (or both neuron outputs are equal) then the 

module is not confident in recognising the numeral pair as either and thus cannot give a 

result. If all modules fire their negative neuron or both neurons then the numeral pair is 

rejected as no classification can be given.

Bunke et al uses HMMs to recognise cursive handwritten words producing a recognition 

rate of 98.4% [23]. Using a 150-word lexicon a skeleton graph was produced for each 

word to identify features in the shape o f the word. A HMM was then used to find these 

features in the handwritten images and recognise the word. All of the written words in 

the test set could be found in the 150-word lexicon and the writers were given exact 

instructions as to how to write the words. Even though this experiment was highly 

constrained, it was concluded that in a situation where the lexicon is limited and the 

writing could be controlled then a commercially viable solution could be possible.

Procter et al also describe a method for recognising the whole word image using Hidden 

Markov Models (HMMs) [107]. The authors present a method of holistically recognising 

written words using a target window to extract features from characters within the words. 

When training each HMM, the authors extract features from words using a window that is 

only one pixel wide and 128 pixels tall. The training set is ground truthed so that each 

character that is observed within the window is known. Therefore the features can be 

used to identify characters. The HMMs are then trained using these features and tested on
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2031 cursively written words. A recognition rate of just 49.8% was presented for this 

experiment. The authors then showed how this could be improved by adding contextual 

knowledge into the recognition stage. In this instance, the contextual knowledge was 

taken from the lexicon and instead of relying on the best HMM model to be observed at 

each point the lexicon was used to govern which HMM could be selected at any given 

time thus adding context to the recognition. The recognition rate reported was improved 

to 93.4% when the lexicon was directly used in the recognition stage. Further to this, the 

authors also applied a post-recognition word rejecter based on the probability of the 

overall HMM model not being in the lexicon. This probability was calculated using the 

observed length of the word. Therefore any word that could not be matched to a word in 

the lexicon would be rejected and flagged to be classified by another process i.e. a 

manual inspection. The results show that whilst rejecting 19% of the words, a recognition 

rate of those words that were not rejected was 99.2%. Rejecting words in this way thus 

showed to reduce the word recognition error by 5.8%. However in this experiment, the 

HMM was trained on words written by a single source. Therefore it is likely that these 

results would only be sustainable in a system that is used to test the same writer’s 

handwriting style that the system has been trained on and not previously unseen 

handwriting styles.

In summary, the major weakness of holistic word recognition is that for every application 

a large lexicon is needed that holds every possible word that could be written. Therefore 

there is no possible way to recognise word images that are not in the lexicon. This is in 

contrast to character recognition based systems where the recognised characters can be
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used to recognise any word that can be found in a large dictionary. Potentially this makes 

character based recognition more efficient and more robust in applications that require a 

large lexicon. However, the inability to confidently segment a word so limits the 

performance of such systems that holistic word recognition remains the primaiy approach 

in recognising unconstrained offline handwriting [141,144].

2.4 Applied Handwriting Recognition

Handwriting recognition has been shown to have many inherent difficulties that range 

from coping with a variety of handwriting styles to the complexity of recognising multi

word combinations that cause ambiguity. Constraining the handwriting recognition by 

means of limiting the lexicon [44] and writer styles [13,88] has been shown to help 

reduce the errors by rejecting definite misrecognition errors before they are passed on to 

the subsequent stages.

Unfortunately, for general-purpose applications, it is neither desirable to limit the number 

of users of the system nor is it possible to know the writing styles of every user who is 

going to be evaluated by the system. However, constraining the scope of what can be 

expected within the written responses, in order to improve the recognition rates, is a 

possibility.

It is envisaged that the constrained nature of assessment structure can be used to improve 

recognition so that the confident scoring of scripts can be achieved. Assessment is by its
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very nature constrained; only a known number of responses are expected to a given 

question. Thus the number of responses is finite and therefore the size of the lexicon 

used in recognition can be limited.

Off-line recognition methods such as postal addresses interpretation, cheque amount 

verification and signature verification are also areas where the benefits of constraining 

the scope of recognition can be shown to enhance recognition. These are the three main 

areas of application reported in the state of the art surveys on constrained handwriting 

recognition [101,140] and they will now be discussed briefly in order to show how the 

problems of applying handwriting recognition in each of these areas can be related to 

automated assessment.

2.4.1 Postal Address  Interpretation

A Postal Address Interpretation (PAI) system is used to recognise the layout and 

handwritten address on a piece of mail in order that the system can route the mail 

automatically. Table 2.2 (on the following page) shows a summary of the state of the art 

in PAI systems. The main problem faced in PAI is that an address may produce a number 

of different recognition problems [30,78,130]. These include postcode recognition, 

touching digit recognition and all the problems of recognising mixed case, uppercase and 

slanted handwriting, as well as dealing with noisy images [127].
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Authors Error Rates Recognition
Yields

Specific System  
information

Srihari 11291 3.2% 40% Address encoding System .

Kim e t  a l  [69] 7% - Home Address 
23% - Business Address 100% 1095 real mail address. 

Address encoding System
1000 real mail address.

Ding e t  a l  [36] 9% 100%

Jap anese Character 
recognition using slant 

correction on an existing 
projection distance 

classifier.
416 sized lexicon.

Brakensiek e t  a l  [18] 14% 100% 2000 im ages tested using 
a Hidden Markov Model.

Blumenstein e t  a l  

[17] 42% 100%
11 writers tested. 

Upper C ase Characters 
using a Neural Network.

T able 2.2: The sta te  o f  the art in PAI

Some problems have already been solved whilst others still need more research in order 

to perfect the techniques. For instance, the recognition of upper-case characters has been 

essentially solved for 20 years. Fleming et al developed a method for recognising block 

capitals (upper-case characters written in individual boxes) and reported response yields 

of 93% with only 0.65% error in 1983 [43] (see previous section). However, recognition 

rates decrease as characters become touching, misaligned and noisy (Blumenstein et al 

[17]). Despite this, highly accurate results are being reported with the use of context to 

help the recognition of the whole address. Syntactic knowledge held within the structure 

of the address is exploited. By using cross-referencing between the different lines of the 

address, it can be encoded (usually with a barcode) for future processing even when the 

recognition rate is poor (Srihari et al [129] and Kim et al [69]). The knowledge contained 

within the responses that are acquired in AA could also be utilised to aid recognition, as
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the constraints of assessment usually require a formal structure to the responses that is 

related to the question set used in chapter 3.

2.4.2 Cheque Amount  Verification

On a cheque there are several fields that require handwritten recognition 

[34,50,66,95,96,99,124]. These include the courtesy amount (digit type), the legal amount 

(word type), the payee’s name and the account holder’s signature. Signature verification 

introduces other, more specific, complexities and is discussed separately in section 2.4.3. 

Table 2.3 shows the state of the art in recognising legal amounts on cheques.

1st Authors Error Rates Recognition
Yields

Specific Recognition 
Information

K o m a i [72] 2.8% 50% Legal amount
S u en  [134] 6% 90% Legal amount
T ay  [136] 16% 100% Legal amount

D i L e cc e  [33] 17% 100% Legal amount

Table 2 .3: The sta te  o f  the art in CAV

Digit recognition has been the main focus of work over the past ten years [101] and when 

applied to Cheque Amount Verification (CAV) error rates of 6% have been achieved with 

just 10% of the responses being rejected (Suen et al [134]). The recognition of the legal 

amount has also shown respectable results with error rates of 17% using contextual a- 

prior knowledge [33] and 16% using Hidden Markov Models [136], both producing 

100% response yields. However, when the recognition of the legal and courtesy amounts 

are combined, the error rates are lowered to 2.75% (Komai et al [72]) albeit at the
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expense of the response yield, which falls compared to that gained from the recognition 

of the separate amounts, i.e. from -80%  to 50%. The drop in response yield is a product 

of the introduction of confidence measures, which are used to evaluate the results from 

the recognition of the two amounts. These measures reduce the error rate by rejecting all 

but the most confidently recognised response. Thus, the error rate is reduced at the 

expense of the response yield. The main advantage that is obtained by combining the two 

amounts is that the system becomes more robust as it is less reliant upon just one aspect 

of the cheque.

In a similar vein, accuracy is also paramount in an automatic assessment system. The 

system must reject a response for manual assessment rather than pass on a misrecognised 

response for automatic scoring. Therefore, it should also be possible to use confidence 

measures that sacrifice response yield in order to reduce error rates in such a system (see 

chapters 4 & 5).

2.4.3 Signature Verification

Off-line Signature Verification (SV) has a slightly different goal to that o f the previous 

two applications [101]. The focus of SV is to match the signature to a known signature 

and to verify that the writer of the signature is the same writer as that of the template. 

Therefore there is more emphasis on the False Acceptance Rate (FAR). This rate 

measures the number of signatures that are recognised as a writer’s signature even though 

they were actually written by another writer i.e. a forgery. False Reject Rates (FRR) are
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also recorded. These show the number of correct signatures that have been classified as 

forgeries. Table 2.4 shows the state of the art in SV. Both rates show that this is a very 

difficult problem. In particular they show that the FRR needs to be brought down in order 

to match the number of actual forgeries found in manual bank cheque verification e.g. 

less than 0.03% [59]. Indeed, rather than improving efficiency, any misrecognition of 

correct signatures may actually increase the workload.

Authors False Acceptation Rates False Reject Rates
Baltzaks e t  a l  T91 9.8% 3%

Fang e t  a / [41] 16.4% 18.1%
Al-abbas [2] 0 -  40% 10%
Herbst [591 1 0 -2 3 % 6%

W essels e t  a l  [145] 15% -

Table 2.4: The sta te  o f  th e art in SV

This problem is similar to that faced in AA. When marking a response it is possible to 

mark a response wrongly, i.e. marking a correct answer as incorrect or incorrect answer 

as correct response would produce a recognition error comparable to that of the false 

acceptance/rejection rate of the signatures. Therefore, when automatically marking a 

response, the false reject rates must also be recorded and analysed. This idea about 

comparing an image against a known template can also be used in automatic assessment. 

See chapter 3 where a specific word assessment technique is described based around this 

principle.
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2.5 Post-Processing for Improved Recognition Performance

Improving the accuracy of the recognition by analysing the recognition results is vital if a 

solution to the problem of handwriting recognition is to be found. As seen in the previous 

section, the context in which the handwriting is recognised can aid the recognition. In this 

section, a more detailed account of specific methods for improving handwriting 

recognition using confidence measures is given. First of all there is a review of speech 

recognition systems to show that confidence measures have been successfully employed 

to improve the recognition rates there and then a look at how confidence measures have 

been applied in handwriting recognition. Other post-processing methods for improving 

handwriting recognition have been designed, the most established being Natural 

Language Processing (NLP).

2.5.1 Confidence Measures in Speech Recognition

Speech recognition is not too dissimilar to handwriting recognition, for the reason that 

when a spoken word has been recognised it becomes a computer-ready response in the 

same way handwriting recognition produces a computer-ready word responses from a 

scanned image. Therefore, the post recognition techniques used in speech recognition 

systems may be applicable to handwriting recognition [11,55,56,65,113,137,142]. Table

2.5, on the following page, shows the state of the art in post processing techniques and 

confidence measures in speech recognition.
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1st Author Post-Processing 
Non With

R esponse
Rejected

Post-Processing
Method

Multi-tiered confidence

Hazen 71.5% 81.4% 17.1% m easures employed at 
the phonetic, utterance 
& world level
Confidence m easures 
based around an ANN

Bernardis 92.9% 95.3% 50% is em ployed to improve 
a HMM sp eech  
recogniser

Sen-Segundo Error rate 
reduced by 14%

53.2% of errors 
detected and 

rejected

Applying an ANN to 
confidently analyse the 
sp eech  recognition 
system  results.

Weintraub 54.2% 61.9% 0%
Applied a novel method 
to combine knowledge 
sou rces via an ANN
U se of a confidence

C hase 63.3% 73%
95%

27%
87%

annotator to determine 
the correctness of the 
recognised response

T able 2.5: State o f  the art in applying co n fid en ce  m easu res to  sp eech

Hazen et al presents a paper on how to employ multi-tiered confidence measures at the 

phonetic, utterance & world level to improve the overall accuracy of a speech recognition 

system [55]. The confidence measures take into account the instances in which the input 

pattern is either noisy (corrupt or non-speech inputs) or not in the hypothesis (the speech 

recognition equivalent of a lexicon). This is extremely important especially when the user 

is free to give any form of input i.e. in most real world case.

In the example given by Hazen et al, the user asks for information about their local 

weather report via a telephone [56]. The possible ways people can construct the sentence 

prompted Hazen to calculate a probabilistic confidence score based on many of the input
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features and evaluate each response against the hypotheses. Responses that are rejected 

are those that do not score high enough using a predetermined confidence equation.

The equation consists of a Gaussian density function that has been trained using the raw 

scores generated after applying a minimum classification error to the recognised features 

in a training set. This increased the recognition rate to 81% from 71.5% with the loss of 

only 17% of the responses.

Another method of improving the recognition results is to employ a second ‘high 

powered’ recogniser to evaluate the raw results that are gained from the initial 

recognition stage. Bemardis [11], Sen - Segundo [113] and Weintraub [143] all make 

use of an ANN to improve the results gained from a HMM based speech recognition 

system. Bemardis follows a similar approach to that of Hazen, in which a probabilistic 

confidence score is calculated for each recognised response. However, an ANN was 

employed to generate the confidence score from the HMM recognition results that had 

been normalised. Normalisation of the HMM results was necessary as the ANN required 

a structured input set (i.e. a known number of input patterns). Using the ANN, the 

recognition rate was improved by 2.4% to 95.3% at the expense of rejecting 50% of the 

responses. This is an expensive price to pay to improve the recognition rate by only 2.4%, 

however in terms of reducing the amount o f errors that are not detected this is perhaps a 

reasonable price to pay if  a commercially viable system can be produced.
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This is further seen in the results published by Chase [26], in which the author utilises a 

decision tree to automatically decide if a spoken word in a response is recognised 

correctly or not. At each branch of the decision tree there is a feature vector that evaluates 

whether or not the feature has been correctly recognised. The tree is organised so that the 

previous decision branches have more importance in the path through the tree. This 

means that those features that are deemed to be more important must be placed higher in 

the tree.

The importance of the features was measured by calculating the reduction in cross

entropy when the feature was used to evaluate a training set. If a feature were able to 

reject all the incorrectly recognised words then it would have a cross-entropy value of 1, 

conversely if  the same feature allowed all errors to pass then it would gain a value of 0.

When the decision tree was applied to the test set the resulting output was passed through 

a set of thresholds. The ‘softest’ threshold that produced the least rejection increased the 

recognition rate by 10% to 73% with 27% of the responses being rejected. The ‘hardest’ 

threshold increased the recognition rate to 95%, however 87% of the responses had to be 

rejected.

In section 2.4 it has been shown that the context of the applied handwriting recognition 

task can improve recognition results and in this sub-section it is shown that the use of 

confidence measures also allows errors to be reduced thus also improving the recognition
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results. In the next sub-section it will be shown how confidence measures have been 

applied to handwriting recognition and the improvements that have been gained.

2.5.2 Post-Processing Measures in Handwriting Recognition

The performance of handwriting recognition systems has been improved by the use of 

inbuilt context within the applied task. It will be shown in this section that with the use 

of syntactic and semantic knowledge [14, 15, 20, 31, 35, 85, 88, 110, 111, 117] the 

ambiguity within handwriting can be minimised and the overall recognition accuracy 

improved.

Table 2.6 summarises what can be achieved when post-processing has been applied to 

handwriting recognition.

1st Author Post-Processing R esponses
Rejected Post-Processing Method

Non With

Jobbins 61% 71% 0%

Utilising Roget’s  Thesaurus 
to identify semantic 

relations between word 
pairs to improve confidence

R ose 69.8% 76.7% 0%
Syntactic and sem antic 

knowledge applied to the 
recognised response

Procter 93.4% 99.2% 19%
U se of static thresholds 
based on the style of a 

single writer

Morita 70.6% 88.1% 0%
Word verification of HMM 

word m odels using 
posterior probabilities

Table 2 .6: State o f  the art in applying p o s t-p r o c e ss in g  to  handwriting
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Jobbins et al utilises Roget’s Thesaurus to identify semantic relations between word pairs 

to improve confidence [63]. Their work describes a technique that identifies semantic 

relations using a thesaurus. This technique generates a relation weight that provides a 

measure of the relation between word pairs or bi-grams. The semantic information can be 

then used to select between multiple recognised responses to produce an enhanced 

semantic response. Using this approach an increase of 10% was reported on 

unconstrained handwritten sentences.

Rose et al [111] employs syntactic and semantic knowledge that is applied to the 

recognised response to form a robust recognition system. Instead of a thesaurus being 

utilised the semantic relations between words is formed by comparing each word’s 

dictionary definitions. The technique then proceeds by assessing the definition of each 

word in the recogniser’s alternative word list and counting the number of words in 

common with the definition of each o f its neighbours across the sentence. Once the whole 

sentence has been assessed the words with the highest common words are deemed to be 

the correct words. This produced a 7% improvement on the recognition of handwritten 

sentences.

Procter et al use static thresholds based on the style of a single writer to reject those 

recognised words to which the systems assign a low confidence [107]. An improvement 

of almost 6% was reported. However, this was at the expense of 19% of the responses 

being rejected. Procter justifies this by stating that it is better to detect and reject an 

unconfident response rather than allowing it to be automatically processed. The
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improvement shown was a direct result of rejecting misrecognised responses rather than 

recognising more responses correctly. The cost of processing a misrecognised response 

over rejecting a correctly recognised response is much higher and extremely undesirable, 

this is an important point to re-empathise.

The work of Procter et al [107] and Rahman et al [40] underlines the fact, also expressed 

in section 2.4, that rejecting unconfident responses will improve recognition. Therefore, 

for the automatic assessment of handwritten responses to be successful it must exploit 

this by the use of the inherent context within assessment or by means of an augmented 

confidence measure to the handwriting recogniser. Or both.

Morita et al [92] uses Hidden Markov Models (HMM) to recognise written words using 

character models. Morita et al go on to show that the word recognition can be improved 

by introducing a word verifier. The word verifier is based on the computation of the 

probabilities of correctness of the recognised characters in the list of alternative words 

(hypotheses) created by the HMM and then re-ranking the list in the hope that the correct 

word will be promoted to the top. The character models and the word verifier improved 

the overall recognition by 17.5%, from 70.6% to 88.1%.

Pitrelli et al [100] use a Multiple Layered Perceptron (MLP) neural network to recognise 

characters. This is then augmented with several confidence measures to try and improve 

the accuracy of the system. Pitrelli et al tested eight individual confidence measures, the 

main three being the raw recognition rate of the MLPs, a derived likelihood ratio and the
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estimated posterior probability of the hypotheses. The eight confidence measures 

individually gave a slight improvement over the raw recognition rate. However, the best 

overall improvement occurred when Pitrelli et al used four additional MLP that each used 

the eight confidence measures as inputs. Pitrelli et al then introduced a fifth MLP to 

smooth the outputs of the four additional MLPs. The results published show that with the 

addition of the MLPs and using all eight of the confidence measures the raw recognition 

could be improved by 9%.

2.6 Summary

This chapter summarises and discusses the state of the art in handwriting recognition. The 

problems associated with the automatic assessment of handwritten responses are 

considered when compared to the problems faced in other applications of handwriting 

recognition. Constraining handwriting recognition, by limiting the size of the lexicons 

and by using context, can improve the response yield of an automatic recognition system. 

However, if  handwriting recognition is to be used to automatically assess cursively 

written scripts, the error rates reported here would be too high. Industry demands 

response yields of 50% with a maximum error rate of 0.5% [128]. One possibility would 

be to sacrifice response yields to improve error rates. This is acceptable in an AA 

environment because it is better to reject scripts for manual marking than incorrectly 

score the scripts.

Chapter 3 outlines a method for carrying out this methodology on multiple choice style 

questions. It will be shown that the use of contextual knowledge can allow only the most
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confidently recognised responses to be automatically assessed. Chapter 4 then describes 

another method for assessing single word responses when contextual knowledge is not 

present and chapter 5 shows how this can be extended to the assessment of single 

sentence responses.
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CHAPTER 3: PRELIMINARY INVESTIGATION TO TEST THE VALIDITY OF 
AUTOMATICALLY ASSESSING HANDWRITTEN RESPONSES

Chapter 2 has shown that there are many handwriting recognition based tasks that 

could benefit from automation. Postal address interpretation and cheque processing 

are two areas where automation has reached commercial viability, due principally to 

the highly constrained nature o f the handwritten responses that they have to deal with. 

The tasks that are more difficult to automate are those that involve the recognition of 

unconstrained responses that require a level of semantic understanding and 

recognition performance that is currently unattainable.

In this chapter a preliminary investigation is carried out into the automatic assessment 

o f adult handwritten responses to multiple-choice questions. The style o f questions 

that are to be assessed can be seen in figure 3.1 and a sample o f the completed test 

scripts can be found in appendix A. Each test script contains eight multiple choice

style questions [60].

6) In computing, what does FIT stand for; 

File Transfer Protocol
Fixed Text Post 
Forced Termination Premise

Answer

Figure 3 .1:  An e x a m p le  o f  a c o m p le te d  
t e s t  q u e s t io n

45



Chapter 3 -  Preliminary Investigation To Test The Validity Of Automatically Assessing Handwritten
Responses

This style o f question was chosen due to its highly constrained nature. The aim o f this 

investigation is to produce a set o f baseline experimental results that will give an 

indication o f how well an automatic assessment system can tolerate the errors 

introduced at the handwriting recognition stage. It can be seen from the example 

questions that for each question the possible answers are listed below the question 

itself. Therefore, the scope o f the responses that are to be expected has been tightly 

constrained so that the candidate must give one o f the known answers to that specific 

question. This limits the size o f the lexicon that needs to be used when recognising the 

handwriting and this in turn helps maximise the recognition performance.

O f course an obvious alternative method for automating the assessment o f this style o f 

question would be to label each response with the letters A, B & C and then ask the 

candidate to tick or mark a box corresponding to the answer they believe to be correct. 

However, that form o f assessment methodology cannot be extended to assign a free 

text response, which is the ultimate aim o f this research.

The main restriction that arises from any type o f recognition based assessment system 

is that it needs to be extremely accurate. The price of recovering from a recognition 

error (i.e. automatically scoring a misrecognised response) is much higher than any 

savings that can be gained from automatically scoring a correctly recognised 

response. Therefore automatic assessment systems must be able to refer a response for 

manual assessment when the probability o f making a mistake is deemed to be too 

high, i.e. the system should only assess a response when it is known that the 

recognition system is highly confident o f the recognition being correct. It is envisaged 

that the constrained nature o f assessment can be used to improve recognition so that
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the levels o f scoring scripts can be achieved that are similar to the levels of 

performance reported for other applied applications o f handwriting recognition.

The automated assessment methods described in this chapter and subsequent chapters 

are run on a platform that incorporates existing technologies. The architecture o f the 

system is described in the following section. This includes all o f the processes that are 

required to achieve full automation.

Once the experimental system has been described, a set o f experimental results based 

on the multiple-choice question format (seen in figure 3.1) will be presented. This will 

serve as a good baseline against which the results of the experiments detailed in 

chapters 4 and 5 can be compared.

47



Chapter 3 -  Preliminary Investigation To Test The Validity Of Automatically Assessing Handwritten
Responses

3.1 Experim ental Platform

L J

Top ranked 
wordsGSR

Recognise*

CteaderFeature Sets

Figure 3.2: P rop osed  Handwriting R ecognit ion  and A u tom atic  A s s e s s m e n t  S ystem

Figure 3.2 shows the proposed system. It incorporates existing Image Extraction 

methodologies, Lexicon Generation/Retrieval techniques and current handwriting 

recognition technology as well as novel Assessment technologies to automatically 

score handwritten responses. These areas work independently, as shown in figure 3.2, 

and are described in sections 3.1.1 to 3.1.4 respectively.

3.1.1 Image Extraction

The use of colour within the test script was felt to be important. Research has shown 

that data extraction from forms that have a coloured structure is more accurate then 

that from the more traditional black and white form [137,146]. Thus the script 

structure and text used in this work was printed in red ink and the students were given
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instructions to enter their responses using only blue or black ink. The actual image 

processing was done using a method devised by Wing et al [146]. Wing et al also 

discusses the pro and cons o f using colour in the creation o f forms and how colour can 

be used to enhance the image extraction techniques and therefore improve the overall 

recognition o f the system.

The scripts underwent two stages before they were ready for recognition, quantisation 

and data extraction. The quantisation process reduces the number o f colours within 

the script whilst the data extraction process uses the colour information to directly 

extract the binarised handwritten responses from the image. Figure 3.3 shows an 

example of the effect o f the quantisation process on one o f the completed questions. 

The text is in red ink and the response was written in blue ink.

4)In computing, what does AWE stand fo 4)In computing, what does AWE stand for:

Advanced Wave Effect Advanced Wave Effect
Access With Extension Access With Extension
Alternative Wide Emulation — ► Alternative Wide Emulation— ►

Answer Answer

AcLfoviW $$$£>} hdjjOMJod kb-w, ‘kjfe/J-

Original scanned image 24- Quantised image 3-bit Binarised 2-bit
bit Max 8 colours Monochrome image

Figure 3 .3: The im a g e  extract ion  p r o c e ss

The original image was scanned into the computer using a HP9000C auto feed 

scanner and was saved as a 24-bit T iff image. The colour depth o f a 24-bit image is 

-16.7 million colours and each A4 size uncompressed T iff image is approximately 

13Mb. The quantisation processes reduces the colour depth to a maximum of eight 

colours. The size o f the quantised tiff image was therefore reduced by a factor o f 8 

and the average size was just 1.5Mb. There were over 100 imique colours in the 24-bit
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image compared to just 3 in the quantised version, red white and blue. Using the 

knowledge that the test script comprised o f a white background with red text and that 

the quantised image has an extra blue component it is easy to automatically determine 

that the response was given in blue ink. Therefore the binarisation processes could 

turn all blue pixels black and the remaining pixels white thus leaving just the 

binarised handwritten response.

The binarised image is now ready to be recognised. Each handwritten word is then 

marked-up and passed separately to the handwriting recogniser. Marking up a word 

involves identifying all o f the pixels that make up a single word from other words and 

any other erroneous pixels. In a fully automated system this would be done using any 

o f a variety o f word segmentation algorithms [82,136]. However, for this work, 

marking-up has been carried out manually in order to eliminate any errors incurred at 

this stage in the system, that would further complicate the recognition process and 

hence affect the automated assessment process.

O f course it is necessary to determine the affects o f incorrect word separation and 

mark-up errors on the overall assessment process but the aim o f this research is to 

develop assessment methods that are tolerant of recognition errors not word 

segmentation errors. Therefore, throughout the experiments it is assumed that the 

manual marking up o f the word images is perfect and that if  it had been carried out by 

an automatic solution it would also have been achieved with a 100% word mark-up 

rate.
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3.1 .2  Lexicon G enera to r

The holistic word recogniser used in this work was developed in the School of 

Computing at The Nottingham Trent University by Evans et al [39]. This recogniser 

was chosen due to its availability and proven robustness. However, this work does not 

try and improve the recogniser but does combine it further with an assessment method 

to build a strong overall applied recognition/assessment system. The recogniser 

utilises word zoning and character features to calculate an edit distance score obtained 

by comparing the feature vector of the images to a set o f feature vector templates held 

within a lexicon. This lexicon o f templates is comprised o f lower case only words that 

are created using a character template set based around the three main features that are 

inherent in the English written language (see figure 3.4). These features are vertical 

bars, holes and cups. A hole is loop o f black pixels that encompass white space and in 

the lower case character set all o f the holes are found in the mid zone. A cup is a line

n p q r s t x y z
* i f f s i

I Vertical Bar 

®  H o l e
■H Cup Figure 3 .4: The lower c a s e  character se t

of pixels that fonn a concaved shape with an opening that can face in any direction. A

vertical bar is simply a column o f pixels. These features fonn the basis of the

handwriting recogniser process described in more detail in section 3.1.3.
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The character template set is used to build word templates that form the lexicons used 

by the recogniser. However, the use o f a lower case only lexicon was found not to be 

sufficient to recognise the range o f responses found in the test set. Therefore it was 

necessary to add upper case only and mixed case character sets to the lexicon 

generation stage. Fig 3.5 shows the upper case (and initial character mixed case) 

character template set created for this work. It follows a similar format to that used by 

Evans et al.

E FGH I J KL
»  L ii I*  I

O P Q R S T U V W X Y Z
M ttlJ  II I I I

|  Vertical Bar 

©  Hole m c u p
Figure 3 .5; The u p p e r - c a s e  and initial m ixed  c a s e  character se t

Figures 3.6 and 3.7 show examples o f the effects upper case and mixed case writing 

have on the zoning procedure used by the HVBC recogniser. The zoning process and

Mid zone

Figure 3 .6: Exam ple o f  u p p e r -c a s e  z o n in g

Upper zone 

Mid zone 

Lower zone

Figure 3 .7:  Exam ple o f  m ixed  ca s e  z o n in g
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subsequent recognition stages are discussed in the following section. It can be seen 

from figure 3.6 that an upper case only word has just one zone therefore the vertical 

bars that make up the feature models of each character in an upper-case word must be 

mid zone only. However, in a mixed-case word the vertical bars o f the initial upper 

case character will be classed as an ascender with a few exceptions. Words such as 

All, O f & It will not produce an upper zone and therefore the vertical bar features of 

the upper case character must remain as mid-zone bars.

As before the character template sets can then be used to build up a word template for 

the upper case or mixed case version o f each word in the desired lexicon used by the 

recogniser. This lexicon must include all the words that are expected to be passed for 

recognition, so that an out o f vocabulary word can be recognised and a recognition 

error will occur. Thus, if  a totally generalised holistic handwriting recogniser for the 

English language were to be hypothesised, then the lexicon for that recogniser must 

contain every English word. This in practice is impossible, as even humans would 

struggle to achieve this level o f knowledge. Therefore the context o f each situation 

must be considered to determine how large the generalised lexicon must be to include 

every word that will be expected for that situation. In this instance, what is expected 

to be written is constrained to just the possible answers to each question on the test 

script. Therefore the most generalised lexicon created contains just 210 word 

templates.

This lexicon was formed from the 70 unique words that make up the possible answers 

to all eight questions along with the three handwriting styles: upper, mixed and lower 

case for each word.
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Table 3.1 lists all o f the 210 words expected.

access connector extension jackson linked operating termination

actual copy file java list post text

advanced data fixed joint machine premise the

alternative development forced kernel mode protocol time

asynchronous device generally kit modulator quality transfer

at domain geographical knowledge natural query used

basic dual graphical level naval quick user

blind dynamic information library network search wave

british effect interface limit o f service wide

connection emulation internet link online system with

Access Connector Extension Jackson Linked Operating Termination

Actual Copy File Java List Post Text

Advanced Data Fixed Joint Machine Premise The

Alternative Development Forced Kernel Mode Protocol Time

Asynchronous Device Generally Kit Modulator Quality Transfer

At Domain Geographical Knowledge Natural Query Used

Basic Dual Graphical Level Naval Quick User

Blind Dynamic Information Library Network Search Wave

British Effect Interface Limit O f Service Wide

Connection Emulation Internet Link Online System With

ACCESS CONNECTOR EXTENSION JACKSON LINKED OPERATING TERMINATION

ACTUAL COPY FILE JAVA LIST POST TEXT

ADVANCED DATA FIXED JOINT MACHINE PREMISE THE

ALTERNATIVE DEVELOPMENT FORCED KERNEL MODE PROTOCOL TIME

ASYNCHRONOUS DEVICE GENERALLY KIT M ODULATOR QUALITY TRANSFER

AT DOMAIN GEOGRAPHICAL KNOWLEDGE NATURAL QUERY USED

BASIC DUAL GRAPHICAL LEVEL N AVAL QUICK USER

BLIND DYNAMIC INFORMATION LIBRARY NETWORK SEARCH WAVE

BRITISH EFFECT INTERFACE LIMIT OF SERVICE WIDE

CONNECTION EMULATION INTERNET LINK ONLINE SYSTEM WITH

Table 3 .1: The 2 1 0  word lex icon  for all th e  q u e s t io n s

This 210-word lexicon is used so that a direct comparison can be made with the work 

o f Evans et al, who evaluated the handwriting recogniser on a 200-word lexicon and 

achieved a 62% recognition rate.
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As already stated, the generalised lexicon contains 210 word templates. Two more 

specific word lexicons can be produced. The first is a question specific lexicon. For 

each question the lexicon contains 27 word templates (9 unique words and their case 

alternatives). Question two is the exception as the word ‘user’ is used twice thus 

forming a 24-word template lexicon. Table 3.2 lists the 27 word templates that make 

up the lexicon for the first question.

data Data linked list List

dynamic Dynamic link library Library

domain Domain level limit Limit

DATA Linked LINKED LIST

DYNAMIC Link LINK LIBRARY

DOMAIN Level LEVEL LIMIT

Table 3.2: The 27-w ord  sp ec if ic  lex icon  for q u e s t io n  o n e

Question specific lexicons can be used since the response to each question has a 

defined space on the script in which it can be written. However, the system is 

dependent upon being able to automatically locate and associate a written response to 

a specific question with 100% accuracy. Given the large spacing between questions 

on the test script this level of response segmentation should not be difficult to achieve 

using existing segmentation techniques.

The most specific lexicon that can be generated is produced when the structure o f the 

responses is taken into account. For each question the writer must choose a response 

from the list o f alternatives given. Since the structure o f a valid response is known the 

lexicon can specifically target each word position. In figure 3.8, a response is shown 

for the first question.
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i)  In com puting, w hat does DLL stand for:

D ata L inked List 
D ynam ic L ink Library 
Dom ain Level Lim it

A nsw er

Q t/ U/yjfc:
Figure 3 .8:  An e x a m p le  o f  q u e s t io n  o n e  c o m p le te d  

with b lue ink

The question has three alternative answers, one o f which is correct. Each acronym is 

three characters long therefore for each character there are also three choices, hi the 

first question, the writer is asked what the acronym DLL stands for. Their choices for 

the first word position are Data, Dynamic & Domain, hence a word position specific 

lexicon can be generated containing just the three word choices and their case 

alternatives. This then produces three separate word-position specific lexicons for the 

first question each containing 9 words.

Tables 3.3a -  3.3c show the three word-position specific word lists for the first 

question.

data linked list

dynamic link library

domain level limit

Data Linked List

Dynamic Link Library

Domain Level Limit

DATA LINKED LIST

DYNAMIC LINK LIBRARY

DOMAIN LEVEL LIMIT

Table 3.3a-c: 9 w ord le x ic o n s  for th e  first three  w ord p o s i t io n s  for
q u e s t io n  o n e
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With the word images extracted and the lexicons generated, the next section describes 

the holistic handwriting recogniser used in these experiments.

3.1.B Handwrit ing Recogniser

The handwriting recognition is carried out using an existing holistic word recogniser 

designed by Evans et al [39]. The holistic recogniser works by recognising the shape 

o f the word from features extracted from the whole word image. Each character is 

defined in terms o f the three features (Holes, Vertical Bars and Cups). Evans et al 

describes this process in detail for the lower-case characters, but it is summarised here 

for completeness.

The recogniser consists o f three main steps; pre-processing, feature extraction and 

feature set matching.

i. Pre-Processing

In the pre-processing stage the word image is zoned and the word length and stroke 

width is estimated. The zoning estimation process involves determining the horizontal 

pixel density histogram and classifies the word image into a maximum o f three zones 

using four horizontal lines [58,106].
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In figure 3.9, the word image ‘phone’ has been zoned using the horizontal pixel 

density graph that can be seen to left o f the word.

The mid zone consists o f the main body o f the word image and if  the zoning has been 

successful then the lower boundary o f the mid zone will be the base line of the word 

image. This base line is calculated using a threshold that is relative to the maximum 

horizontal pixel density found in the word. Starting from the bottom o f the word 

image and moving upwards, when the horizontal pixel density value exceeds 

threshold value. Continuing upwards, the base line is set when the pixel count 

decreases to below the threshold value. The mid zone is defined as the area between 

these two lines. The lower zone is defined to be from the bottom o f pixel histogram 

to the base line o f the word image and the upper zone is defined to be from the top 

line to the top of the pixel histogram. For a word image to have a lower zone the word 

must contain a character that has a feature labelled as a ‘descender’. Characters such 

as ‘p ’, ’q ’, ‘g’ and ‘j* all have descenders. For a word to have an upper zone the word 

must contain characters that have ‘ascenders’ for example ‘t ’, ‘k ’, ‘d’ and ‘b \  

Ascenders and descenders are types o f a particular feature, a vertical bar (VB). An 

ascender is a VB that ascends from the mid zone to the upper zone, likewise a 

descender is a VB that descends from the mid zone to the lower zone. A VB that 

remains within the mid zone is labelled as a mid zone bar. For instance the character 

‘n ’ should consist o f two mid zone bars whereas the character ‘h ’ should have one

Upper zone

Mid zon e

Lower zone

Figure 3.9: E xam ple o f  lo w e r - c a s e  z o n in g
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ascender and one mid zone bar. The presence o f these features in the word image is 

important to the zoning process and if  the features are not prominent in the word 

image then the zoning process can become corrupt. In figure 3.10 the word phone has 

been written legibly, however the descender o f the character ‘p ’ has not been fully 

drawn leaving the word image lacking the lower zone. This is crucial because the 

results o f the zoning process is used to extract the remaining features from the word 

image. The lack o f a descender at the beginning o f the word image will severely 

impact on the feature extraction phase.

Upper zo n e  

Mid z o n e

Figure 3 .10 :  An e x a m p le  o f  h o w  th e  z o n in g  can be corrupted

The word length in number o f characters is worked out by determining the number o f 

black-to-white crossings in the mid-zone. Knowing the average number o f crossings 

per character, it is possible to estimate the number o f characters in the word.

The stroke width is estimated by calculating the distance o f each black pixel to its 

nearest white pixel. Once each black pixel has been evaluated, averaging the values of 

all the furthest black pixels and then multiplying the result by two gives the estimated 

stroke width. This information is used in the feature extraction process.

ii. Feature Extraction

This process extracts the features from the word image that are to be matched against 

the word templates in the lexicon by the feature set matching process. For detailed
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information o f the techniques used to extract all the features see the work published 

by Evans et al [39]. Each feature is stored in left to right order based on the distance 

the feature’s centre o f gravity has from the left-hand edge o f the word image. If 

features overlap horizontally to a significant degree then the features are stored top to 

bottom. Therefore when the features are extracted from the word image only the 

features remain and any superfluous information is discarded. Figure 3.11 shows the 

outcome o f a word image before and after the feature extraction.

Feature 
Extraction

Vertical bars

Holes Cups

Figure 3 .1 1 :  The fea ture  extract ion  p r o c e s s

Holes & Cups are more ambiguous features than vertical bars, especially in cursive 

script, as handwriting can possess lots o f spurious information.

Figure 3.1 2: The im a g e  ex tract ion  p r o c e s s

Figure 3.12 shows how loops in characters such has 11 h ’ can introduce spurious holes 

and how ligatures, the lines that join one character to another, can form additional
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cups. Vertical bars are more prominent and less susceptible to corruption, however 

they can be less prominent in handwriting that is slanted 0 1* skewed in some way.

iii. Feature Matching

Using the list of features extracted from the image in step 2, a comparison is made 

with all o f the word templates in the lexicon. For each word template, an edit distance 

score is calculated that represents how close the word image feature set matches the 

word template. The closer the match the higher the word template edit distance score 

a given word template receives. When all o f the word template edit distance scores 

have been calculated the word templates are ordered into a list. The word at the top of 

the list is the word that has been recognised as the best match to the word image i.e. 

has the highest word template edit distance score.

1: phone 82.3 
2 1 plane 74.3 
3: plant 63,1

Figure 3.1 3: The fea ture  m atch in g  p r o c e s s

Figure 3.13 shows an example o f the word image feature set being matched against a 

word template and the word list that is generated. The actual word template for the 

word phone can be seen in the feature matching process but all o f the word templates 

from the lexicon will be used. The list o f the best three word template matches can 

also be seen along with their respective word template edit distance scores. The edit 

distance score that is calculated from the feature matching process will be classed as 

the raw recognition score for the remainder o f this thesis.

F e a tu re
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In this Chapter, only the best-matched words are passed on for assessment. Other 

methods however, can make use o f the alternative word list to implement syntactic 

analysis if  the word is part o f a sentence. This is carried out in chapter 5 when part 

sentences and full sentences are assessed.

3.1 .4  A sse ssm e n t

The assessment relies on the contextual knowledge contained within the required 

responses. After individual recognition o f each word in the three word positions, the 

best-matched words in each position are concatenated into one response and 

compared against the three required responses. For example the three target responses 

for question one are: ‘Dynamic Link Library’, ‘Data Linked List’ and ‘Domain Level 

Limit’. A VALID response classification is produced when the recognised response 

exactly matches one o f the required responses. This classification is irrespective of 

the correctness of the response. Recognised responses that do not match any o f the 

three required responses are classified as POSSIBLE or INVALID depending on the 

number o f contextual bridges found within each o f the recognised responses. After 

classification, those responses that have been classified as being VALID can be 

assessed and scored accordingly. The assessment criterion for question one is simply 

comparing each VALID response against the correct answer, ‘Dynamic Link Library’.

The algorithm, shown below, is employed to classify all o f the recognised responses 

that have the three recognisable word positions (W l, W2 and W3).
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Top Word Recognised Response = W1 W2 W3

Classification Rules:

1- IF  W1 is from the same required response as W2
TH EN  form bridge (W 1-W 2)

2- IF  W2 is from the same required response as W3
THEN  form bridge (W 2-W 3)

3- IF  W 1-W 2 AND W 2-W 3
THEN  class as VALE) AND END

4- IF  W1 is from the same required response as W3
THEN form bridge (W 1-W 3)

5- IF  W 1-W 2 O R  W 2-W 3 O R  W1 ~ W3
THEN  class as POSSIBLE AND END 

ELSE class as INVALID AND END

For example, figure 3.14 shows a response for question six from the test script.

6) III computing, whit does FTP stand for;

File Transfer Protocol 
Fixed Text Post 
Forced Termination Premise

Answer

Figure 3 .1 4 :  An e x a m p le  o f  a c o m p le te d  
q u e s t io n

If all the words written in the response shown in figure 3.14, “File Transfer 

ProtocoF , were correctly recognised then a recognised response o f ‘File Transfer 

Protocol’ would be produced and classified as VALID. However, errors can occur in 

the recognition stage. If  the actual response ‘File Transfer Protocol’ was
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misrecognised as ‘Fixed Transfer Protocol’ then a POSSIBLE classification would 

result. Similarly, if  the actual response ‘File Transfer Protocol’ was recognised as 

‘File Text Premise’ then this would result in an INVALID response.

It should be noted that neither o f these two recognition errors would prove detrimental 

to the overall assessment process because only the VALID class responses are passed 

for automatic assessment. The POSSIBLE and INVALID class responses are passed 

for manual assessment. However, in the event o f multiple recognition errors it is 

possible for the actual responses ‘File Transfer Protocol’ to be misrecognised as one 

o f the other VALID responses i.e. ‘Fixed Text Post’ or ‘Forced Termination Premise’. 

Under such situations, the misrecognised response would be classified as VALID and 

would be passed for automatic assessment. This would result in an assessment error 

because the actual response is correct but either o f the two misrecognised response 

would be marked as incorrect. This is classified as a BAD VALID because the error 

can only be detected through manual evaluation o f the results and not automatically. 

Table 3.4 shows the possibilities o f generating the individual classes when the 

different word positions have been correctly and incorrectly recognised and the errors 

that can occur.

Words
Correctly

Recognised

Words
Incorrectly
Recognised

Error

VALID 3 0 None
VALID 0 3 Undetectable

POSSIBLE 2 1 Detectable
POSSIBLE 1 2 Detectable
POSSIBLE 0 3 Detectable
INVALID 1 2 Detectable

T able  3 .4: A tab le  to  s h o w  th e  p oss ib il ity  o f  errors in th e  c la ss if ied  R e sp o n s e s
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3.2 Manual Analysis o f the  T est Set

Fifty first-year computing students completed the test script. These were assessed 

manually prior to this investigation. The test was not carried out under true 

examination conditions; however analysing the overall question response spread it can 

be seen that the questions are suitably difficult as only 53% of the responses were 

answered correctly (see figure 3.15).

Overall Question Response Spread

INCORRECT
38% 53/0

Figure 3.1 5: A chart d ep ic t in g  the overall r e s p o n s e  spread

Before processing by the HVBC recogniser was attempted, the number o f words 

comprising each response was manually determined. If the sample contained no 

response or a numbered response (see fig 3.16) it was manually classified as OTHER 

before being passed to the recogniser. In principle, these OTHER responses could be 

automatically pre-classified by the system as it can be programmed to reject answers 

that are not made up o f three independently marked-up word responses. Since manual 

marking is employed, word segmentation accuracy is 100% and therefore the

OTHER
9%
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rejection rates o f the OTHER responses due to ‘numbered’ and ‘no response’ cases is 

also 100% accurate.

7} In computing, whm 4cm QOS stand for;

Query Operating System 
Quality Of Service 
Quidk Online Search

Answer

\
Figure 3 .1 6 :  An e x a m p le  o f  an OTHER q u e s t io n  d u e  

to  a n u m b e re d  r e s p o n s e

Writers have, in some cases, opted to abbreviate some o f their responses thus giving a 

word that is not expected and therefore not in the set o f templates (Fig 3.17 shows an 

example of an abbreviated response). These writer errors, unlike the numbered 

responses, could not be detected by an automated mark up procedure because three 

independent word images can still be formed. Manual checks have shown that this 

sort o f error amounts to 1% of the total word responses.

S) to computing, what does JDK stand for:

Java Development Kit 
Jackson Duel Kernel 
Joint Device Knowledge

Answer

 ___________
Figure 3.1 7: An Exam ple o f  an  

A bbreviated  R e sp o n s e

Further analysis o f the test set responses shows that the majority o f the handwritten 

responses were written in mixed case with only a small minority lower case only and
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upper case only. Figure 3.18 shows that 60% of the test set responses were mixed case 

and 16% were upper case thus justifying the need to produce a mixed case and upper 

case character template set.

Manual Classification of Response Stlye

lower case 
20%

Figure 3.1 8: The m anual c lass if ica tion  o f  sty le

3.3 Results

The results are reported in two parts. The first part discusses the raw recognition 

accuracy using the three lexicons, produced in section 3.1.2, and compares them to the 

accuracy gained by Evans et al. The second part discusses the accuracy o f the 

assessment method and whether or not the errors that were introduced by the 

handwriting recognition stage were dealt with successfully.

Mixed Case 
60%

Other
4%

UPPERCASE
16%
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3.3.1 Recognition results

Table 3.5 shows the recognition accuracy for each question using the three different 

sized lexicons.

Lexicon Size
9 27 210

Q1 78.7% 63.1% 40.4%

Q2 93.5% 84.1% 48.6%

Q3 81.1% 68.2% 39.4%

Q4 73.3% 73.3% 38.5%

Q5 84.8% 68.9% 32.6%

Q6 78.5% 68.1% 37.8%

Q7 85.6% 68.9% 41.7%

Q8 90.9% 77.3% 49.2%

Overall 83.3% 71.5% 41.0%

T able  3 .5: Raw recogn it ion  resu lts

It can be seen that for the 210-word lexicon, the average recognition rate was just 

41%. This compares poorly to that o f Evans et al, who reported an average 

recognition rate o f 63% with a 200-word lexicon. The decrease in recognition 

accuracy has been attributed to three factors. The first is that the recogniser is highly 

reliant upon the pixel density. Small words (words with four or less characters) have a 

low pixel density. Therefore the recogniser has difficult in extracting features from 

words such as ‘at’, ‘the’, ‘time’, ‘wave’ etc. This is the reason that the performance 

for question five received such a poor recognition rate. The second factor that reduced 

the average recognition rate is that there is a high ambiguity within the lexicon 

between a number o f word templates [10]. There were a number o f words that were 

not written sufficiently well for the recogniser to differentiate them from other 

ambiguous word templates. Words such as ‘connector’ & ‘connection’ from question 

three share a very similar orientation o f features thus producing ambiguity in the
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lexicon. The last factor was attributed to the recognition performance for the upper

case only responses. If  these responses were not included in the recognition results the 

overall recognition rate would increase by 10% to 51% when using the 210-word 

lexicon. The poor recognition o f upper-case words is probably not that surprising as 

the lack o f zoning information produces a larger ambiguity in the upper-case word 

template portion o f the lexicon. This in turn causes difficulty for the recogniser when 

trying to distinguish between word templates.

However, as expected, constraining the size of the lexicon did increase the recognition 

rate. The word position specific lexicon increased the overall recognition rate by 40%. 

This increase is a direct result o f minimising the ambiguity within the lexicon thereby 

eliminating the errors introduced when using the 210-word and 27-word lexicons. 

However, those responses that contained small words still experienced the errors 

caused by low pixel density.
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3.3.2 A sse ssm e n t  results

Overall Assessmnet 
Results

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%
0%

■ Bad
■ Good

M
VAL POS INV

Figure 3.1 9: A s s e s s m e n t  c lass if ica tion  resu lts

Based on the findings described in the previous section, it was decided that only the 

best-matched words from the 9-word template lexicon recognition experiments should 

be passed for assessment. Figure 3.19 shows the results o f the response classification 

for the recognised responses. It shows that the system classified 54% of all recognised 

responses as VALID and did this with an accuracy greater than 99%. The 99% of 

VALID responses were manually classified as GOOD as the system correctly 

assessed that response. BAD VALIDS occurred when the system assessed a response 

incorrectly, i.e. a correct responses being assessed as an incorrect answer. The 

automated assessment o f the VALID class responses would therefore also be greater 

than 99% accurate. This level of accuracy and response yield would be deemed 

commercially viable in the field o f Postal Address Interpretation [128]. The
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recognition errors present in the POSSIBLE and INVALID class responses would not 

affect the assessment accuracy o f the system as they could be automatically passed for 

manual marking.

3.4 Sum m ary

The results o f this initial investigation shows that automated assessment using 

handwriting recognition is feasible. The assessment algorithm introduced in this 

chapter is seen to be capable o f adequately coping with the errors introduced by the 

handwriting recognition stage (see page 63). Constraining the response of the user is 

shown to help identify responses that contain handwriting recognition errors thus 

enabling accurate automated assessment. This is indicated by the overall performance 

of the assessment system where 54% of all responses can be correctly classified and 

assessed with an accuracy o f 99%.

That said, the 210-word lexicon recognition results, shown in table 3.5, tend to 

indicate that this conventional lexical approach will not be able to scale up to the sort 

o f large lexicon recognition problems required when trying to assess unconstrained 

handwritten sentence responses without major enhancement of the recogniser.

In the next two chapters, this prediction will be shown to be correct. However, a 

specific word verification based recognition and assessment method will be described 

that can overcome the limitations inherent within the conventional lexical based 

approach. This will be applied to both children’s single word handwritten responses 

and children’s free text handwritten sentence responses.
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CHAPTER 4: NOVEL WORD VERIFICATION-BASED ASSESSMENT OF 
CHILDREN’S HANDWRITTEN RESPONSES

The work in chapter 3 has shown that highly accurate assessment of handwritten 

responses is possible, provided that the constrained nature o f the response is taken 

into account [3,4]. It was shown that prior knowledge o f the required response can 

allow contextual bridging to be used to augment the basic word recognition rates in 

order to increase the assessment accuracy, albeit at the expense o f a reduction in the 

response yields.

However, in a situation where there is only a single word in the response no 

improvement can be gained from such contextual knowledge [5], If  this is further 

complicated by the need to recognise poorly written word responses then it is 

probable that a conventional lexical approach will not provide an adequate level o f 

assessment accuracy. This chapter will show this to be the case, and will then go on to 

show that an alternative word verification based recognition and assessment method 

can provide the necessary minimum assessment error and sufficient assessment 

response yield required.

4.1 Single Word C hildren’s R esponses

Figure 4.1, on the following page, shows an example o f a single word response style 

exercise used to assess children aged between 5 & 6. This exercise forms part o f the 

“Progress in English 6” written exam, produced by the National Foundation for 

Educational Research & Nelson publishing company (NFER-Nelson). Many o f the 

questions and exercises are multiple-choice requiring only a single word response
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from a given list. In this exercise, the list can be seen at the bottom o f the exam page. 

It should again be noted that labelling the possible responses with a single letter or 

number (as is possible for the questions set in chapter 3) would not be suitable for this 

level o f assessment given the age o f the target audience. More samples o f the 

children’s handwritten single word responses can be found in appendix B.

w a t t e s . vw.: : *  •• • ' '  «. . *- . ‘ v  • '£
I J E x is r c is e  2  — A.
%

Choose a tvordfrom the boxes to complete each sentence.
The first one has been done for yon.

The shops are S h i l t

£ Jo has one sister and one loV" dr U  ̂  .

T Our house is W to a road.

They w ere b.o-'p-p̂ __________to meet their friends.

His r is in September.

j The car SV fipf? <r ry______at the red light.

i

shut^> p S u ^ d S y l

5 : , a*-.: . .. . - .

Figure 4 .1 :  Q u es t io n  p a g e  from  P rogress  in English 6 p u b lish ed  by
NFER-Nelson

The actual student responses shown in figure 4.1 also show that the structure of 

children’s handwriting is notably different from that of adult handwriting. Although 

there are a multitude o f individual styles of adult handwriting, the basic word 

structure is present more often than not, i.e. ascenders ascend, descenders descend and

s to p p e d
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the shapes o f the words are formed. In a child’s handwriting these characteristics may 

or may not be present. The more adept the child is at writing the more structured or 

‘grown up’ the handwriting becomes. On the other hand, the more the child struggles, 

the more illegible the handwriting. For some children, the acquisition o f written 

expression skills is a difficult and enduring problem [87].

 __

,  -L4/A.ckay
Figure 4 .2a :  Exam ple o f  child 4 ’s 

r e s p o n s e s  to  Q1 - 5

b p p u .‘ Q . --X
cv ) r \  ) D :

c \^  < o _  T . —

Figure 4 .2b :  Exam ple o f  child 2 ’s 
r e s p o n s e s  to  Q1 - 5

Evaluating the data set it is evident that there is a large diversity in the children’s 

handwriting styles. This is shown to great effect in the two samples in figures 4.2a & 

4.2b. It can be seen that child 2 shows only a limited comprehension o f the exercise 

and fails to translate their responses in a legible manner. Child 4 on the other hand, 

understands the exercise and is able to copy and write a legible response from the list 

o f alternatives at the bottom of the page. Characters are formed correctly and spaced 

neatly and evenly. However, it can also be seen that child 4 ’s writing is of a level 

where certain characters are incorrectly positioned in relation to the line and its 

neighbours though legible to a human reader. This characteristic is common in
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children’s handwriting and can be attributed to the way the children have been taught 

to write [24,32].

Children are first taught how to form single characters and then taught how to 

combine them so that they are in proportion and in line to form a word. This 

developmental approach to handwriting can be seen in the formation o f the characters 

‘r* & ‘p ’ in figure 4.2a, where the height o f the letter ‘r’ is equal to that o f the 

neighbouring ‘b ’ in the word ‘brother’ and where the letters ‘p ’ in ‘happy’ ‘and 

‘stopped’ are placed above the line.

Both o f these style characteristics were likely to cause problems for the handwriting 

recogniser used in this work [109]. As documented in chapter 3, the handwriting 

recogniser relies heavily upon the presence o f features such as ascenders and 

descenders. In cases such as those in figures 4.2a & 4.2b, the zoning process would 

mistakenly zone the words ‘brother’, ‘happy’ & ‘stopped’. This would then prevent 

the system from detecting possible ascenders or descenders in the image pattern 

leading to eventual misrecognition.

Consequently, for this work, it was found necessary to modify the feature weights in 

the handwriting recogniser such that it relies less upon the presence of ascender & 

descender features and more upon other features such as mid-zone bars, holes and 

cups [39].
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4.2 Image Extraction

To extract the binarised image, the same method is used as in the previous chapter. 

Using Wing et al's  quantisation and binarised technique directly on the data set 

produced some unexpected results. The A4 scripts where scanned in as 24-bit colour 

Tiff images and passed through the quantisation technique. Over a third o f the 

resulting quantised images were missing the handwritten responses. The reason for 

this was that all but a few o f the completed tests were written in pencil. It was found 

that the default quantisation method could not differentiate a light grey colour o f a 

pencil from the white script background. This was caused by the thresholds used in 

this technique being set too low. Figure 4.3 shows diagrammatically the RGB colour 

model used in the quantisation technique. The eight colours are aligned in relation to 

the origin (black) and the maximum (white) in terms o f their respective RGB 

intensity. In a 24-bit image each colour component has an 8-bit intensity that ranges 

from 0 -  255. Therefore when R=G=B=0, the pixel is defined to be black and at the 

maximum, R=G=B=255, the pixel is white.

Magenta

Yellow

^ \J jJP  Cyan

Figure 4 .3 :  The RGB co lou r  m od e l u sed  by Wing e t  a !  

to  d ef in e  th e  q u an tisa t ion  th r esh o ld s
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The colour grey is defined where the intensity o f the red component is equal to the 

green and blue components o f the pixel tested. Within the colour cube, grey lies on a 

linear line from the origin (black) to the maximum (white).

In figure 4.4, three grey pixels can be seen: p i, p2 &p3. Pixels p i & p2 have an equal 

RGB intensity that is lower than the threshold used in the quantisation technique. 

Therefore they will both be black pixels following quantisation. Pixel p3 however, 

will become white as it has a RGB intensity greater than the threshold.

Threshold

'  White 
R=G=B=255

Black
R=G=B=0

R=G=B'= 190

Figure 4 .4:  An e x a m p le  o f  h ow  a grey  pixel is tran sform ed  
into e ith er  a black or w hite  pixel

Following the experimental practice set out by Wing et al an investigation was carried 

out to find a threshold that would consistently turn the light grey fine pencil responses 

to black.

The data set consisted o f 5 questions that have been completed by 29 children 

producing 145 handwritten words. O f the 145 words, 56 were lost in the quantisation 

process. These responses were evaluated and the average pixel intensity was found to 

be between 195 & 212. Wing et al has reported that the highest binarisation threshold
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allowable is 215 due to the nature o f the light wavelengths used by different scanners. 

Therefore the image extraction in this chapter used Wing et aV s quantisation 

technique with a black-white threshold o f 215.

An unforeseen advantage o f increasing the threshold is that the anti-aliasing 

introduced by the scanner is turned into black pixels along with the true word image 

pixels. This results in a ‘fatter’ binarised word image than the original word image. 

Figure 4.5 shows an example of the ‘fattening’ of the word images. It can be seen that 

after the word image has been extracted, the new binarised image is thicker than the 

original word image. This is an advantage because the feature extraction process relies 

heavily upon the pixel density o f the word image to accurately identify key features in 

the recognition phase.

i

Quantisation using original threshold

His • Is in September.
Quantisation using new threshold

M s  Is in September.

Binarisation

Figure 4 .5 :  An e x a m p le  o f  h ow  th e  q uan tisa tion  p r o c e s s  can fail and how  
apply ing  a n ew  th r esh o ld  can o v e r c o m e  th e  fault
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It should be noted that both of the recognition and assessment approaches discussed in 

the rest of this chapter use the binarised images produced by the method described in 

this section.

4.3 Conventional Lexical Based Recognition & A ssessm ent Approach

In this chapter the automatic assessment o f the response format seen in figure 4.1 is 

attempted. Firstly an attempt to assess the responses using the conventional approach 

to handwriting recognition is carried out. Secondly, a method o f exploiting the 

constrained nature o f assessment is described and compared to the conventional 

approach is detailed in section 4.4. This novel approach is then applied, in section 4.5, 

to the adult data set used in chapter 3 so that a comparison o f the two methods can be 

made.

The first method described is the conventional recognition method that is described in 

chapter 3. A single input image is compared to a list o f all possible alternative 

response templates held within a lexicon. This is shown diagrammatically in figure

4.6.

Word

brother 56.80 
Birthday 56.12 
Brother 49.28

Lexicon 
size 15,_

15 Next 12.04

Assessment
Figure 4 .6:  The co n v en t io n a l  ap proach  to  handwriting recogn it ion
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In this experiment the lexicon is constrained by what is expected i.e. those alternative J

answers given at the bottom o f the page. The 5 possible answers form the basis o f a 4

15 word template lexicon along with their case alternatives, i.e. lower case -  birthday; 

mixed case -  Birthday; upper case -  BIRTHDAY etc. After recognition, a single list 

o f alternatives is produced for each response with the alternative words being ranked

in order o f how close the input image features match the template word. In the |
%

conventional approach to handwriting recognition and assessment, the best matched

word from the list o f alternatives for each question is then passed on for automatic 4!

scoring, as described in chapter three.

Scoring is the process o f marking and classifying the response as either CORRECT or 

INCORRECT. Table 4.1 shows the different possible outcomes from the recognition 

process for this dataset.

Input Automated Classification
Recognition Scoring

Correct

Correct CORRECT GOOD
IncorrectA INCORRECT BAD
IncorrectB INCORRECT BAD
IncorrectC INCORRECT BAD
IncorrectD INCORRECT BAD

IncorrectA

Correct CORRECT BAD
IncorrectA INCORRECT GOOD
IncorrectB INCORRECT BAD
IncorrectC INCORRECT BAD
IncorrectD INCORRECT BAD

T able  4 .1 :  T h e p o s s ib le  c la ss if ica tion  o u t c o m e s  o f  th e  sy s te m

It can be seen that if  a correct handwritten response is the input in this system, then 

there is the possibility that the recogniser may either recognise it correctly or may
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misrecognise it as one o f the four incorrect answers. If  the recogniser recognises a 

correct response as correct then the response will also be scored as CORRECT. This 

can be manually classified as GOOD. However if  the recogniser mistakes the correct 

response for one o f the wrong answers then the system will score the response as 

being INCORRECT. This is manually classified as BAD because it is an 

unaccountable error within the automatic system and therefore could not be detected 

without human intervention. In a similar manner, an incorrect handwritten response 

may be correctly recognised and scored as INCORRECT (classified GOOD) or 

incorrectly recognised as the correct response (classified BAD) incurring the same 

unaccountable scoring error. Another recognition error can occur when an incorrect 

response is incorrectly recognised as one o f the other three incorrect answers. In this 

case, no assessment error has occurred, however the system has allowed a recognition 

error to be assessed. This is unacceptable for an automatic assessment system, as no 

confidence could be placed in responses being incorrectly recognised but are still 

being automatically assessed.

Two variations o f automated assessment have been adopted for the conventional 

approach so that a comparison can be made between it and the novel approach 

described in the section 4.4.

4.3.1 Raw Assessment o f the Conventional Lexical Approach

The first conventional lexical approach uses the raw results from the recognition 

process whereby the top words for each response are simply passed for scoring 

straight away. Since no classification can be given to the response prior to assessment
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all recognised responses are assessed. This is in comparison to the results in chapter 3 

where, with the use o f contextual bridging, some o f the recognised responses could be 

rejected for manual marking as a result o f them not forming valid responses. In this 

instance, there is no contextual knowledge to assist the assessment. Therefore, the 

assessment accuracy will be equal to the raw recognition rate.

4.3.2 Results for the Conventional Lexical Approach

As stated in the image extraction section o f this chapter, 29 children completed the 

five questions (shown in figure 4.1) as a part o f the Progress in English 6 exam. This 

gave 145 handwritten responses. A professional human assessor1 scored 65% of the 

responses as correct and 35% as incorrect. This was achieved with 100% accuracy. In 

figure 4.7, an example o f the actual written response and the recognition results from 

the Conventional approach for Child 8 can be seen. This shows the best three matched 

words for each response. The cost o f mis-zoning a word can clearly be seen in figure

4.7, where ‘Brother’ has been incorrectly recognised as ‘next’. This is a direct result 

o f the recogniser finding no ascenders in the word image and therefore classifying the 

word as mid-zone only. The expense for the recogniser to then reform the ascenders is 

very high, which can be seen in the recogniser score, and why the mid-zoned word 

‘next’ was been recognised as the best matched word.

&
Rank BROTHER NEXT HAPPY BIRTHDAY STOPPED

1 next 67.31 “«  j 740 Next 66.5 Brother 54.6 brother 60.2

2 HAPPY 64.6 HAPPY 65.8 STOPPED 53.6 Birthday j  53.7 next 58.5

3 happy 64.5 NEXT 64.0 HAPPY j  53.3 Stopped 49.1
i | s i !

Figure 4 .7:  Examp e o f  th e  con ven t ion a l  recogn it ion  resu lts  for child 8

1 The exam papers were pre-scored by an external examiner employed by NFER-Nelson before being 
used in this work.
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Obviously, for this child the conventional approach would only score the response to 

the second question as correct. The other responses are scored as incorrect even 

though the actual responses written are correct. These are recognition errors.

Overall, this system achieved a recognition rate of 59% (shown as Good Cor + Good 

Inc in figure 4.8). This would obviously imply an assessment error rate of 41% if  the 

best-matched words were simply passed for scoring. The actual correct and incorrect 

responses as determined in the manual scoring is also shown in figure 4.8, where it 

can be compared to the automatic scoring.

A u t o m a t i c  S c o r i n g

7 0 %

6 0 %

5 0 %

4 0 %

3 0 %

2 0 %

1 0  %

■  B a d
■  G o o d

C o r In c

Figure 4 .8:  Graphs to  s h o w  th e  A utom atic  Scoring in the  
Traditional Approach

Although the automatic process achieved 99% accuracy for scoring the correct 

responses, it only achieved 33% accuracy for the incorrect responses. The main 

reason for this is the inability o f the recogniser to cope with handwriting such as that
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seen in figure 4.2a & 4.2b. Only 60% of the correct responses and 57% of the 

incorrect responses were accurately recognised. It is worth noting that if  only the 

responses automatically scored as correct were used for assessment (INCORRECT 

passed back for manual marking) then this system would produce a reasonable 

assessment yield (40%) with an assessment accuracy o f 99%. However, this level of 

assessment yield is due to the favourable correct/incorrect ratio (65:35) in the data set 

used. A less favourable ratio (50:50 etc) would produce a lower assessment yield.

4.3.3 Threshold Assessment o f the Conventional Lexical Approach

The second variation o f the conventional lexical approach uses a threshold, based on 

the recognition score, to filter the correctly recognised and incorrectly recognised 

responses in an effort to minimise the errors produced by the recognition process.

A Frequency distribution 
for the correctly 
recognised responses

/  \  Frequency distribution 
; \ for the incorrectly

recognised responses

Figure 4 .9 :  An id ea l ised  e x a m p le  o f  a d istribution  graph sh o w in g  the  fre q u en cy  
distribution  o f  th e  correctly  and incorrectly  r e c o g n ise d  r e s p o n s e  s c o r e s

Applying a threshold to the associated recognition score o f the best matched words is 

one way in which recognition error can be detected automatically [107]. This 

threshold can be calculated from a training set by plotting the frequency distribution

Manual
Scoring

Automatic
Scoring

Frequenc

100
Recogniser Score
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graphs of the correctly and incorrectly recognised responses. The threshold (T) is then 

taken from the point at which there are no further incorrectly recognised responses. 

An example o f this can be seen in figure 4.9. Any best-matched responses with a 

recogniser score higher than T will be automatically scored and responses with score 

lower than T will be automatically passed for manual scoring.

Figure 4.10 shows the outcome when three answers are recognised and assessed using 

the threshold. In the example, each written response has been given in answer to the

question ‘His ___________ is in September’. Using the threshold, the system can

automatically classify the first word as confidently recognised as it has achieved a 

recognition score higher than that o f the threshold. This response can thus be 

automatically assessed. The recognised word can be compared against the correct 

answer and scored accordingly.

CORRECTLY REC. as  birthday

Edit
Distance
Score INCORRECTLY REC. as  birthday

INCORRECTLY REC. as n ex t

p. Mr bfcrt^O "6 '"f 'O

Figure 4 .1 0 :  Three e x a m p le s  o f  written r e s p o n s e  that have been  

a s s e s s e d  us ing  th e  th r esh o ld  for the  q u e s t io n  “H i s  is in S e p te m b e r ”

The remaining two responses have scored below the threshold. The system therefore 

rejects them on the basis that there is no confidence in the recognition result. Using 

the threshold has allowed the system to recover from the two recognition errors.
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Without the threshold both responses would have been automatically assessed with 

the results that the incorrect response ‘brother’ would have been scored as correct. 

Although, ‘stopped’ was recognised as next and therefore still recognised as an 

incorrect answer, thus occurring no scoring error, it still is an error and must be taken 

into account within the systems accuracy.

4.3.4 Threshold Results fo r the Conventional Lexical Approach

Applying a threshold to the conventional lexical approach involved creating training 

and test sets. The training set was randomly created using 75% of the dataset with 

25% being set aside as an unseen test set. A frequency distribution graph o f the 

correctly and incorrectly recognised response word scores was produced from the 

training set and a threshold (T) o f 81 was determined (see figure 4.11). This 

threshold was then applied to the test set so That only recognised responses with a 

recognition score above the threshold were automatically assessed.

4 0  45  50 55 60  65 70  75 80  85 90  95

Recognition Score

Figure 4 .1 1 :  Graph to  s h o w  th e  s m o o t h e d  fre q u en cy  d istr ibution  o f

th e  correctly  and incorrectly  r e c o g n ise d  r e s p o n s e  s c o r e s  and  th e  
va lu e  o f  th r esh o ld  T

 F r e q u e n c y
d is tr ib u t ion  for  
the co r re c t ly  
r e c o g n i s e d  
r e s p o n s e s

- - -  - F r e q u e n c y
d is tr ib u t ion  for  
the in correc  
r e c o g n i s e d  
r e s p o n s e s
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From figure 4.12, it can be seen that only 5% of the test set responses could be 

passed for automatic assessment. However, a scoring accuracy of 100% was 

achieved with this 5% response yield.

1 0 0 % 

90 %  

80 %  

70%  

60 %  

5 0 %  

4 0 %  

3 0 %  

2 0 % 

1 0 % 

0 %

I n c o r r e c t  
C o rre  c t

A u to m a t ic M a n u a

Figure 4.1 2: Graph to  s h o w  th e  r e s p o n s e  y ie lds  after th e  
th resh o ld  has b een  applied

To further illustrate this fact, it can be seen that the application o f the threshold to the 

results shown in figure 4.7 would result in none of the recognised best-matched 

words being passed for automatic assessment. This means that none o f the 

recognition errors would have been passed for automatic assessment but it also 

means that neither would be the correctly recognised response ‘next’.
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In conclusion, the results shown in figures 4.8 and 4.12 show that both variants of the 

conventional lexical approach have failed to give a satisfactory performance. This is 

a result o f the raw recognition rate being so very poor which is, itself, a direct result 

of the inconsistency in the children’s handwriting. Although the threshold approach 

produced no assessment errors, due to it being able to overcome the poor recognition 

rate by only allowing the most confidently matched responses to be automatically 

assessed, it is too stringent a technique with the result that the overall number of 

automatically scored responses is too low to justify this method being used to solve 

the assessment task. The non-thresholded approach on the other hand, is too lenient, 

with the results that a large number o f assessment errors are produced.

4 .4  Specific Word A ssessm en t Technique

Specific Word Assessment Technique (SWAT) is a novel approach to handwriting 

recognition based assessment. It exploits the nature o f the question and answer 

medium by only comparing the input pattern to the template o f the correct answer for 

that specific question. It is known that the reduction in the ambiguity within the 

lexicon, which results from just having the correct word template, will reduce the 

number o f recognition errors and therefore improve the overall performance o f the 

system. However, this is different to CLA in that the question being asked is not 

which word in the template set best matches the word image, as in CLA, but how well 

does the written response match the correct answer template.
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4.4.1 SWAT Applied to Children’s Single Word Responses

For example, the correct answer to the question “H is ________ is in September” is

‘birthday’. Therefore, with SWAT, the lexicon used for this question only consists of 

the feature templates for the words: birthday; Birthday; & BIRTHDAY, see figure 

4.13.

Score 
64.8 7 -1
56.12 
41.38

Figure 4.1 3: The Novel recogn it ion  sy s te m  1 Assessment 1

O f course, by neglecting the other four alternative responses, this approach will 

always generate the correct answer as the recognised response. Therefore, the 

recognition score o f the best-matched recognised responses must have thresholds 

applied to them, in a similar way to the advanced assessment technique used in the 

conventional approach. A high score implies that the recogniser has achieved a close 

match between the input pattern and one of the correct word target templates. The 

system can then confidently score this response as CORRECT. If the recognised 

response obtains a low score, this means that the recogniser can find few features in 

the input image that match those in the correct word template. The recognised 

response is, thus, either a wrong answer or is illegible and it can therefore be 

automatically scored as INCORRECT. A recognised response that produces a best- 

match recognition score in between these two thresholds must be automatically 

passed for manual recognition, as the system is unable to automatically assess the

Lexicon:-
size 3.

Recognise

Word

Birthday
BIRTHDA
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recognised responses as CORRECT or INCORRECT. These two thresholds now 

become specific word thresholds, thresholds used for the sole purpose o f assessing 

many word images against a single correct word template. This is in direct contrast to 

the general recognition threshold employed to strengthen CLA, where one threshold 

was used to evaluate many word images against many word templates for each 

question, irrespective o f final assessment context.

As in the conventional lexical approach a training set is required to produce the 

frequency density graph from which the thresholds can be derived. However, this time 

instead of the scores o f the correctly and incorrectly recognised responses being 

counted the frequency o f the best matched words that are actually the correct answer 

for the question are compiled against those that are not the correct answer. Since this 

method always produces a correct answer, every incorrect response will be 

misrecognised. Figure 4.14 shows an example o f the graph used to calculate the 

thresholds used in SWAT.

P ossib le
Incorrect < >  Correct

Frequency

100
R ecognit ion  Score

Frequency distribution 
for the correct responses

Figure 4 .1 4 :  An id ea lised  e x a m p le  to  s h o w  th e  fre q u en cy  d istribution  o f  th e  

correct and incorrect r e s p o n s e  s c o r e s  and th e  p o s it io n s  o f  th e  th r e sh o ld s  ti and t 2
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Figure 4.15 illustrates how the thresholds are used to classify the three example

responses to the question ‘H is  is in September’. It can be seen that the written

response ‘birthday’ achieves a high score that peaks above the upper threshold t2 , thus 

allowing it to be automatically scored as correct. The response “Stopped” shares few 

features with the lexicon templates of ‘birthday’, ‘Birthday’ & ‘BIRTHDAY’ and 

therefore has a low score allowing it to be automatically scored as incorrect. The 

response ‘brother’ on the other hand is a closer match to the ‘birthday’ template and 

attains a score that is higher than ti but lower than t2 . This response should not be 

assessed by the system but must be automatically set aside for manual assessment.

CORRECT

t2

POSSIBLE
t.

INCORRECT

t
P '.M P f* *  b f c I  - 4 0  b ^ '-C  

Figure 4.1 5: Three e x a m p le s  o f  w ritten r e s p o n s e  that  have b een  
a s s e s s e d  u s in g  th e  t h r e sh o ld s  for th e  q u e s t io n  “H i s  is in S e p te m b e r ”

It is worth noting that the thresholded conventional lexical approach can only use a 

high score threshold because a low score threshold would only identify the definitely 

incorrectly recognised responses. This would give no indication as to whether the 

actual response is CORRECT or INCORRECT and since any word that scored below 

the high threshold is passed for manual scoring the low score threshold is redundant.

Edit
D istance
Score
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4.4.2 SWAT results

The results from the novel approach for Child 8 are shown in figure 5.16. It can be 

seen that in each list only the correct answer is present. As with the conventional 

approach, only the best-matched responses are passed for assessment. However in this 

instance, thresholds have to be applied to the recognised response score in order to 

classify them as correctly or incorrectly recognised instead of relying on the raw 

recognition result. Training and test sets used to evaluate SWAT were created in the 

same proportions as in the traditional approach and the frequency distribution graphs 

o f the correct and incorrect responses were plotted (see figure 4.17).

, 5 * r - o p f e L

Rank BROTHER NEXT HAPPY BIRTHDAY STOPPED
1 brother i i 5 2 . 7 next J74.0 153.3 53.7 157.5
2 BROTHER 51.4 NEXT 64.0 happy 39.7 IBIRTHDAY 47.9 stopped 55.0
3 Brother 47.9 Next 47.7 Happy 28.2 |birthday 45.6 Stopped 54.2

Figure 4.1 6: Exam ple o f  th e  novel recogn it ion  resu lts  for child 8

9 1 
8 -
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6 -

>*
°  t:c 55

I  4
L .
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0 -  
0

Recognition Score

Figure 4.1 7: Graph to  s h o w  th e  s m o o th e d  fre q u en cy  d istr ibution  o f  th e  correct  

and incorrect  r e s p o n s e  s c o r e s  and th e  va lu es  o f  th r e sh o ld s  ti and t 2

Frequency 
distribution for the 
correct 
responses

■ Frequency 
distribution for the 
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From the graph, ti and t2 were determined as 41 and 69 respectively and then used to 

analyse the test set. The use o f the two thresholds produces a higher number of 

automatically assessed responses than CLA. This is because the ambiguity of the 

word templates in the lexicon has been removed allowing even poorly written correct 

responses to be matched to the correct word template without being confused with any 

other word.

This has a more significant aspect in that SWAT uses the assessment directly to 

classify the recognition results and therefore classification o f each word image is not 

whether the recogniser has matched it correctly but whether or not the word image is 

correct or incorrect. Moreover using the two thresholds there is the option to flag 

responses that cannot be automatically assessed to be passed for manual assessment.

The three factors, reducing the overall
60%

ambiguity, imposing the assessment

50% criteria onto the recognition results and

40%
the ability to identify those words that

■  Incorrect
■  Correct

cannot be assessed automatically,

30%
makes for an extremely robust system.

20%

10%

correct and 16% as incorrect without
Correct Pos Incorrect

error. This gives an overall response
Figure 4.1 8: Graph to  s h o w  th e  r e s p o n s e

yie lds  after th e  th r e sh o ld s  have b een  
applied

yield o f 44% with an accuracy of

100%. The increased response yield is

Figure 4.18 shows that the novel

approach scored 28% of responses as
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also a result o f using a lower threshold (ti) such that illegible responses (such as those 

seen in figure 4.2b), which produced such a mismatch between the image and the 

correct word template, can confidently be assessed.

4.5 SWAT Applied to  A dult's Single Word R esponses

Due to the small size of the available dataset that contains children’s handwriting 

samples a single exercise specific threshold was adopted for all five questions in the 

exercise. To determine whether a question specific threshold would produce better 

results, SWAT was applied to the dataset containing adult’s responses to multiple- 

choice used in chapter 3. This would also allow a comparison to be made between 

SWAT and the contextually constrained conventional lexical approach adopted in 

chapter 3.

The adult dataset contains eight multiple-choice style questions that have been 

completed by fifty first year computing students. The format o f the questions 

demands that the response to each question contains three words to answer the 

question correctly.

Using the conventional approach to recognise the dataset with a response position 

specific lexicon, an assessment accuracy of 99% was achieved with an automated 

assessment yield o f 54%. This is a higher performance than the conventional lexical 

approach can achieve on the children’s responses because the contextual knowledge, 

present in the adult three word responses, is not present in the children’s single word 

responses.
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4.5.1 Applying SWAT to A du lt ’s Three Word Responses

Firstly, the dataset was randomly split into training and test sets, again with 75% of 

the dataset making up the training set and the remaining 25% comprising the test set. 

However, since the dataset is quite large, this allowed the use o f thresholds that were 

specific to the response word positions within specific questions. This means that 

instead o f using the 9-word template lexicons generated in chapter 3, a new lexicon 

can be produced that just contains the correct word in the correct word position in 

each question. For example, the answer to the first question in the adult dataset is 

‘Dynamic Link Library’ (see figure 4.19) therefore three lexicons can be made 

containing just the case variants o f the three individual words that form the correct 

answer i.e. the lexicon o f word position one in question one contains templates o f the 

words ‘dynamic’,‘Dynamic’ & ‘DYNAMIC’.

7) In computing, what does QOS stand for:

Query Operating System 
Quality Of Service 
Quick Online Search

Answer

Figure 4.1 9: An e x a m p le  o f  q u e s t io n  o n e  from  th e  
adult  d a ta se t

Using these new lexicons each word position can be recognised to produce the ranked 

list o f how well the recogniser matches the word image to the correct word template.
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The recognised response must then have the word position specific thresholds applied 

to it so that the individual responses can be classified.

Training sets were produced containing 75% of the word images and each set was 

collated separately so that question and word specific thresholds could be determined. 

This left a test set containing 360 word responses from 15 writers. For question one 

the thresholds can be seen in figure 4.20.
II Ol CO Dynamic

CDCOIIN

INC POS COR |

U  = 5 2 Link t2 = 73
INC POS COR

t, = 3 7 Library t2 = 56
INC POS COR

Figure 4 .2 0 :  The w ord  p os it ion  sp ec if ic  t h r e sh o ld s  d e ter m in ed  for q u e s t io n  o n e

The low (ti) thresholds for the words ‘Dynamic’ and ‘Link’ were significantly higher 

than the word ‘Library’ and higher than those seen in the equivalent low threshold for 

the children’s dataset. This is a result of having specific thresholds for each word and 

not a general low threshold as needed in the children’s test to cover all words. This is 

a result o f not having to accommodate issues such as the misspelling o f the word 

‘Library’ (which would be poorly matched to the correct word template thus causing 

the low threshold) in the score thresholds for the other words. The converse can also 

be seen with the high threshold for the word ‘Link’. This is significantly higher then 

the other two. The recogniser struggles to correctly match the small words, because 

finding features is more difficult. Therefore, a high fo) threshold is needed to prevent 

incorrect short words from being mistakenly recognised as the correct answer ‘Link’. 

Using word position specific thresholds allows longer words to benefit from having
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specific word position high thresholds (t2) that are lower thus classifying more 

recognised responses. Table 4.2 shows the threshold classification o f the recognised 

responses for question one along with the actual assessment results carried out by the 

human assessor.

Test Writers
Recognition + Threshold Classification 

for the three word positions for Q1 Actual
A sse ssm e n t

DYNAMIC LINK LIBRARY
WO COR COR COR Correct
W1 COR COR COR Correct
W2 PO S INC POS Incorrect
W3 INC POS POS Incorrect
W4 COR COR COR Correct
W5 POS POS POS Incorrect
W6 COR PO S COR Correct
W7 COR POS COR Correct
W8 COR COR COR Correct
W9 INC POS INC Incorrect

W10 INC POS POS Incorrect
W11 INC POS INC Incorrect
W12 COR COR COR Correct
W13 POS COR POS Correct
W14 INC POS INC Incorrect

Table  4 .2 :  The w ord  p os it ion  sp ec if ic  c la ss if ica tion  for  q u e s t io n  o n e  o f  th e  adult
th ree  w ord  r e s p o n s e s

To assess the recognised responses, three assessment criteria were produced based on 

how many recognised words gained the correctly recognised classification within a 

given response. The first o f the assessment criteria is the hardest or most demanding 

criteria and can be seen in figure 4.21a.

IF all th ree  r e c o g n ise d  w o rd s  are c la ss if ied  a s  CORRECTLY RECOGNISED

THEN th e  r e c o g n ise d  r e s p o n s e  will be au tom atica lly  sc o re d  as  CORRECT 

ELSE IF all three  r e c o g n is e d  w o r d s  are c la ss if ied  a s  INCORRECTLY RECOGNISED

THEN th e  r e c o g n ise d  r e s p o n s e  will be au tom atica lly  s c o re d  as  INCORRECT 

ELSE th e  r e s p o n s e  is c lass if ied  as  POSSIBLE and m u st  be  m anu ally  a s s e s s e d

Figure 4 .2 1 a :  The Hard A s s e s s m e n t  Criteria
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By only assessing those recognised responses that have either all words classified as 

correctly recognised or incorrectly recognised and scoring them appropriately this 

criteria should produce the least errors as the likelihood o f wrongly classifying all 

three recognised words will be quite small.

The second assessment criterion (figure 4.21b) that will be applied to the adult hand 

written responses are less demanding and requires at least two words to be classed as 

either correctly or incorrectly recognised before the responses is rejected.

IF all three  all th ree  r e c o g n ise d  w o rd s  are c la ss if ied  as  CORRECTLY RECOGNISED

OR a ny tw o  o f  th e  r e c o g n ise d  w o rd s  are c la ss if ied  as CORRECTLY RECOGNISED

THEN th e  r e c o g n ise d  r e s p o n s e  will be au tom atica lly  sc o re d  as  CORRECT

ELSE IF all th ree  r e c o g n ise d  w o rd s  are c la ss if ied  as INCORRECTLY RECOGNISED

OR any tw o  o f  th e  r e c o g n ise d  w o rd s  are c lass if ied  as INCORRECTLY RECOGNISED

THEN th e  r e c o g n ise d  r e s p o n s e  will be au tom atica lly  sc o re d  as  INCORRECT 
ELSE th e  r e s p o n s e  is c la ss if ied  as POSSIBLE and m u st  be m anually  a s s e s s e d

Figure 4 .21  b: The M edium  A s s e s s m e n t  Criteria

IF all three  all three  r e c o g n ise d  w o rd s  are c la ss if ied  a s  CORRECTLY RECOGNISED

OR any tw o  o f  th e  r e c o g n ise d  w o rd s  are c lass if ied  as  CORRECTLY RECOGNISED

OR ( any  r e c o g n ise d  w ord  is c la ss if ied  as  CORRECTLY RECOGNISED

AND th e  rem aining  w o rd s  are c la ss if ied  as POSSIBLE)

THEN th e  r e c o g n ise d  r e s p o n s e  will be  autom atica lly  s c o r e d  as  CORRECT

ELSE IF all th ree  r e c o g n ise d  w o r d s  are c la ss if ied  a s  INCORRECTLY RECOGNISED

OR any tw o  o f  th e  r e c o g n ise d  w o rd s  are c la ss if ied  as INCORRECTLY RECOGNISED

OR ( any r e c o g n ise d  w ord  is c lass if ied  a s  INCORRECTLY RECOGNISED

AND th e  rem aining  w o r d s  are c la ss if ied  a s  POSSIBLE)

THEN th e  r e c o g n ise d  r e s p o n s e  will be  au tom atica lly  sc o re d  as  INCORRECT 
ELSE th e  r e s p o n s e  is c la ss if ied  as POSSIBLE and m u st  be  m anually  a s s e s s e d

Figure 4 .21  c: T h e Soft  A s s e s s m e n t  Criteria

The third assessment criterion (figure 4.21c) is the softest approach in an attempt to 

assess as many recognised responses as possible without achieving any assessment 

errors.
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4.5.2 Assessment results o f the adult dataset when SWAT was applied

As stated earlier, the test set contains 8 multiple-choice questions answered by 15 

writers. Only the best matched words from the 3-word position specific lexicons were 

passed for assessment. Table 4.3 shows the assessment o f the test data for question

one using the three assessment criteria.

Test Writers

Recognition + Threshold  
Classification for the three 

word positions for Q1

Automatic A sse ssm e n t
Actual

A sse ssm e n tSoft Medium Hard
DYNAMIC LINK LIBRARY

WO COR COR COR Correct Correct Correct Correct
W1 COR COR COR Correct Correct Correct Correct
W2 POS INC POS Incorrect Possible Possible Incorrect
W3 INC POS POS Incorrect Possible Possible Incorrect
W4 COR COR COR Correct Correct Correct Correct
W5 POS PO S POS Possible Possible Possible Incorrect
W6 COR POS COR Correct Correct Possible Correct
W7 COR POS COR Correct Correct Possible Correct
W8 COR COR COR Correct Correct Correct Correct
W9 INC POS INC Incorrect Incorrect Possib le Incorrect

W10 INC POS POS Incorrect Possible Possible Incorrect
W11 INC POS INC Incorrect Incorrect Possible Incorrect
W12 COR COR COR Correct Correct Correct Correct
W13 POS COR POS Correct Possible Possible Correct
W14 INC POS INC Incorrect Incorrect Possible Incorrect

Table 4 .3 :  The A s s e s s m e n t  o f  th e  r e c o g n ise d  w o rd s  for q u e s t io n  o n e

Eight writers correctly answered the question and seven answered incorrectly. The 

soft assessment criteria performed the best on the question one set where it was 

successfully used to automatically assess 14 out o f the 15 correctly. The remaining 

response was passed for manual assessment as all three recognised words were 

classified as POSSIBLE. The medium assessment criteria automatically assessed 10 

o f the 15 responses and passed 5 for manual assessment. The hard assessment criteria 

only managed to automatically assess 5 responses correctly and the rest were rejected 

for manual assessment. For question one, none of the three assessment criteria
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produced an assessment error. Figures 4.22a-4.22c (on the following pages) show the

overall results for all eight questions. 
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Figure 4 .2 2 a :  R esults  o f  a s s e s s in g  th e  adult  r e s p o n s e s  u s in g  th e  hard
a s s e s s m e n t  criteria
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Figure 4 .2 2 b :  Results  o f  a s s e s s in g  th e  adult  r e s p o n s e s  u s in g  th e  M edium
a s s e s s m e n t  criteria
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60.0%

40.0%

50.0%

30.0%

2 0 .0%

10 .0%
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ACTUAL
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Correct Possible Incorrect
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Figure 4 .2 2 c :  Results o f  a s s e s s in g  th e  adult  r e s p o n s e s  u s in g  th e  so f t  a s s e s s m e n t
criteria

contextual knowledge enhanced conventional lexical approach was used to assess the 

adults handwritten responses. It shows that the system classified 54% of all responses 

as VALID and did this with an accuracy greater than 99%. In this section, these 

results will be compared with the results gained from using SWAT to assess the same 

data.

The best performing assessment criteria over all eight questions was the medium 

approach, automatically assessing 59% of the responses with no assessment error. The 

hard approach automatically assessed 22% of the responses with no error and the soft 

approach assessed 93% but 2% were incorrectly classified thus producing assessment 

errors. These results show the potential of SWAT. The hard approach was too extreme

Figure 3.18 (in section 3.3.2) shows the results of the response classification when

101



Chapter 4: Novel word verification-based assessment o f Children’s Handwritten Responses

thus not assessing enough responses. The soft approach worked extremely well at 

achieving a high assessment response yield but sacrificed the assessment accuracy 

slightly to enable this. The medium approach is good compromise as it out performed 

the contextual knowledge enhanced conventional lexical approach by achieving 100% 

assessment accuracy compared to the 99% assessment accuracy achieved using CLA 

and by achieving a higher responses yield, 58% compared to 54%.

4 .6  Conclusion

This chapter has introduced a novel approach for the automated assessment of 

handwritten single word responses. The Specific Word Assessment Technique 

(SWAT) performed very well when compared to a conventional lexical based 

approach. Yields o f  44% were gained with 100% assessment accuracy using static 

thresholds on children’s single word handwritten responses. This compares 

favourably to the conventional lexical approach where the low recognition rate o f 

59% severely compromised the assessment response yield.

The explanation as to why SWAT is more accurate becomes apparent when the 

frequency density graphs are examined. In the novel approach the response images are 

only checked against the correct answer. This reduced the ambiguity within the 

lexicon and increased the separation between the incorrect and correct response edit 

distance scores thereby increasing the response yield. Since the scope o f recognition 

was narrowed using SWAT, a lower threshold could also be used to identify actual 

incorrect responses thus increasing the response yields further.
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Retrospectively, applying SWAT to the adult responses to the multiple-choice 

questions, used in chapter 3, has also shown that a word verification based recognition 

and assessment method can outperform a contextual knowledge enhanced recognition 

and assessment system.

In the next chapter it will be shown that with the addition of contextual knowledge, 

children’s handwritten sentence responses can be confidently assessed using SWAT.
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CHAPTER 5: AUTOMATED ASSESSMENT OF CHILDREN’S 
HANDWRITTEN SENTENCE RESPONSES

This chapter compares a number o f approaches for automatically assessing 

handwritten sentence style responses based around the two main approaches used in 

the previous two chapters

The first approach to be tested is the Conventional Lexicon Approach (CLA) to the 

automated assessment of children’s handwritten sentence responses. As described in 

chapter 3, CLA is an approach that generalises the problem of handwriting 

recognition such that it is potentially able to recognise all possible responses and as a 

result it will give a recognised response every time. The second method employs the 

Specific Word Assessment Technique (SWAT) to evaluate each word in the written 

response against only a model answer. This technique is described in detail in chapter 

4. If  the technique is not confident about a word that has been recognised then SWAT 

will not assess the response but will reject it for manual assessment. In this chapter it 

will be shown that these two approaches can be tailored to automatically assess a 

handwritten sentence response. In addition, two further methods will be added to CLA 

and SWAT to determine whether a more robust automatic assessment methodology 

can be formed.

The first augmentation to the approaches is to apply a Natural Language Processing 

(NLP) technique to the recognition results before assessment is carried out. NLP can 

be applied to sentence responses as they have semantic and syntactic knowledge 

inherent within them. It has been shown in chapter 3 how contextual knowledge can
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be used to evaluate the recognised responses more intelligently thus improving the 

automatic assessment accuracy. The NLP technique used to augment the two main 

approaches employs contextual word bridges to help interpret the recognition results. 

This additional method is applied to CLA and SWAT slightly differently as it is 

dependant upon the lexicon used in each approach. For CLA, contextual word bridges 

are used to produce the best-fit sentences from the raw recognition results that are 

produced using a generalised lexicon. For SWAT, the best-fit sentence cannot be 

found as the lexicon contains only the correct answer therefore keyword pairs are used 

along with their specific word position order to identify contextual keyword bridges. 

The use o f contextual bridges is discussed further for CLA in section 5.3.1 and for 

SWAT, in section 5.3.2. The use o f bridges will hopefully minimise the amount o f 

recognition errors being passed over for assessment by providing a syntactic structure 

that will reduce the ambiguity in the raw recognition results.

The second additional method to the system is the use o f a question’s response history 

(past answers) to improve the contextual knowledge held within the lexicon so that a 

more robust assessment can be carried out. A question’s response history can be used 

to assess the recognised responses for both o f the two main approaches. This will be 

shown to be particularly useful for the SWAT approach as the model answer alone 

will be seen to be insufficient to assess the responses as accurately as required. This 

method is discussed in more detail in section 5.4.
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5.1 C hildren’s Sentence R esponse A ssessm ent

Figure 5.1 shows the modified automated assessment system (previously seen in 

chapter 3). It now incorporates the knowledge of an ‘assessment expert’ in the form o f 

an assessment database. This database is used as a reference for information such as 

the model answers, history (past answers) and stimulus for a specific question, once 

the ID o f the question is found. In both CLA and SWAT the assessment process is 

dynamically linked to the assessment database as each assessment is related to the 

question being assessed and therefore the process has to be built around each specific 

question. The system itself has four main processes: Image Extraction, Lexicon 

Generation, Handwriting Recognition and Assessment.

Assessment
Expert

As se ssment information

Blank script

 y  Question ID

Alternative
words

Question and Word information

Character 
Feature Set

Correct Incorrect

Figure 5.1: T h e a u to m a tic  a s s e s s m e n t  sy s te m

Minual
Marking

A semi-automatic Image Extraction process was used in the experiments in this 

chapter, by which means 100% o f the handwritten responses were extracted correctly 

and passed for recognition. The handwriting recognition lexicons were also manually 

generated since it was necessary to relate the lexicons to the specific question they
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represented. Therefore, the work presented here focuses on whether or not the 

assessment methods covered in the following sections can overcome the errors 

introduced into the overall assessment process during the handwriting recognition 

stage.

As explained in chapter 3, the recogniser used in this work is a holistic word 

recogniser (Evans et al). It is obvious from the results given so far that the 

performance o f this handwriting recognition system is still far from perfect. For an 

automatic assessment system this is problematic because it is neither desirable to limit 

the number o f users o f the system nor is it possible to know the writing styles of every 

user who is going to be assessed by the system. However, constraining the scope o f 

what can be expected within the written responses, in order to improve the recognition 

rates has been shown, in chapters 3 and 4, to improve the assessment accuracy o f the 

system.

In chapter 3, work has already shown that highly accurate assessment o f adult multi

word handwritten responses is possible if  the constrained nature o f the responses is 

taken into account. There it was shown that prior knowledge o f the required response 

can allow contextual bridging to be used to augment the basic word recognition rates 

in order to increase the recognition confidence; albeit at the expense o f a reduction in 

the response yields. The results presented in chapter 4, on the other hand, showed that 

when recognising single words, a generalised lexicon could be highly ambiguous 

resulting in poor recognition accuracy when using CLA. This in turn impacted on the 

assessment accuracy to the point where it is unfeasible to use CLA as part o f an 

overall recognition and assessment.
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To overcome this problem, SWAT was introduced in chapter 4 to automatically 

assess single word responses from the same perspective as a human assessor. SWAT 

exploits a lexicon that only accommodates the correct answer to a specific question; 

this reduces the latent ambiguity that is inherent in a generalised lexicon, leading to 

increased recognition rates, which, in turn, produced acceptable levels o f assessment 

yield and accuracy.

In this chapter, the automatic assessment o f a five-question sentence style response 

exercise is to be attempted (see figure 5.2 on the following page). The exercise 

formed part o f the ‘Progress in English 10’ exam paper published by NFER-Nelson. 

All the questions require a single sentence response, however the minimum answer 

can be simply a single word. Should the child give only a single word response then 

they will not be penalised for it and the response would be scored accordingly (i.e. a 

correct response to Q1 could just be dragon). Additional samples of the children’s 

handwritten single word responses can be found in appendix D.

In preparation for the questions the children had to read a short story (stimulus) in 

which the answers to the first two questions were explicitly mentioned and in which a 

contextual link for the last three questions could also be found.

108



Chapter 5: Automated Assessment O f Children’s Handwritten Sentence Responses

Exercise 5: The Tunnel

Please answer these questions.

1. He was waiting so that lie could watch the steam-engine come roaring out 

of the tunnel.
This sentence makes the train sound like an animal.

Which animal?
CS-w

h i t-wfee/i hij, hum A*\mcC <cK Jixm »

2. The steam-engine shot out of the tunnel, snorting and puffing.

What was snorted and puffed out by the steam-engine?

3. The railway lines were two straight black serpents disappearing into the 

tunnel in the hillside.

How might the railway lines have looked like serpents?

Jikfc. .. Jim* rvy^  A&e._.................... .WjayAfc

. XtrsM . -J&-----&    ngtf& l. . <24 !________________
4. A sound like distant thunder issued from the tunnel.

How might the approaching train have made a rumbling sound like 

distant thunder?

ruoiu*. o- .tseceiMe- ^ r n i,
 tss>— y«t  ̂ .XoA- fc.

5. And then the train had gone, leaving only a plume o f smoke to drift lazily

over the tall Shisham trees.

Why was the smoke described as being lazy?

A m o k  in*/5 .w a r s .  sh t e r b k  ^  ^  X ^ s u ^  ^  w u A -

iA- . 1------------  J in_^ ^ 3*1 ____ _______  ____

i ! 3 k ^
NKER-NELSON

Figure 5.2: A c o m p le te d  e x a m p le  o f  Exercise 5 in th e  P rogress  in English 10  
e x a m  paper p u b lish ed  by NFER-Nelson

Model answers for all the questions are produced by the assessment body along with 

the questions. In the case o f questions 1 & 2 the model answers are explicitly given in 

the stimulus thus it would be hard for a child to answer the question correctly without
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writing a model answer. Questions 3, 4 & 5 however are more open ended and the 

child has the opportunity to show their understanding of the subject. In this case it is 

down to the human assessor to evaluate the written response against the model answer 

and determine whether they are semantically equivalent, and therefore either correct 

or incorrect, rather than just relying on finding an exact model answer. The human 

assessor in this case marked 62% of the responses as correct and 38% as incorrect 

answers. This was achieved with 100% assessment accuracy with 100% assessment 

yield using the assessment criteria provided (see appendix C).

hi this chapter three investigations are carried out. Investigation I  -  CLA vs. SW AT to 

automatically assess handwritten sentence responses, will be detailed in section 5.2. 

This will serve as a preliminary investigation to evaluate how accurately CLA & 

SWAT can automatically assess the responses. It is envisaged that since CLA has 

performed poorly when used in the previous chapters, employing CLA on a more 

complex task will result in an even worse performance. SWAT, on the other hand, has 

been shown to perform well in both o f the previous tasks and therefore, so long as the 

lexicon is suitably constrained, SWAT may still achieve a high level o f assessment 

yield and accuracy. Investigation II  -  Addition o f  contextual word bridges, will focus 

on incorporating word bridges into both CLA and SWAT in order to help minimise 

the eiTors introduced at the recognition stage. Investigation III  -  Addition o f  question 

response history, will examine the use o f a question’s response history with the aim of 

increasing the number o f responses assessed by being able to distinguish more correct 

and incorrect responses as a result o f using an improved model answer lexicon.
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5.2 Investigation 1 -  CLA vs. SWAT to  autom atically  a ssess  
handw ritten sen tence resp o n ses

5.2.1 Conventional Lexical Approach

In the first experiment o f investigation I, a conventional lexicon was generated from 

the stimulus provided, Fry et al’s 300 most frequent words [42] and all of the words 

that have been written in the data set. The stimulus for the exercise consists o f a short 

story and the questions themselves. The short story is provided as part o f the exam 

paper and the child must read it prior to answering the questions in exercise 5. The 

story gives context to the questions in exercise five. The answers to the questions are 

explicitly given in the story or they are implied therefore the question tests a child’s 

ability to understand the question being asked and extract the relevant information. 

All of the handwritten words contained in the responses were used to generate the 

generalised lexicon as this is not an exercise to test the generalisation potential o f the 

recognition system but to provide a baseline measure as to how well the assessment 

process can deal with errors introduced at the recognition stage.

Fry’s 300 most frequent words claim to represent 75% of all words used by children 

up to the age o f 10 years old. hi this exercise 54% of the words written or read were 

included in Fry’s 300-word list. Table 5.1 shows where the words used in the lexicon 

originated from in relation to Fry’s 300-word list.

Words in Lexicon
In the written responses or stimulus but not in Fry's 300 38%
In the written responses or stimulus and in Fry's 300 54%
Not in the written responses or stimulus but in Fry’s 300 8%

Table 5.1: This table shows where the words that created the lexicon originated 
from in relation to Fry’s 300 most frequent words
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The size of the template set used in this experiment is 1455 words long. This is 

comprised o f Fry’s 300 words plus 185 words that were found in the stimulus and the 

written responses but not found in Fry’s most frequently used words. This produced 

485 unique words which, when their case alternatives were added, forms the 1455- 

word lexicon. A low recognition rate was expected as a result o f using a large lexicon 

made up largely o f small words (words that contain less than 5 characters). In holistic 

recognition, small words generally have low recognition rates as the number of unique 

features within these words is low thus causing high ambiguity between the small 

words in the lexicon.

In CLA the word in the lexicon that best matches the word image is used to build a 

recognised response, which is then passed on for automatic assessment.

4. A sound like distant thunder issued from the tunnel.

How might the approaching train have made a rumbling sound like 

distant thunder?

i k \Abrpkc>n|[QFl L d

i_________ i _______ i ____ :

L exicon
Generator

G eneralised  
lex icon   ̂

1455 words
Handwriting
R ecogn iser

I J
t  V i

o n c e - 8 2 .2  vibration - 77 .4  e y e s -7 3 .2  T h e -9 5 .5  w h e r e -7 9 .2  o n - 8 7 .4  f iv e - 7 4 .4  m a d e -7 5 .9
T H IS - 8 0 .9  w h e r e -7 5 .1  v e r y -7 0 .1  t h e -9 4 .4  c le a n -7 8 .9  a n - 8 7 .4  f i n e -7 2 .2  c ir c le - 7 4 .9

u s e - 8 0 .7  S ta tio n -7 4 .1  any - 69.4 l ik e - 9 2 .0  w h e n -7 8 .1  a m -8 2 .4  fa ce  -  7 0 .5  w o u ld -7 3 .1

Figure 5.3: An e x a m p le  o f  th e  recogn it ion  resu lts  w h e n  u s in g  th e  
C on vention a l Lexical A pproach

Figure 5.3 shows an example o f how CLA is used to build a recognised response. The

written response of “The vibration of the wheels on the tracks” is extracted and every
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word is independently passed to the recogniser. Each word is compared to all 1455 

word templates in the generalised lexicon and a list o f best-matched words is 

produced for each word (the top three best matches are shown). The best match in 

each case is then used to build a recognised response that is used in the assessment 

stage. For example, in figure 5.3 the best match response would be “once vibration 

eyes The where on five made”.

To assess the response, each word in the recognised response is checked against the 

model answer. The model answers are given by NFER-Nelson and are shown in 

appendix C. The correct answer for question 1 is simply dragon, whereas question 2 

has two possible single word answers, steam or smoke. For questions 3,4 & 5 the 

model answers are multi-word answers. If  the whole o f a model answer is found in 

any o f the word positions and in the correct orientation, then the whole response is 

scored as correct. If  no model answer information is found in the recognised response 

then the response can be marked as incorrect. If  only a partial model answer is found 

or keywords are found but in the wrong order then the response is passed for manual 

marking. This is because the price o f assessing a misrecognised response is greater 

than the cost o f manually marking these responses (i.e. marking a correct response as 

incorrect).

113



Chapter 5: Automated Assessment O f Children’s Handwritten Sentence Responses

5.2.2 Results -  Conventional  Lexicon Approach

26 children aged between nine & ten, completed five questions as part o f Exercise 5 

in the Progress in English 10 exam in June 2000 published by NFER-Nelson. Two 

data sets were randomly selected to form a test set and a training set, 13 writers in 

each. The training set was also used as the history set (see section 5.4). The test set 

contained 65 written responses (592 word images). Using a 1455 word lexicon, with 

all the written words held within it, CLA achieved an overall word recognition rate of 

only 33%.

CLA: AA results

100% 

90%  

80%  

70%  

60%  

50%  - 

40%  - 

30%  

20% 

10% 

0%

25.6%

43.6%

■  ERR. 

□  ACC.

30.8%

COR POS INC 

Response Marking

Figure 5.4: A graph to  s h o w  th e  a s s e s s m e n t  
accuracy  o f  th e  c o n v en t io n a l  lex icon  ap p roach

Figure 5.4 shows the automatic assessment results using CLA. It can be seen that

CLA has tended towards marking all o f the responses as incorrect answers. This is a

direct result o f the low recognition rate. Few of the best-matched recognised

responses for those handwritten responses that were correct contained the required

model keyword answer resulting in an incorrect assessment classification. CLA
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apparently scored 74.4% of the responses automatically. However, 30.8% of the 74% 

were accurately assessed but 43.6% were correctly answered responses that were 

automatically assessed as incorrect answers. Since all o f these responses were 

automatically classified as incorrect the system achieved an overall assessment 

accuracy o f just 41.4%. The achievement is therefore a false one as the results prove 

that no confidence can be placed in the assessment results when CLA is used to 

automatically assess handwritten responses.

5.2.3 Specific Word Assessment Technique

SWAT exploits the nature o f the question and answer medium by only comparing the 

input pattern to the template o f the correct answer for that specific question. For Q1 

all word positions will be recognised using a lexicon containing only the word 

dragon. O f course, by neglecting any other response, this approach will always 

generate the correct answer as the recognised response.

T1 T2
Frequency density score when 
the word image matches the 
keyword
Frequency density score when 
the word image does not match 
the keyword

Recogniser Score

Figure 5.5: An idealised frequency density graph to obtain the two confidence
thresholds for SWAT

Frequency
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This localised approach must then use two confidence thresholds per word in each 

model answer to classify the top ranked recognised words as either a keyword (KEY), 

possible keyword (POS) or not a keyword (NKY) (see figure 5.5).

Two data sets are shown on the graph. The solid-line represents the frequency density 

scores for the times when the recogniser is passed a word image that is a keyword. 

The dashed-line shows the recognition scores for the times when a word image is not 

a keyword.

This is a similar process to that used in chapter 4 where the confidence thresholds 

were used to classify the single handwritten word as CORRECT, INCORRECT or 

POSSIBLE. There is a difference in this method to that used in chapter 4 because the 

classifications alone cannot determine whether a response has been correctly 

answered in this case. All the word classifications must be combined to form a 

sentence style classification response that can be assessed.

The thresholds for each question were determined by using a training set that 

contained data from 13 different children who completed all five questions. Each 

word template, built from the model answer keywords, was compared against all o f 

the word images in the training set. From this a frequency density graph was produced 

for each model answer keyword based upon the recogniser score.

A high recognition score (higher than t2) implies that the recogniser has achieved a 

close match between the word image and its model keyword target template. The 

system can thus confidently classify the word as a keyword. However, i f  the word has
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a low score (lower than ti), this means that the word image shares few features with 

the model keyword answer. The recognised word is therefore either a wrong answer 

or is illegible. Such a word can therefore be automatically classified as not a keyword. 

This can be achieved with a high confidence because the response image is only 

compared with that o f the correct model answer images.

Figure 5.6 shows an example o f how SWAT can be applied to build a recognised 

response for the written response, “The vibration o f the wheels on the tracks”, using 

only the model keyword answers as the lexicon. The model keyword answer for 

question four is ‘wheels track’. The model answers for all questions can be found in 

appendix C.

4. A souad like dlsfanf the tunM l.. ..................... ..... ...

How might the approaching train have made a rumbling sound like 
 .distant thunder?

S W A T
lexicon

HandwritingLecicon
Generator

(1) TRACK- 6 2 .6  
track - 48 .8  

Track - 5 5 .9  
WHEELS -3 3 .5  

w h eels  - 2 8 .7  
W heels - 24 .4

(3) TRACK - 42 .8  
track- 4 3 .8  

Track-3 9 .8  
w h eels  -  33.1  

W HEELS-2 9 .1  
W heels - 18.1

(5) W h e e ls - 7 7 .8  
w h e e ls -6 9 .4  

TRACK- 4 8 .4  
W H EELS-4 0 .7  

T rack-3 9 .9  
track -3 6 .8

V
(?) track - 48 .0  
TRACK-4 7 .9  

Track -  4 5 .8  
w h eels  -3 6 .1  

W H EELS- 3 3 .2  
W h e e ls - 2 6 .3

(2) w h e e ls -5 5 .1  
T rack -4 5 .8  

TRACK-3 9 .8  
track - 3 9 .4  

W H EELS- 3 7 .2  
W h e e ls -3 0 .1

(4) track-4 9 .1  
w h e e ls -4 3 .8  

T rack-4 0 .2  
W h e e ls -4 0 .1  

W H EELS-3 8 .1  
TRACK- 3 7 .9

(6) TRACK-5 5 .6  
track - 43.1  

Track - 39 .5  
W HEELS-3 3 .5  

w h eels  -  33 .4  
W heels -  29 .5

▼
(8) track-7 2 .1  

Track- 6 8 .7  
w h eels  -6 1 .3  

TRACK-5 8 .2  
W HEELS-5 5 .0  

W h e e ls -4 7 .1

Figure 5.6: An e x a m p le  o f  th e  recogn it ion  resu lts  w h e n  u s in g  the  
Specif ic  Word A s s e s s m e n t  T e ch n iq u e

117



Chapter 5 : Automated Assessment O f Children’s Handwritten Sentence Responses

Using the two thresholds for ‘wheels’ (ti = 60.9 & t2 = 74.9) and ‘track’ (tj = 61.8 & 

t2 = 87.5) the recognised words can be evaluated and classified. Using these 

thresholds, the classified results for the response shown in figure 5.5 would be: 

Keyword classification:- ‘POS NKY NKY NKY KEY NKY NKY POS’

Word position 1 - The Word position 3 - o f Word position 5 - wheels
Classification PO S NKY KEY

Best-matched
list

TR A C K 62.6 POS T R A C K 42.8 N K Y W heels 77.8 K EY
track 48.8 NKY track 43.8 NKY wheels 69.4 POS
Track 45.9 NKY Track 39.6 NKY TRACK 48.4 NKY

WHEELS 33.5 NKY wheels 33.1 NKY WHEELS 40.7 NKY
wheels 26.7 NKY WHEELS 29.1 NKY Track 39.9 NKY
Wheels 24.4 NKY W heels 18.1 NKY track 36.8 NKY

Table 5.2: C lassification  o f  th e  first, third and fifth w ord  from  th e  
r e s p o n s e  in f igure  5 .6

Table 5.2 shows how this classification was achieved for the word positions 1,3, and 5 

from the recognition results seen in figure 5.6. As can be seen from figure 5.7, the 

highest possible classification is always chosen from each list o f classifications. This 

is because these results are the most confident results possible using the thresholds. 

When it comes to assessing the classified response, a complete correct answer must 

contain all the keywords from the model keyword answer and the keywords must be 

in the same order that they appear in the model keyword answer. If  the keywords 

found match completely a correct answer then the response will be automatically 

scored as correct.

For example, if  the recognition score for the best matched word in position eight of 

the response, shown in figure 5.6, had been the ‘tracks’ keyword threshold (t2 ) then 

the recognised response would have been: POS NKY NKY NKY KEY NKY NKY 

KEY. This would have been automatically scored as correct because it has found the 

model keyword answer.
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If all the words are classified as NKY then the response can automatically be scored 

as an incorrect answer because there no link has been made to the model keyword 

answer therefore implying that the response is incorrect. A response that is passed for 

manual assessment is one that contains only a partial model keyword answer (not all 

keywords have been classified as KEY) and/or contains possible keywords (POS).

For example: NKY NKY NKY NKY KEY NKY NKY POS -  partial answer

or: NKY NKY NKY NKY POS NKY NKY POS -  p o s s ib le  an sw er.

5.2.4 Result -  Specific Word Assessment Technique

As stated earlier, the testing o f SWAT firstly involved creating training and test sets. 

50% of the data was randomly removed and used for the training set whilst the

remaining 50% was set aside as the unseen test set. The frequency distribution graphs

of the correct and incorrect responses in the training set were then plotted (figure 5.7 

shows the graph for Q1 as an example).

0 %

0 %

0 %

0 %

0 %

0 %

T 2

Figure 5.7: A graph to  s h o w  th e  f re q u en cy  d en s ity  graph o f  th e  r e s p o n s e s  to  Q 1 , 
Exercise 5 o f  th e  Progress  in English 10 e x a m  paper
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The thresholds Ti and T2 are then defined as:

Ti -  the recognition score below which no correct response is scored 

T2 -  the recognition score above which no incorrect response is scored 

From the graphs, the values for ti and t2 for question one were determined as 72 & 74

for the model keyword answer, 4dragon ’. Similar values were gained for all five

questions and these are shown in table 5.3.

Question Model Keyword Low Threshold (ti) High Threshold (t2)
1 Dragon 72.2 74.6
0 Steam 69.1 73.9JL Smoke 71.2 81.2
'I Long 62.3 81.9

Black 62.2 73.9
A Wheel 60.9 77.9

Track 61.8 87.5
Stayed 71.6 80.1

Z Behind 64.0 75.5D Train 71.0 82.9
Gone 67.0 78.9

Table 5.3: SWAT th r e s h o ld s  for th e  m o d e l  keyw ord s for all five q u e s t io n s

SWAT: AA results

100%

90%

80%

70% 84.5%
60%

50% ■  ERR. 
□  ACC.40%

30%

20%
7.7%2.7%

|""15.1%
10%

0%
COR POS INC

Response Marking

Figure 5.8: A graph  to  s h o w  th e  a s s e s s m e n t  yield and a s s e s s m e n t  

accuracy  o f  th e  Specif ic  Word A s s e s s m e n t  T e ch n iq u e
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These thresholds were then used to assess the responses in the test set. The test set 

comprised o f responses from 13 writers and the results o f the automatic assessment 

can be seen in figure 5.8.

By comparing figure 5.8 and 5.4 (page 114), it can be seen that CLA has 

automatically assessed more responses than SWAT. However the overall assessment 

accuracy o f CLA is very low (41.4%) and is easily out performed by SWAT (82.8%). 

This has confirmed the results from the previous chapter where SWAT was shown to 

be more suitable for automatically assessing handwritten responses than CLA. 

However, having said that, the amount o f responses that have been automatically 

assessed by SWAT is far too low to provide a viable solution. Additional methods are 

therefore needed to support SWAT in order to increase the assessment yield whilst, at 

the same time, maintaining the assessment accuracy. In the next two sections it will be 

shown that contextual word bridges and a question’s response history can be used 

with SWAT to produce an assessment system that is potentially a commercially viable 

solution

5.3 Investigation 2 -  Addition Of C ontextual Word Bridges

A sentence is a multi-word response, therefore contextual knowledge in the form o f 

contextual word bridges can be used to try and improve the automatic assessment 

system. In chapter 3 it is shown that by employing contextual bridges between known 

keywords the automatic assessment accuracy achieved using CLA alone can be 

improved. In this section, it will be shown that with the use o f contextual bridges
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between word pairs the automatic assessment system employed in the previous 

section can be improved. Therefore, in this section a comparison is made between 

CLA that employs contextual word bridges (CLAB) and SWAT which makes use of 

contextual keyword bridges (SWATB).

5.3.1 CLA Using Contextual Word Bridges

The conventional approach to handwriting recognition is to use a lexicon that is made 

up from all the possible words that could be found in any response, as seen in the 

previous section. This usually requires a large lexicon, which is highly ambiguous. As 

a result, recognition rates are generally low. However, in this work the recognised 

responses have also to be assessed rather than just recognised and by exploiting the 

assessment medium further with the use o f word-pair bridges it may be possible to 

improve the recognition by promoting the best matched contextual bridges instead o f 

relying on the top ranked word.

The recogniser designed by Evans et al has been shown to rank the correct word in 

the top 5 places 82% and this increase to 96% for the top 50 rank word alternatives 

[39]. Therefore in this experiment, the 1455-word lexicon detailed in section 5.2.1 

will be used again to recognise the sentence responses. However, instead o f passing 

just the best-matched recognised response for assessment (i.e. responses made up of 

all the best-matched words), a search of the top 50 best-matched words in each word 

position will be carried out to find the highest contextual word bridges and the best- 

matched sentence that can be made up using the highest contextual word bridges. 

Therefore, a search o f the top 50 ranked words for contextual word bridges based on
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the stimulus should promote the correct words as they form the bridges and thus a 

more acceptable recognised response.

A contextual word bridge is simply a link between pair o f words. Figure 5.9 shows 

the response given in figure 5.3 for the 4th question and shows that there are seven 

contextual word bridges present in the eight-word sentence.

vibratfoi^The ; vibrationV o f V the A wheelsV' on v- the track

Contextual Word Bridge

Figure 5.9: Example o f contextual word bridges in a sentence

Firstly a list o f the contextual bridges has to be produced. In chapter 3 the bridges 

where formed using the actual possible answers as they were the only expected 

responses. In this case however the list must be made up o f general pairs o f words.

In investigation 1 the template word list used was based upon the stimulus provided 

and the rest o f the words that were missing from the actual written responses. 

Therefore the word pairs have also been taken from the stimulus. A manual evaluation 

o f the text was earned out and all o f the unique word pair wes recorded. Also, as some 

o f the words from the template set were taken from written responses, the written 

responses were also examined and any missing word pair was added. The missing 

word pairs made up 24% o f the total contextual bridges used.

Using the recognition lists from the first investigation the top 50 ranking words for the 

first word in the sentence were explored for contextual bridges with the neighbouring
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word’s list of recognised words. This continues for all words and all ranked 

alternatives for each word. When a bridge is formed the raw recognition score o f both 

words is summed. The formation o f contextual word bridges that link more than one 

word pair can form a recognised sentence. The ranked output results o f passing the 

recognition results from figure 5.3 can be seen in figure 5.10.

the (74.2) vibration (77.4) o f (40.1) the (95.5) wheels (77.8) on (87.4) the (65.3) circle (74.9) 590

the (74.2) vibration (77.4) o f (40.1) the (95.5) track (63.4) on (87.4) the (65.3) circle (74.9) 575

the (74.2) vibration (77.4) o f (40.1) the (95.5) trees (45.2) on (87.4) the (65.3) circle (74.9) 557

Figure 5 .10 :  The to p  th ree  brid ged  s e n t e n c e s  fo rm ed  for th e  recogn it ion  resu lts
sh o w n  in f igure  5.3

It is clear that the resulting contextual word bridge constrained responses from CLAB 

are more syntactically correct than the best matched response from CLA. However, 

the highest ranked response sentence, ‘the vibration o f  the wheels on the circle’ is still 

not completely correct because only a partial answer was found. This recognised 

response would, therefore, have been passed for manual assessment using the same 

assessment method used in investigation 1.
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5.3.2 Results -  CLA With Contextual Word Bridges

By comparing figure 5.11 with figure 5.4 (page 114) it can be seen that the overall 

results o f the assessment accuracy for CLAB are worse than for CLA.

This is a result o f a very poor recognition accuracy (33%). The lexicon contained 

1455 words and only the top 50 words where searched for contextual word bridges. 

As a consequence o f the poor recognition rate the actual written words only appear 

73% of the time in the 50-word alternative list. Therefore the best-matched sentences 

that resulted were forced into the incorrect class because the contextual word bridge 

constrained sentences that contained the keywords were lower down in the list o f the 

best recognised sentences and where not promoted enough.

100% CLAB: AA results
90%

80 %

7 0 % 5 7 .2 %

60 %

50 %

40 %
■  ERR. 

□  ACC.
30 % 1 0 .3 %

20%
3 2 .5 %

10%

0% 4---------------T— — -----,— ----L
COR POS INC 

Response Marking

Figure 5 .1 1 : A graph  to  sh o w  th e  

a s s e s s m e n t  accu racy  o f  th e  co n v en tio n a l 

lex ico n  ap p roach  w ith  co n tex tu a l b r id g es

125



Chapter 5: Automated Assessment O f Children’s Handwritten Sentence Responses

5.3.3 SWAT With Contextual Keyword Bridges

As it stands, the contextual word bridges employed in CLAB cannot be used to search 

the recognition list from SWAT because only the keywords are evaluated against all 

the written words. This means that no other words are available in the recognition list 

to form bridges between the keywords.

To overcome this problem wildcards are introduced so that the model keyword 

answer can be found in a contextual keyword bridged response. In CLAB it was 

shown that the bridges could be used to promote poorly recognised words so that a 

more comprehensible sentence could be formed rather than just relying on the best- 

matched sentence. The use o f wild cards in SWATB allows the searching o f all word 

positions for the best complete model keyword answer that has the correct contextual 

keyword bridges structure. This contextual keyword bridged response is then passed 

for automatic assessment. However, it should be obvious that no extra improvement 

can be gained for questions one and two, as they only require a single word answer.

X X
X WHEELS
X TRACK
WHEELS X
WHEELS TRACK
TRACK X

Figure 5 .1 2 :  T h e SWATB b rid ge se t  u sed  
for q u e stio n  four

The template word set used for SWATB is identical to that used in SWAT, however a 

set o f contextual keyword bridges has been added. Figure 5.12 shows the set derived 

from the assessment criteria for question four. The word pair TRACK+WHEELS is
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not included in the set because the order o f the keywords is also taken into account 

when generating the set.

Using the contextual keyword bridges, the best-matched model keyword answer can 

be generated from the recognition results from SWAT. Like CLAB, a ranked list o f 

the best-matched model keyword answers is produced on the basis o f the combined 

recognition score for each word. Wildcards have been given a token value recognition 

score of zero as they are only used to

X X Xaid in the reconstruction o f  the 

response and do not contribute to the x  X X W

overall assessment o f  the response.

X X X T

X X T X

O f course, the use o f wildcards 

means that all possible bridges are 

found for each response, as each 

position will contain only the

recognition results for the keywords 

wheels and track. Therefore, if  the 

response only contained two words 

the length o f the list o f best-matched 

keyword answers formed from the 

list o f recognised keyword

alternatives would be equal to that of 

the six contextual keyword bridges in 

the corpus containing only one

X X  w

x _ 2 I
 T X | T
X _ J _ X  |w 
X w "

2 words written 
gen erates all 

6 bridges in the 
se t

3 written words 
gen erates  

13 bridges in the se t

W T

W T

W T

4 written words gen erates  
28 bridges with 10 correct 

answ ers

Figure 5 .1 3 : All p o s s ib le  b rid ges  

s e n te n c e s  th a t can be g e n e r a te d  from  2 ,3  
& 4 w ord  w ritten  r e sp o n se s
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possible model keyword response (highlighted in figure 5.13). O f course there will 

also be the response ‘X X ’ which will have a score of zero. This is a necessary 

contextual keyword bridge because when there are more words in the written response 

there has to be a way o f traversing through the recognised list as there are only 

keywords and no linking words present.

Figure 5.13 shows all possible bridged sentences that can be generated from 2,3 & 4- 

word written responses. The correct model keyword answers are highlighted. The 

remaining sentences are only partial model key word answers or contain both 

keywords separated by a wildcard but in the wrong orientation.

As an example, using the corpus on the four word handwritten response “Wheels on 

the track”, should result in the best bridged sentence being “W X X T ” where the first 

and last words have been matched highly against the ‘Wheels’ & ‘track’ word 

templates found in the lexicon. However it is possible that the best bridged sentence 

could be either “W T X  T '  or “W X  W T \  This is because the words ‘on’ and ‘the’ will 

be matched against the ‘wheels’ and ‘track’ word templates and they will gain a 

recognition score. However, the score for these words should be significantly low and 

should be therefore easily identified as non-keywords using the SWATB thresholds.

I f  the child had written the four-word response “wheels on the track” the score for all 

28 possible bridged responses will be calculated and the highest scoring response will 

be passed for assessment.
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In order to assess these new responses the original SWAT thresholds, used to 

determine the keyword classification, were recalculated from the best contextual j

keyword bridged responses formed from the training set (see table 5.3). By comparing 

table 5.4 with table 5.3 (page 120) it can be seen that the thresholds for Q3 -  5 have 

been altered.

Question Model Keyword answer ti t2
1 Dragon 72.2 74.6

Steam 69.1 73.9Z Smoke 71.2 81.2
"I Long 65.3 77.5j Black 63.1 72.1
A Wheels 63.7 72.5

Track 65.8 71.3
Stayed 71.6 78.2

c Behind 66.2 75.5J Train 72.3 74.6
Gone 67.0 78.9

T ab le 5 .4: T he h igh  fo )  and  low  (ti) th r e sh o ld s  ca lcu la ted  for SWATB ?

This is a result o f the way that the bridges have been used to build the best contextual 

keyword bridged sentence response. This reduces the occurrences o f keywords being 

mistaken for non-keywords and vice versa. On the face o f it, narrowing the gap 4

between the thresholds should allow the possibility o f automatically assessing more f

responses because the ambiguity between correct and incorrect keyword identification 

has been reduced. For example the eight word handwritten response shown in figure 

5.6 (page 117) “the vibration o f  the wheels on the track ”, produces a best bridged %

sentence o f “ W T X X  W T X T ” . ;

Using the original SWAT thresholds this response could not be automatically 

assessed because the actual written word ‘track’ could only be identified as a possible 

keyword. In SWAT this response was passed for manual assessment. Under SWATB
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the system is able to automatically assess this response as correct because the 

threshold t2 is lower which enables the last written word to be identified as a keyword.

5.3.4 Results -  SWAT With Contextual Keyword Bridges

Figure 5.14 shows the assessment results when SWATB is applied to the test set data. 

Compared to the results o f SWAT shown in figure 5.8 (page 120) it can be seen that 

the response yield has increased along with the assessment accuracy, 20.9% and 

87.1% respectively. This is a result o f converting more possible class responses into 

correct class responses due to the alteration in the thresholds allowed when using 

contextual keyword bridges to constrain the recognised response. That said, the 

assessment yield and assessment accuracy are still too low to provide a commercially 

viable solution.
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Figure 5 .1 4 : A graph  to  sh o w  th e  

a s s e s s m e n t  accu racy  o f  th e  SWAT w ith  

co n tex tu a l keyw ord  b rid ges



Chapter 5: Automated Assessment O f Children’s Handwritten Sentence Responses

5.4 Investigation III -  Addition o f Q uestion Response History
i

The use o f a questions history has also been investigated to show that author supplied 

model answers alone provide insufficient assessment criteria for an automatic 

assessment system. Additional assessment knowledge, obtained from previously 

marked responses, is necessary in order to mark all the handwritten response more ::

accurately. The training set used to calculate the thresholds used in SWAT & SWATB ■?

was also used to provide the question response history. The training set was manually 

analysed and all the correct answers found. These were used to form new assessment 

criteria. The new assessment criteria thus contain the model keyword answers for the 

correct answers found in the training set as well as the author supplied model answers.

The criteria also included frequently incorrect answers that could be used to better \

differentiate an incorrect answer from a correct one. The model answers used in this \
7

investigation can be found in appendix C. \

5.4.1 W ithout The Use Of History f

To recap on the CLA and SWAT assessment results without the use of a question’s 

response history, the results given in sections 5.2 and 5.3 are repeated here (see 

figures 5.15 and 5.16 on the following page). f
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CLA: AA results SWAT: AA results
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Figures 5.15 & 5.16: Graphs to show the results o f automatically 
assessing the handwritten responses using the CLA & SWAT 

approaches respectively

Figures 5.15 & 5.16 show the results o f the CLA & SWAT assessment approaches 

respectively. It can be seen that 25.6% o f the responses recognised using CLA were 

all sent for manual assessment because a partial model answer was found. The 

remaining 74.4% have been automatically assessed as incorrect answers. 58.6% of 

these are actually correct answers that have been misrecognised and erroneously 

assessed. This error rate in the responses automatically assessed using CLA was a 

result o f the extremely low word recognition rate obtained when using the large 1455 

word lexicon. In contrast, SWAT automatically assessed 15.5% o f all response 

rejecting 84.5% for manual assessment, as it was not confident in marking them. 2.7% 

o f the responses where incorrectly assessed as correct. This was a result o f two 

children giving an incorrect response to question two which included the phrase 

‘steam engine’. SWAT confidently assessed ‘steam’ as being a keyword therefore the 

response was automatically marked as correct. SWAT achieved a high assessment

i
t
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accuracy but the number o f responses was low as a result o f the assessment criteria 

being too limited. The human assessment o f these scripts achieved 100% assessment 

yield with 100% assessment accuracy using the same assessment models. This 

indicates that the human assessors must have used ‘common sense’ or additional 

assessment knowledge to score each handwritten response against the model answers 

provided. The use of a question’s response history should provide an automated 

assessment system with some o f this additional knowledge thereby allowing it to 

make assessment decisions that are closer to those o f the original human assessor.

5.4.2 With Question Response History

Figures 5.17 and 5.18 show the results o f applying CLA and SWAT with history to 

the assessment o f the test set data.

CLAH: AA results SWATH: AA results
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By comparing figures 5.17 and 5.18 (CLAH & SWATH) to figures 5.15 and 5.16 

(CLA & SWAT) it can be seen that with the inclusion o f new assessment criteria 

(more model keyword answers) the accuracy o f both methods has increased. 

However, the number o f responses (assessment yield) automatically assessed by 

CLAH has decreased whilst under SWATH it has increased. This is a result o f CLAH 

recognising more o f the actual responses as partial model answers rather than 

incorrect ones because there are more possible keywords recognised. SWATH was 

also able to be more confident in its assessment o f responses because o f the wider 

assessment criteria. When the history data is added to the assessment criteria, the 

accuracy o f the SWATH system also increases to 100%. This is due to the approach 

being able to assess responses such as ‘steam engine puffs and snorts’ in question two 

as incorrect. Without history this response is marked as correct because ‘steam’ is 

identified and classified as a keyword. The addition of the history made up for the 

lack of ‘common sense’ therefore making it possible to disallow ‘steam’ when 

directly connected to ‘engine’. Consequently SWATH is able to automatically assess 

more responses more accurately.

5.5 Conclusion

A summary o f the number o f responses that are automatically assessed and the 

assessment accuracy o f each approach is given in table 5.5.

Responses Automatically Assessed (%) Assessment Accuracy (%)
CLA 74.4 41.4

CLAB 87.7 37.1
CLAH 72.0 46.3
SWAT 15.5 82.8

SWATB 20.9 87.1
SWATH 33.2 100

T ab le 5 .5 : A su m m ary  o f  th e  A s s e s s m e n t  A ccuracy and %  o f  r e sp o n se s  
a s s e s s e d  for all a p p ro a ch es
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In this chapter, two methods for assessing children’s handwritten sentence responses 

have been compared. The conventional lexical approach, using a 1455 word lexicon, 

apparently provided assessment yields as high as 74.4%. However, this approach 

incurred a large number o f errors resulting in a response accuracy o f just 41.4%. 

When contextual word bridges were employed the accuracy actually decreased as 

most o f the responses were classified as incorrect answers. This produced a false 

improvement in the amount o f responses that could be automatically assessed. 

However the accuracy did increase slightly to 46.3% when the history was introduced 

but at the expense o f the response yield. The results for CLA and its subsequent 

augmentations suffered as a direct result o f the poor overall word recognition rate 

(33%) when using a generalised lexicon to recognise the children’s handwriting.

SWAT, on the other hand, has a very high keyword classification rate (97.1%) and 

had a higher response assessment accuracy (82.8%). The keyword classification rate 

was calculated as the number o f times SWAT correctly identified a keyword against 

the times when the keyword was present but was not classified as a keyword. Both the 

assessment accuracy and the assessment yield were increased by the use o f contextual 

keyword bridges and further increased with the addition of the question’s response 

history. SWATH’s keyword classification rate decreased slightly to 94.3%. This can 

be attributed to the increase in ambiguity o f the larger lexicon. However, since the 

assessment criteria contained extra knowledge more keywords were actually found 

thus producing a higher assessment yield. SWATH assessed 17.7% more responses 

than SWAT, automatically marking 33% of the responses with an assessment 

accuracy o f 100%. The main reason why SWATH was so accurate was that with the 

inclusion o f more assessment knowledge, in the form of the question response history,
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the approach was able to not only assess more responses but also overcome more o f
■f

the eiTors in the recognition stage.

The addition o f the contextual keyword bridges formed from the question response 

history and a large-scale trail o f SWATH is required to determine if  these results can 

be sustained such that they provide a viable solution to ease the burden of marking 

handwritten sentence responses.
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CHAPTER 6: CONCLUSION AND FUTURE WORK

In this thesis, the automatic assessment o f handwritten responses has been introduced 

as a new research area. This work shows that some o f the errors that are introduced 

through recognition o f the handwriting can be overcome using the contextual 

constraints that are inherent in assessment. These errors are further minimised by 

using the Specific Word Assessment Technique (SWAT), which utilises the nature o f 

the assessment medium to concentrate on scoring responses according to how well 

they match the correct answer at the recognition level. This is in direct contrast to the 

Conventional Lexical Approach (CLA) where the assessment is reliant on the 

handwriting recognition stage producing strong candidates for the written responses 

before being assessed.

6.1 What Has Been Achieved From This Research?

The results o f the initial investigation in chapter 3 show that automated assessment 

using CLA is feasible so long as the context within the response can be exploited. 

Knowledge o f the expected response is shown to help identify responses that contain 

handwriting recognition errors thus enabling accurate automated assessment. This is 

indicated by the overall performance o f the assessment system where 54% of all 

responses were correctly classified with an assessment accuracy o f 99% using 

question specific 9-word lexicons.

That said, the more generalised 210-word lexicon results shown in table 6.1 (this is a 

summary o f table 3.5 on page 68) indicate that this conventional lexical approach
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would not be able to scale up to the sort o f large lexicon recognition problems 

required when trying to assess unconstrained handwritten sentence responses. The 

CLAB and CLAH results presented in chapters 5 support this conclusion.

Tab

Lexicon S ize
9 27 210

Overall 83.3% 71.5% 41.0%

rom  C hapter 3e 6 .1 : Raw re co g n itio n  resu lts  

Following on from this preliminary investigation, a novel approach for the automated 

assessment o f children’s handwritten single word responses was introduced. This 

technique was born out o f necessity because the lack o f context in the single word 

responses meant that the contextual bridging algorithm used in chapter 3 could not be 

used to improve the assessment accuracy. The Specific Word Assessment Technique 

(SWAT) performed very well when compared to a conventional lexical based 

approach. Yields o f 44% were gained with 100% assessment accuracy using static 

thresholds on children’s handwritten responses. This compares favourably to the 

conventional lexical approach where the low recognition rate o f 59% severely 

compromised the assessment accuracy (41% error).

The explanation as to why SWAT was more accurate than CLA became apparent 

when the frequency density graph was examined (see figure 4.17 on page 92). In 

SWAT the response images were only checked against the correct answer. This 

reduced the ambiguity within the lexicon and increased the separation between the 

incorrect and correct response recognition scores thereby reducing assessment error. 

Since the scope o f recognition was narrowed using SWAT, a lower threshold could 

also be used to identify actual incorrect responses thus increasing the response yields 

further.
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Retrospective application o f SWAT to the adult multiple-choice question responses 

used in chapter 3, also showed that the SWAT verification based recognition and 

assessment method could outperform the contextual knowledge enhanced CLA.

In the final chapter, two methods for assessing children’s handwritten sentence 

responses were compared. The conventional lexical approach, using a 1455 word 

lexicon, apparently provided assessment yields as high as 74.4%. However, this 

approach incurred a large number o f errors resulting in an assessment accuracy o f just 

41.4%. When contextual word bridges were employed to augment the conventional 

lexical approach, the assessment accuracy actually decreased (37.1%) as most of the 

responses were classified as incorrect answers. This produced a false improvement in 

the amount o f responses (87.7%) that could be automatically assessed. However the 

accuracy did increase slightly to 46.3% when the question response history was 

introduced but this was at the expense o f the response yield (72.0%). The results for 

the conventional lexical approach and its subsequent augmentations suffered as a 

direct result of the poor overall word recognition rate (33%).

SWAT, on the other hand, has a very high keyword classification rate (97.1%) and 

had a higher assessment accuracy (82.8%). Both the assessment accuracy and the 

assessment yield were increased by use o f contextual keyword bridges and further 

increased with the addition o f the question’s response history. SWATH’s keyword 

classification rate decreased slightly to 94.3%. This was attributed to the increase in 

ambiguity o f the larger template set. However, since the assessment criteria contained 

extra knowledge more keywords were correctly classified than with SWAT thus

139



Chapter 6: Conclusion and Future Work

producing a higher assessment yield. SWATH assessed 17.7% more responses than 

SWAT, automatically marking 33% o f the responses with an assessment accuracy o f 

100%. SWATH was more accurate than SWAT because the extra assessment 

knowledge enabled better reconstruction of the keyword response and thus minimised 

the possibility o f incorrect responses being automatically assessed as correct.

The addition o f contextual keyword bridges formed from the question response 

history and a large-scale trial o f SWATH is required to determine if  these results can 

be sustained to provide a commercially viable solution to ease the burden o f marking 

handwritten sentence responses. In addition, the techniques developed in this report 

have only been shown to be applicable in highly constrained areas o f automated 

assessment. Future work needs to be done to address the issues that will arise when 

the automatic assessment o f more complex question styles is carried out. Increasing 

the generalisation o f the SWAT method may cause the keyword classification rate to 

decrease with its resulting impact on the assessment performance as a whole.

In summary, the work in this thesis has introduced the novel research area o f 

automatic assessment o f handwritten responses. It has demonstrated that current 

handwriting recognition technology can be used for automated assessment o f 

handwritten responses and has shown that the constrained nature o f assessment can be 

exploited to reduce recognition errors.
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6.2 Future Work: How far can A utom ated A ssessm en t go?

In this thesis, the proposed automatic assessment system produced encouraging 

results proving that, at the very least, this area o f research is worth further 

investigation. In this section the opportunity for further research into automatic 

assessment o f handwritten responses is discussed. Firstly a discussion o f possible 

improvements to the automatic assessment approach designed in this thesis is given. 

Then a theoretical method is proposed for calculating how confident an automatic 

assessment system can be based on its accuracy at recognising model keyword 

answers. This concludes with a brief account o f the how principles behind the 

Specific Word Assessment Technique could be employed in other applied areas o f 

handwriting recognition.

6.2.1 P roposed  Im provem ents  to  the  Automatic  A ss e s s m e n t  System

The most obvious improvement to the automatic assessment system used in this thesis 

would stem from improving the accuracy o f the handwriting recogniser itself or by 

using a multiple recogniser system. Pre-classification o f responses, based on the style 

o f the handwriting, could be used to determine which recogniser is most suitable to 

recognising the given style o f handwriting. In this work, the recogniser used is more 

suited to recognising long words that contain more features than smaller words that 

contain a low number o f features. A word length based pre-classification could be 

used to only allow long words to be passed to this recogniser thereby minimising the 

recognition errors. A suitable small word recogniser would then need to be developed.
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Improving the recogniser itself could be achieved by exploiting the assessment 

medium further. By using a predetermined response for the children to copy before 

the exam starts or by using the information already present (in the form o f their name 

and school) the recogniser could be dynamically trained to a given child’s unique 

style o f handwriting. Improving the recognition stage would result in less recognition 

errors being incurred, which would inherently mean that more responses could be 

automatically assessed more accurately. O f course, identifying a more advanced 

recogniser may also improve recognition. Therefore, the principles o f SWAT can 

again be exploited to improve the overall robustness of the system as the work in this 

thesis in not recogniser dependent.

Another way to improve the overall assessment accuracy would be the introduction o f 

more complex artificial intelligent agents, such as Artificial Neural Networks (ANN), 

into the automatic assessment process. These could be employed to calculate the 

thresholds used in SWAT based on more information than just the raw recognition 

scores o f the words. It has been shown that the thresholds are vital and ANN’s are 

good candidates for this type of pattern recognition as more complex information can 

be evaluated. Extra low-level information in the form o f the word lengths, pixel 

density and centre o f gravity o f the word image together with high-level information 

such as the recognition scores o f all the keywords, not just the highest scored, could 

be used to produce better-defined thresholds.

In addition to improving the recognition and assessment accuracy o f the proposed 

system, the automatic assessment o f more complex responses could be investigated to
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stretch the boundaries o f automated assessment. The accurate assessment of essay 

style responses and sentence responses that require broader assessment criteria than 

those seen in the investigations in this thesis need to be investigated. In order for this 

research to meet its ultimate goal the automatic assessment o f all handwritten 

responses must be achieved to the same level as that of a human assessor.

6.2.2 How Robust Is Autom atic Assessment?

A paper published as part o f this work [4], but not presented in this thesis, shows that 

the results in chapter 3 can be calculated through the use o f a Theoretical Scoring 

Confidence measure (the full paper can be found in appendix E). Contextual bridging 

and prior knowledge o f the required responses is used to predict the probability o f the 

classification for a given recognition rate. This is defined as the Theoretical Scoring 

Confidence and was successfully tested on two multiple-choice questions that 

required different structural responses. Analysis of the results showed that the 

theoretical rates o f assessment accuracy and assessment yield matched the actual 

results gained from using CLA for the automatic assessment of the adults responses to 

multiple-choice questions. Currently, the accuracy of the automatic assessment system 

is calculated by manual analysis o f the results gained at the end o f an assessment. Use 

o f  the Theoretical Scoring Confidence measure would allow the performance o f the 

system to be calculated, prior to the system being implemented.

It is interesting to note that this measure could be adapted to any response format that 

has more than one word (or recognisable element) in a predetermined format that
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allows contextual bridging to be carried out. The recognition o f postal address codes, 

telephone numbers and courtesy amounts on cheques are just a few examples where 

this measure could also be used to calculate the recognition rate required to meet the 

industry standard levels o f yield and error rate prior to system implementation. The 

portability o f this measure is significant, however, future work could look into 

whether this approach could also be used to theoretically predict the assessment 

accuracy and response yield o f using SWAT on sentence style responses. This could 

be based upon the keyword classification rate with the contextual keyword bridges 

being used as the structural response required by the theoretical scoring confidence 

algorithm.

6.2.3 Other Applications

The approaches in thesis have been aimed at the automatic assessment o f the 

handwritten responses. However this is not the only area that could possibly benefit 

from work reported here and two possible areas are Postal Address Interpretation 

(PAI) and Cheque Amount Verification (CAV). Both applications would probably 

suffer from not being a more generalised process than that shown in this work as they 

cannot be constrained as much as the assessment examples used here by virtue o f their 

application area. However, the contextual nature o f an address could allow SWAT to 

be used to verify the postal code o f an address that has been confidently recognised or 

vice verse. That is, the current PAI methods, specifically designed to recognise a 

postal address (see section 2.4.1), could be as a first pass recogniser in a multistage 

system where SWAT could be employed as a second pass verification tool with a
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lexicon based around the most confidently recognised alternative responses. Using 

SWAT would therefore improve the confidence o f a system as the ambiguity within a 

generalised lexicon is removed at the SWAT verification stage thus improving both 

accuracy and yield.
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Appendix A

APPENDIX A -  A SAMPLE OF ADULTS HANDWRITTEN RESPONSES TO 
MULTIPLE CHOICE QUESTIONS USED IN CHAPTERS 3 AND 4
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Please could you write your answer in the spaces provided and in BLUE or B1.ACK Ink.

I) In computing, what does DLL stand for: 5) In computing, wlsat docs ATM stand for.

Data Linked List 
Dynamic Link Library 
Domain Level Limit

At The Machine 
Asynchronous Transfer Mode 
Actual Time Modulator

Answer Answer

. ^k '.ri Lisk 1 1  T__r \ ‘ f  H « k

2) In computing, what does GUI si,and for: 6) In computing, whal does F IT  stand for:

Generally Used Information 
Graphical User Interface 
Geographical User Internet

Hla Transfer Protocol 
Fixed Text Post 
Forced Termination Premise

Answer Answer

J 5 k ___ *Cw»eAir-. ,fiaft>.gt>J_________

3)te computing, what doss BNC stand ton Vj In computing, what does QOS stand for:

Basic Network Connection 
Blind Natural Copy 
British Naval Connector

Query Operating System 
Quality Of Service 
Quick Online Search

Answer

J W c . ...... fk iw c ii___ Cenotcfci.wi........

4)ln computing, what doss AWE stand for:

Advanced Wave Effect 
Access With Extension 
Alternative Wide Emulation

Answer

8) In computing, what docs JDK stand for:

Java Development Kit 
Jackson Dae! Kernel 
Joint Device Knowledge

Answer Answer

Altuftsdrot-----L!i4t__„_i'jeKtjvLa<i____ aksktffla.------J&akL— „ -k u o a .U ^ „ -----

Thank you completing this test in advanced. f f l S J B g S R * «*«»<*«■ * * * * *  
This will be used in a roseate!) project headed by Jonathan Allan.
To contact him for any reason e-mail idm on ju G'dixv ntu. nc.uk 
At no time will this be used tut an  assessment of your abilities.

IUkV

Gnxfae*A Ustr i*W|dtr«.

B̂SAC, Corwv.th ua

AlWA^vt Iji^t Cr'ufaA *

/’IS'Wr’, cKforiavOS TytV'f ['•r' MetH.f

fJk Âk<*£ Itt/' Iro f 0 < 0 |

Qwt<̂  Ĝ c.'tx̂  fu ĵ******

Ĵ clttOA OiMti tl/A d1

Figure A - l : C o m p le te d  t e s t  script for S tu d en t  4 0  and the ir  original r e s p o n s e s  

written in b lue ink. T h e b inarised  r e s p o n s e s  that w ere  p a s s e d  for  recogn it ion  
can a lso  be s e e n  b e lo w  th e  c o m p le te d  script

A-2
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At The Machine 
Asynchronous Transfer Mode 
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Graphical User Interface 
Geographical User tateraei
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6} to computing, what does FTP staiid for:

Hits Transfer Protocol
Rjted Text Post
Forced Temti nation Premise
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7) to computing, wh&t does QOS stand for:

Query Operating System 
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Quick Online Search

Answer 

^  C l a ^ i T  O fk ltc to 'tA ^
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Java Development Kit 
Jackson 0 w l  Kernel 
Joint Device Knowledge
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To contact him for any reason e-mail him on ja^ tto f.rca  .ac.uk 
At m  H w  will this be used «s «n asseswasiH o f  yowr abPittost

J^vaw ic. LiAt L ibrary 

6{&pWcyA dSTi UOet^

B a s ic  Ncfax**- CoyM&h'0'' ‘

$0\)0>\fi<-<>d Wave. <5rf1f£(Jr 

/ISywcWoiw-1* f(«ns(V rtoOe.

F ie  'iYcMst?f

Q,u.e,sy o<?{ijtkk\î (j ,

^ a u a  'C| ^

Figure A -2 :  C o m p le te d  t e s t  script for  S tu d en t  3 6  and their  original r e s p o n s e s  

written in black ink. The b inarised  r e s p o n s e s  that w ere  p a s s e d  for recogn it ion  
can a lso  be s e e n  b e lo w  th e  c o m p le te d  script
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Please could yea write year answer in the space* provided s»0 to BLUE o r BLACK ink.

I) In computing, what does DLL stand for; 5) In computing. what docs ATM stand for:

Data Linked U st 
Dyitsnrie Link Ubtary 
Domain Level U n it

At The Machine 
Asynchronous Transfer Mode 
Actual Time Modulator

Answer Answer

2) to, computing, what decs GUI stand for; 6} In eoropsijsg. what docs F IT  stand ftsrt

Generally Used Information 
Graphical User Interface 
Geographical User Internet

H ie Transfer Protocol
IBsccI Text Post
Forced Termination Premise

Answer Answer

3)ln computing, what docs BNC stand for*.

Basic Network Connection 
Blind Natural Copy 
British Naval Connecter

7 ) In wmpntinp, whs! docs QOS stand for;

Qaery Operating System 
Qualify Of Service 
Qniclt Online Search

Answer

^teMseut
4)Io computing, what docs AWE stand for.

Advanced Wave Effect 
Access With Extension 
Alternative Wide Etmilatitm

Answer

... OyCffl-: ..
8) In computing, what docs JDK stand for:

Java Development Kit 
Jackson Duel Kernel 
Joint Device Knowledge

Answer Answer

....wA vC C fV T C T

Thank yon completing this test in advanced. # ,***  
'M s  will be used in a  research project hearted by Jonathan Allan,
To contact Mm for any reason c*mail him on ja®doc,n!tt,ac.nl<
At no  time will this he used «s an assessment of your abilities.

Oc*"Wi ('■J ui-Vfiit—

C;€ftPMiOH. t r s r a r w r  

f c u w ih  N f tT „ i ; ,u  r o t ’ 1-!! 

t o v ^ 'C C f t  w a v C  C  f r e e r

AtiW tJC.tfCC.tlCufi Trt.WtvOTT WGOC

R L t-  TEAwStC t  n.oTOCm..

c  ^c, e ^  o p e i f t  tsfo£- 

•TAvjft- 0a>O tO f MfN’i r t . r

Figure A -3 :  C o m p le te d  t e s t  script for  S tu d en t  2 4  and their original r e s p o n s e s  

written in g re en  ink. T h e b inarised  r e s p o n s e s  that w ere  p a s s e d  for recogn it ion  
can a lso  be s e e n  b e lo w  th e  c o m p le te d  script
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APPENDIX B -  A SAMPLE OF CHILDREN’S HANDWRITTEN 
SINGLE WORD RESPONSES TO NFER-NELSON’S ‘PROGRESS IN 
ENGLISH 6 EXAM, EXERCISE 2 PART A’ USED IN CHAPTER 4
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: \- b .m A s s.A, : S H  Opt'* <*i

S il  ' f  ( ^<2.

b fc r ts f l .r  n e x t -

V^cA»k.,£>i~ ^ ^ 0 .  T̂ '-'tZT' bC. ^ V a^ /'S rlJ

b f o x v e f  r x e /y - t  b c t f f S  i a \ r + v i ^

i ih r K A ^  h f ' a h k g j '  S fc 2 ,V  cL t i a - ^ p p y

B f c t K e r
* '" 

V>if«yL<K^ ,5 ^

Figure B - l : Samples o f children’s handwritten single word responses to 
NFER-Nelson’s ‘Progress in English 6 exam, Exercise 2 part A ’ used in

chanter 4
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APPENDIX C -  MODEL KEYWORD ANSWERS FOR NFER-NELSON'S 
‘PROGRESS IN ENGLISH 10, EXERCISE 5 THE TUNNEL’ USED IN CHAPTER 
5
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t
Model keyword answ ers for Q1 -5  w ithout History

Model answer for Q1 - DRAGON
Model answer for Q2 - STEAM

SMOKE
Model answer for Q3 - LONG BLACK
Model answer for Q4 - WHEELS TRACK
Model answer for Q5 - STAYED BEHIND TRAIN GONE

Model Keyword answ ers fo r Q l- 5  with History

Model answer for Q1 -  
History answer for Q1 -

Model answer for Q2 -

History answer for Q2 -

Model answer for Q3 -  
History answer for Q3 -

DRAGON
LION (frequent incorrect answer)

STEAM
SMOKE
‘STEAM ENGINE’ (frequent incorrect answer)

LONG BLACK 
LOOKED SNAKES

Model answer for Q4 -  WHEELS TRACK
History answer for Q 4 -  RATTLING LINES

THROUGH TUNNEL 
ENGINE

Model answer for Q5 -  STAYED BEHIND TRIAN GONE
History answer for Q5 -  STAYING BEHIND TRAIN GONE

DID NOT MOVE
DIDN’T MOVE
STAYED THERE
NOT GOING ANYWHERE
FLOATS ABOUT
FLOATING AIR TRAIN GONE

C-2
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APPENDIX D -  A SAMPLE OF CHILDRENS HANDWRITTEN SENTENCE 
RESPONSES TO NFER-NELSON’S ‘PROGRESS IN ENGLISH 10 EXAM 
PAPER, EXERCISE 5 THE TUNNEL* USED IN CHAPTER 5

D -l



Appendix D

1 L  C X y X L r y ^ ^ J L  C S  < X . c L r c k A  n v \  ~
U ~

t t  c * 6 ^ h i r i c p -  h ^  J r a u ^ i  n o U jO o f  • ^
I c o n -

t ilW ram o h  6 . Zink 2. th k  a n im a l  & a
• -  v  ' '  *  d r a p p r s .

T ^ A r o o o n  I'a t h e  « w r o * \  c o r te rw r i  

Qufc e g .  i ^ J W J T s L y

I t  t^kr/c Vh». bath AvihiiA  Jtto, mmt lum

"Tfui 6 c n W \ C 0 -  ' S  c r , o ^ . j ! m  S o u r e d  W\\fl, o* K ia n
o

^ t h o f c  Q v  0 ^ 0  p \ x ^
OS} <X, Xj u S vs f ^

"~ rv \c . S o o n d ^  \ ) \ f A  a  c\e><?)

Tike anriv%̂ /l i S  (ArlroLciOA- -  - . w. - ,

TKcu-oc4r\teruca rnaJka-o *H\Sk x^mxrcj CjLKao^do^^<

u r> £ -  ^ f t A f c ^ n c A .  m i a h e S  - V W  T r a i n  S a i i o c J  U k e  O  fohry

T h e .  c iruno l i6  I w n

ijhcxirv f^Du/rylfl<^ Xdk, a. Acĉ cĥ

Figure D - l: A sample of the binarised children’s handwritten sentence 
response images to question 1 from NFER-Nelson’s ‘Progress in English 10 

exam paper, Exercise 5 The Tunnel’
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2

T V jl &.J&.0 f r\ s> ^  r\ ca'rVfewel <Xr»cL POff^<Ko\] ’ ‘ “ s j

TK&. Orv\c3\crc nsS \ /*\ r \ t-> rU tf .m  O.<V\c?ai r*~-t aPP*C?-0(
1 y u  o ^ ‘

''IcW LVunQ UifSpfc_.t20& ,‘onorbcd 
O u t  o V  t^ rc o r*  o J < ^ S  ^ > o a o K f t ^ / '

; _ g U o ^

S rca-bad  otfvA _ p o S r ^ A  o o k

y V i i * r i r c \  |* r* k , e iiS ^p A - r^Ojaj^A , l W t  /S la o s r*  Ifi- y e n l M  e u l  X  JAv>.
■" & ' ' tA   ' Q ."■ S ' '

IVlft. <LX"tVSiCf^ LOfije Sr\C tt^JTC i & s d f & u £ £ l r \Q
'    ~ ' S7 “ " I  wW ' J

S fM l^  di^L...S& a^iN  W>fe/>. S*vg*rteA.
croJ<r. ~ ’ .' ~ ' ’ • - » Ob

2 > f O o f > ®  ( > a &  n n ^ F ' v s d .

U n fU  P.Aoi /\aQ L /e f p  S t fn fb ih a  n . r t r i  t i h f f  ln Q- j a r   v  —  y  v  f ’* ^

S m c k f i*  cocxo ^^^rvertiU l c w x )  ^ t x k  fcKft ,* t e ^ Q a 0 c M / \

'rtuL f ^ C X / ^ O  "  P J r \ d L i  In  ^ t V r T £ c \  -V tfufeejsl-  — — . . - - \ »r

.. S m O  I s  .. -

T J k  A)afr h o o r t C w > A  p j^A  o-u% fiJtefcan.

Figure D-2: A Sample o f the binarised children’s handwritten sentence 
response images to question 2 from NFER-Nelson’s ‘Progress in English 10 

exam paper, Exercise 5 The Tunnel’
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TAtu fa icjhi" Kotfc \c&Y*jA aê p̂ A-te
V *\e> 'ur lo ty c jjb V o to f i  o jt ><=* .  ) ^

 ̂ t-J * ‘ *     " ;JT---- -
m a .  Itvoa/ c ,  , l o o t e d .  t o  fca_

y^LCOJiASL b W t  ^ A jutnJL^ c t h t  ^ t n q K k  cHc*<jO«XA-*

TCfc uiôS iê Uvnej Provn c*n augta.
Jiht, HalUrŴ. ,int» rû jA UrC. ^KeA. U)*£ A&̂exvts W/ewtf>£ 
dht̂ L*W «\A  ̂ <vû anA.

”1 W l M L w o m  U rflS  J a d ta if c i. SertxnV S b o s p ^ a
hKiiH o * t  V a q j O a n l  g o c s r > .  '

t t e u S * 0 ^ ^ • & d £ $ g £ id i &  ‘‘ fa * *

KMcoWCn. \ru OjttS '>£ot>Wto fftfo F>

£>tc<\v\Se tfte-icaftfe a/A io ifcc
/o'JKS If  R e  fctie ‘ r^gc, W f l/e ,  

"TK̂J thufcad tik&̂ u-fsrVbfttcoue«jLiQ6. 'dvtyuxue Uock 

7H ^ »a»U a^  tw®S UlC^M- 'ii&S ■Sfirpejl(̂ FS fcte<5<M*S»- T̂«- w«^-'

Figure D-3: The binarised children’s handwritten sentence response images to 
question 3 from NFER-Nelson’s ‘Progress in English 10 exam paper, 

Exercise f) The Tunnel’
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Vv/U.*^v"v t r  \S  1 q c s t  

\ e ,  vAV)fafciov"* Of* VV\«a ^V'v 'c-Wu

■ ^ W -  t r o ? n  m i c j r b  V'ovfc w a d e .  o  cW nV ind 
a n d  &cne«.cW r\0 •sc S a c I ,  ^

T V * .  "IwwA w a c W  a i^ w iW w v j s o u n d  

^ c t w f i a .  'v>  v<0 t o c a U  w a s  in o v n  /wj <?n W'*-

“ Va, r^eiJc Jr^e rvod*. o. dxftjkitk JW'Ajd' laewftXAs-
. /kbvs . cj«i ver^ .Xottiu *r*̂  dm mjen UiW % ^  <S&A.. Jt 30n»w.

"tKfi. Ircx jL n  S c r u j v ^ ^ X  I^ K l  f h j u n c U r  to f ic a x B * . \V u< J
m.VVWr\<^ Of\ Y*a rojJj^oJj ur \ f t£ ,

r n ^ A ^  t/KsL^ ta a > G z X M 4 ^

L O V a^n  { c  OJoS c

h q c ti* ) t b C  & }fyf\< Z S  ivicfcAC z h Q  S c M 1̂
I ' K t  d i s t a l  t f t A i p g r  

Tfc- N 'O jfce  U b  i-fc>*udf\d IL k a  tfiO cuuos-tk

T h jL . vxms ^U sfauue-

Figure D-4: The binarised children’s handwritten sentence response images to 
question 4 from NFER-Nelson’s ‘Progress in English 10 exam paper, 

E x e r c is e  5 T h e  T u n n e l ’

D-5



Appendix D

B o J ^ c x u S c u . i b  . dLdL*\.< \tV \o ^e~

l i  wc»Ji \Q jij W c a u o * .  vW ^ \o o d c« ,d l ^uU>tr c J & c w -e  
H x t b r e e o  / d  0 ^ \C j rC V P j^ trfS  £>>g

1 k u  t m o t e  . c o o s  ( 4 c -S c n k L 5 d  a  b w - n q  / L o X u
CifiJGDUSjL. ib i-O O ula K o v w  o j t o u<A ̂ aj-fc«/j_y 
tKa- bnyj/i W ad 'JjOnfl-

lg-X  ̂b«.e«u»«. 11- iwo« ro t “tioig

)H A»noh It»/5 Ween AtScd^ ^  . wt*X
i /S  / S V r u J j^  U , f w V ^  .  r t r a  K t n t f a .

5 iyo\^ »  u>ckS d c S c r ib a i  <*£ b& r> j \cxX-si t^ c a v £ > £ /iV  
0 o 3 b  S V a y ^  V^vftM- Vca**lvf\Oj j f r o ^  Vo 5;<Jui*

^  l̂ -

f2>ecat>s U" vA ks cxu 'o b c ^

f C q i M s e ,  I t  . w e n s  J ( A $ t  h o 'T G r i n j f  g u n i  
. r » W M g  5 / c - ^ v ^  ._
‘I t c ^ n ^ a k . .  v i f l o  . d t o o o f t v )  (o^s»J t ptx Ĉ a  > |  h
c t ^  - d o e a r i f c  c t o

"The. <ri«^ \«*5 oiot̂ -

Figure D-5: The binarised children’s handwritten sentence response images to 
question 5 from NFER-Nelson’s ‘Progress in English 10 exam paper, 

Exercise 5 The Tunnel’
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APPENDIX E -  PAPERS PUBLISHED FROM THE WORK CARRIED 
OUT DURING THE AUTHOR’S PHD

The author has currently published four conference papers in various international 
proceedings:

1. Automated Assessment: It’s Assessment Jim But Not As We Know it [3]

2. Automated Assessment: How Confident Are We? [4]

3. Confident Assessment of Children’s Handwritten Responses [5]

4. Automated Assessment o f Children’s Handwritten Sentence Responses [6]
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Automated Assessment: 
It's Assessment Jim But Not As We Know It.

Jonathan Allan, Tony Allen, Nasser Sherkat, Peter Halstead 
IRIS, Department of Computing, The Nottingham Trent University 

Burton Street, Nottingham, NG1 4BU, U.K. 
Tel: (+44)0115-848-2150 Fax: (+44)0115-848-6518 

Email: (ja, tja, ns, ph}@doc.ntu.ac.uk.

Abstract

An extensive literature survey on automated assessment 
and handwriting recognition has shown that no work has 
been done in addressing the area o f assessment o f  
handwritten exam scripts. This paper therefore 
introduces the novel concept o f  applying Image 
Extraction and Cursive Script Recognition (CSR) 
techniques to the area o f automated assessment. We 
demonstrate the potential fo r  using a holistic CSR engine 
as the input process fo r  a system capable o f automatically 
scoring handwritten responses to multi-choice questions. 
This innovative system utilises the constrained nature o f  
simple multiple choice questions to enhance the 
recognition rate o f the handwritten response. 50 writers 
were chosen to answer eight multiple choice questions 
and results show that the system yields an average 83% 
CSR word accuracy, which enables the system to score 
over 54% o f  all response with 99% Confidence.

1. Introduction

At the forefront o f the assessment of on-line data is the 
commercial group behind QuestionMark [1], This 
software has the ability to generate tests that accept on
line yes/no, single word, multi-word and multi-line 
responses. Its recognition accuracy is very good when 
dealing with yes/no or single word answers but, it does 
have a limited assessment capability when scoring single 
line and multi-line responses. Research has been done in 
applying NLP (Natural Language Processing) techniques 
to the user inputs in order to reduce the ambiguity found 
within these responses [2-3] and this helps improve the 
scoring confidence for multi-line responses. However, if  
the users are incapable o f relating their thoughts 
efficiently via a keyboard or the cost o f class testing done 
on a computer versus the traditional pen & paper is too

high, then a move from paper based assessment to on-line 
testing is impractical.

The automated assessment o f handwritten responses 
is therefore the obvious progression. The constrained 
nature of assessment structure can be used to improve 
recognition so that the confident scoring o f scripts is 
achieved.

2. Automated Assessment

CSR has many inherent difficulties that range from 
coping with a wide variety o f hand writing styles to the 
complexity of recognising multi-word combinations that 
cause ambiguity. For general purpose applications, it is 
neither desirable to limit the number of users of the 
system nor is it possible to know the writing styles o f  
every user who is going to be evaluated by the system. 
However, constraining the scope of what can be expected 
within the written responses, in order to improve the 
recognition rates, is a possibility.

It has been shown that with the use o f a constrained 
lexicon, handwriting recognition can be improved [4], 
This can be exploited in many areas and therefore it is not 
always necessary to work with the notion o f recognising 
totally free unconstrained text. For instance, the 
recognition of addresses is one area where the concept of  
unconstrained text would be superfluous. Off line 
recognition methods such as postal address recognition, 
signature verification [5] and Optical Mark Recognition 
(OMR) are also other areas where the benefits o f  
constraining the scope o f recognition can be shown to 
enhance recognition.



Inchon }%̂ £fic 
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Fig 3: Handwriting Recognition System
OMR was first used to score multiple choice scripts in 
1963 [6] and is still used today to mark exams all over the 
world. However the use o f this technology is limited and 
some of the pupils that are tested may not be able to 
efficiently translate their response to the question by 
marking a separate piece of paper. Many young children 
are therefore still required to supply a hand-written 
answer when taking a formal exam.

I to- ftaofe-tef

Fig 1: 1st exam ple o f an exam  responses

* • ...

Fid „ Wl'ten sine lr*

Fig 2: 2nd exam ple o f an exam  responses

Figs 1 and 2 show typical examples o f the assessment 
formats used to assess the literacy o f 7-8 year old children 
in the UK. As can be seen, the examinee is often expected 
to write their answer in a variety o f locations on the script 
that are not predefined by a box or line following a field 
prompt (as in the case o f conventional forms). However 
uniformity within exam scripts is there to be found. They 
possess similar features, i.e. exam scripts supply fields 
that demand a responses in certain areas on the script. 
However pronounced that field is, it is still a field in a 
form and will contain contextually linked data by virtue 
o f the associated question. This can clearly be seen in fig 
1 and fig 2. The handwritten responses that can be seen 
do not have a direct prompt (in this case a question 
directly in front o f them) and the fields themselves are 
somewhat ambiguous. However the location o f the 
handwritten response within the script does imply 
something about the possible responses that could be

written there. Use o f this positional based contextual 
knowledge will therefore enable limited lexicons to be 
selected prior to recognition which, in turn, will improve 
the accuracy o f the recognition process and ultimately the 
assessment process.

3. Handwriting Recognition System

Fig 3 shows the proposed system. It incorporates our 
existing Image Extraction system and current CSR 
technology as well as novel assessment technologies to 
automatically score handwritten responses. These areas 
work independently, as shown in Fig 3, and are described 
in sections 3.1 to 3.3 respectively.

3.1 Image Extraction

The use of colour within our exam script was felt to be 
important. Research shows that data extraction from 
forms that have a coloured structure is more accurate then 
that o f the more traditional black and white form [8]. 
Thus the script structure and text used in this work was 
printed in red ink and the students were given instructions 
to enter their responses using only blue or black ink. The 
actual processing was done using a method devised by 
Wing et a l . The scripts underwent two stages before they 
were ready for recogiition, Quantisation and data 
extraction. The Quantisation process reduces the number 
of colours within the script whilst the data exfraction 
process uses the colour information to directly extract the 
hand written responses from the image.



3.2 Cursive Script Recognition 3.3 Assessment

CSR was then carried out using our existing HVBC 
(Holes, Vertical Bars and Cups) recogniser [9] with 3 
lexicons each comprising o f 9 words. These words 
consisted o f the 3 different words that could be written in 
a given position in the responses plus their case 
alternatives , i.e. DYNAMIC, Dynamic and dynamic. 
The holistic recogniser works by recognising the shape of 
the word from features extracted from the whole word 
image. Each character is defined in terms o f three features 
(Holes, Vertical Bars and Cups). Evans et al [9] describes 
this process in detail for the lower-case characters. 
However, the use o f a lower case only lexicon was found

—
A B

Hi! tat

Fig 5: Example o f u p p er-case  zoning

- ^ p p r  p 1
Fig 4: The u p p er-case  te s t se t

Mikooi

Fig 6: Example o f mixed case zoning

not to be sufficient to recognise the range o f responses 
found. Therefore it was deemed necessary to add an 
upper-case only and mixed case character sets to the 
generation stage. Fig 4 shows the upper case only 
character set used in this work. It follows a similar format 
to that used by Evans et al. Figures 5 & 6 show examples 
of the effects upper case writing has on the zoning 
procedure used by the HVBC recogniser.

Once the character sets had been defined the three 9 
word lexicons were generated. These lexicons are specific 
to each question and each lexicon is unique to each word 
position in the response. The output images from the 
image extraction process were manually marked up and 
passed to the recogniser. An alternative word list was 
produced for each word image using a manually chosen 
lexicon.

50 first year computing students where given a script 
which was made up of eight multi-choice questions. Each 
question had three responses, one correct and two 
distracters. Each response has three words and the first 
question can be seen in fig 7.

1) In computing, whut does DLL stand fan 

Data Linked List 
Dynamic Link Library 
Domain Level lim it 

Answer

  C3.$ F

Fig 7: Q uestion 1 o f 8 from w riter 10

Before processing by the HVBC recogniser was 
attempted, the number o f words comprising each response 
was manually determined. If the sample contained no 
response or a numbered response (see fig 8) it was 
classified as INVALID before being passed to the 
recogniser. In principle these INVALID responses could 
be automatically pre-classified by the system as it can be 
programmed to reject answers that are not made up of 
three independently marked-up word responses.

7) In computing, what does QOS stand for 

Query Operating 
Quality Of Service 
Quick Online Search 

Answer

i

Fig 8: an exam ple o f an INVALID 
question due to  a  num bered response.
Since manual marking is employed, word isolation 

accuracy is 100% and therefore the rejection rates o f the 
INVALID responses due to ‘numbered’ and ‘no response’ 
cases is also 100% accurate.

Once the written response has been passed through 
the recogniser, the recognised response is formed from 
the top ranked words in each word position and evaluated 
against the target response in order to classify it into one 
o f three classes, VALID, POSSIBLE and INVALID. This 
is done by looking at the number o f bridges within each 
o f the recognised responses.



A valid bridge can be formed when two of the words 
in the recognised response correspond to a pair of words 
in one of the three target responses. For instance, using 
the actual response in Fig-7 here are examples of how 
each class could be generated and determined:

A pair o f valid bridges between the words in the 
recognised response leads to a VALID classification. E.g.

Recognised Response:
/ \  / \

Dynamic Link Library

This is an example o f a GOOD VALID classification as 
all words in the written response have been correctly 
recognised. However errors can be introduced into the 
recognised response when the written response has been 
incorrectly recognised and two valid bridges are still 
formed. A BAD VALID classification can be formed 
when the recognised response is:

S \ S \
Domain Level Limit

Or
/ \  / \

Data Linked List

A single valid bridge in the recognised response leads to a 
POSSIBLE classification. E.g.

/  \  A
Recognised Response: Domain Link Library

Or

Or

Dynamic Linked Library

A /  \
Dynamic Link List

Again these examples show the GOOD POSSIBLE 
recognised word responses. Errors can also be introduced 
that result in the classification process producing a BAD 
POSSIBLE class in the same way as in the creation of the 
BAD VALID class. Examples of this would be:

/ \  /  \
Domain Level Library

Or
A  /  \

Data Linked Library

In these examples the words in the first two positions 
have been recognised incorrectly, but have also formed a 
valid bridge creating a BAD POSSIBLE response.

No valid bridges present in the recognised response 
leads to a INVALID classification. In this instance ‘Link’

is the correctly recognised word but since there are no 
bridges formed there must be an error in the recognition 
stage and the response is therefore rejected. For example:

Recognised Response:
f  'S f  \

Domain Link Level

4 Experimental Results

50 writers were tested, producing 359 complete 
responses (1077 word images). Fig 9 shows the results of 
the response classification. It shows that the system 
classified 54% of all responses as VALID and did this 
with a scoring confidence greater than 99%. The 
POSSIBLE and INVALID class responses were rejected 
at this time as they could be assumed to be passed for 
manual marking.

10 0 %

^  6 0 % I Bad

I Good

VAL POS INV

C l a s i f i c a t i o n

Fig 9: Response Classification

Fig 10 illustrates the individual word accuracy of the 
recogniser for the experiment. The overall top rank 
recognition accuracy using a lexicon of 9 words for each 
word response was 83%. This rises to 99% when the top 
three ranked word responses are considered.

As expected the recognition rate is high due to the 
constrained nature o f the test set, however two issues 
have arisen which, if solved would improve recognition 
accuracy. Firstly the performance o f the recogniser on 
upper case words and secondly errors which have not 
been detected at the mark up stage.

HVBC performance relies heavily upon vertical bars 
that ascend and descend out o f the mid zone. In upper 
case words these vertical bars are not present thus causing



100%

<  95%

•|5 90% 
'cD>
o  85%

80%
1 2 3 4 5 6 7 8 9

Word Rank 

Fig 10: Recognition Rate

more confusion. Upper case writers formed 16% of the 
data set and when excluded the top case recognition rate 
increases to 89%.

Writers, have in some cases, opted to abbreviate 
some o f their responses thus giving a word that is not 
expected and therefore not in the lexicon (Fig 11 shows 
an example o f an abbreviated response). These writer 
errors, unlike the numbered responses, could not be 
detected by an automated mark up procedure because 
three independent word images can still be formed. 
Manual checks have shown that this sort o f error amounts

$> l*i cojrnputirijgv what docs JDK. stand for:

la v a  DevBlojfWTficnt Kit,
Jackson Duel Kernel 
Joint Device Knowledge

A nsw er

kj-UV"

Fig 11: An Example o f an 
Abbreviated Response

to 1% of the total word responses.

5 Conclusions

between recognition rate and constraints in order to 
establish the boundaries o f applying CSR to automated 
assessment.
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This paper aims to open the debate in the area of 
automated assessment o f handwritten scripts by 
identifying the research issues involved in using CSR as 
the input process for an automatic assessment system. The 
results o f this initial investigation show that automated 
assessment using CSR is far from being as accurate as 
that o f human recognition and judgement. However the 
assessment algorithm introduced in this paper is seen to 
be capable o f adequately coping with the errors 
introduced by CSR. Constraining the response o f the user 
is shown to help reduce CSR errors and enable 
assessment. This is indicated by the overall performance 
of correctly scoring 54% of all responses with a scoring 
confidence o f 99%. Future work will focus on improving 
the accuracy o f recognition and assessment (through 
constraining the scope) and will investigate the trade off
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A bstract

This paper highlights the research issues associated with the automated 
assessment o f handwritten scripts and introduces the notion o f Scoring 
Confidence[l], Using this concept, in a 3 word response environment, we 
prove that it is theoretically possible to achieve a Scoring Confidence greater 
than 98% using recognition rates as low as 81% to produce actual response 
yields o f 50%. These results are verified by experiment.

1 Introduction
Cursive Script Recognition (CSR) has many inherent difficulties that range from coping 
with a wide variety o f handwriting styles to the complexity of recognising multi-word 
combinations that cause ambiguity. High accuracy, as measured by recognition rates, is 
the aim o f all research within the field of handwriting recognition and it has been well 
documented that rates o f 87% and greater can be achieved [2-8,10-13]. However to 
gain such rates, the experiments have to be constrained. The areas that are constrained 
or pre-classified are one or more o f the following: lexicon[3,5-6,10-12]; writers[2,4,7]; 
and even handwriting sty!es[13]. Unfortunately for general-purpose applications, it is 
neither desirable to limit the number of users o f the system nor is it possible to know 
the writing styles o f every user who is going to be evaluated by the system. However, 
constraining the scope o f what can be expected within the written responses, in order to 
improve the recognition rates, is a possibility.

Automated assessment is one application o f recognition that can use the constraints 
o f the task to achieve very high recognition rates. Assessment is by its very nature 
constrained; only a limited number o f responses should be expected to a given question. 
The main restriction that arises from this type o f application is that it needs to be 
extremely accurate. The price o f a recognition error is much higher than any savings 
that can be gained from automatically scoring a correctly recognised response. As has



been said before, existing recognition systems can correctly recognise only 87% of all 
responses [10]. Thus, without any post-recognition error detection, 13% of all responses 
will be recognised incorrectly. However, if  these invalid responses can somehow be 
detected and filtered out for manual processing before automatic assessment is applied 
then the assessment accuracy o f the system can be increased. Therefore automatic 
systems should be able to refuse to asses a response when the probability of making a 
mistake is too high, thus only passing on a response when it is known that the 
recognition system is highly confident o f the response being correct.

2 Theoretical Confidence Method

6) In computing, what docs FTP stand far; At The Nottingham Trent University first
year computing students are asked to fill in 

File Transfer Protocol an information sheet that gives an idea of
Fixed Text Post how much experience and prior knowledge
Forced Termination Premise o f computers and computing they already

possess. This then helps the tutors assess 
who may need further help in the future.

AfiSWCf An example o f the questions that are used
k t . 6 P&5RJ:tfl_ can be seen in figure 1 . It can be seen that

— ........... ■■■■■.......... ■■ this question is a multi-choice question
Fig 1. Example of the question with 3 possible responses that are created

and response style, 3x3,3,3 from 3 different words, i.e. this is a 3x3,3,3
response style question.

Since all the possible responses are known prior to recognition, it is possible to 
identify each word location and thus reduce the size of the lexicon used for the 
recognition o f each word by making it word placement specific. For example, the 
question shown in figure 1, has three responses: ‘File Transfer Protocol; ‘Fixed Text 
Post’ and ‘Forced Termination Premise’. In the first word position it is only possible to 
have either: ‘File’; ‘Fixed’; ‘Forced’ or a writer error. Therefore the lexicon for this 
word position will be made up o f the three previously stated words plus their case 
alternatives, making a total o f 9 words per word position.

One other advantage that can be gained from knowing what responses are expected 
is that the three answers are unique. The syntactic structure of the 3 recognised words 
can thus be used to determine whether or not the three separately recognised words can 
form one o f the answers i.e. a VALID response. Equally INVALID and POSSIBLE 
responses can be determined by looking at the number of bridges within each o f the 
recognised responses[l]. Appendix A shows the complete break down o f the classes 
and their GOOD & BAD designation in this 3x3,3,3 style o f response.



Since the classes have been defined and the recognition rate is known it is possible 
to theoretically determine the accuracy and the Scoring Confidence of the system. If the 
average word recognition rate for the system across all word positions is R then the 
probability for correctly recognising a VALID response is defined by equation (1).

% o f GOOD VALID = R3 - (1)

The probability for incorrectly recognising a word is 1-R. Therefore for the system to 
miss-recognise the written response as another viable response (i.e. written response: 
“File Transfer Protocol” and recognised response is “Forced Termination Premise”) the 
probability will be (2).

% o f BAD VALID =0.25(1 -R)3 - (2)

The factor o f one quarter results from the 3/4:V4 split between the BAD POSSIBLE and 
BAD VALID classification when all three words are miss-recognised.

Since the system is unable to differentiate between a GOOD VALID and BAD VALID 
response these combine to produce the Theoretical Valid Response Yield (TVRY), (3).

Theoretical Valid Response Yield = (R3 + 0.25(1-R)3) - (3)

The Scoring Confidence, which is the amount o f confidence in the assessment 
procedure, is then defined as the proportion o f the VALID responses, passed for 
automatic assessment, which are GOOD VALID responses. Thus the Scoring 
confidence for the VALID class is the defined as the probability o f producing a GOOD 
VALID responses over the Theoretical Valid Response Yield, (4).

Scoring Confidence
 _______ R3_______
“  (R3 + 0.25(1-R)3) -(4)



From these equations a graph can be produced to show the Scoring Confidence against 
the corresponding TVRY for all possible recognition rates, R.

1 0 0 %
99.61

90%

80

70

60°A
51 .40

50 SC
TVRY40

30%

2 0 %

1 0%

0 % 2 0 % 40% 60% 80% 1 0 0 %

R e c o g n i t i o n  R a t e  (R )

Fig 2. A graph to show the Scoring Confidence in 
relation to the TVRY for the 3x3,3,3 style response.

From figure 2, it can be seen that to achieve the industry standards of 50% response 
yield with an error rate less than 0.5% [5] a theoretical recognition rate o f  around 80% 
is required for this question.

The major significance o f this method is its the portability. For instance, using the 
same principles, we can prove that the scoring confidence for a 3x3,2,3 response style 
question is given by (5)

Scoring Confidence
J i!

(R3 + 0.5(1 -R)3) -(5 )

2) I«. eontpuiiiig. what does GUI stand for:

Generally Used Information 
Graphical User Interface 
Geographical User Internet.

Answer

 US o  fcgyfetG.

Fig 4. Example of the question and 
response style, 3x3,2,3

An example o f a 3x3,2,3 
response style seen in figure 4. Again 
it is a multi-choice question, with 3 
possible responses consisting o f 3 
different words in the first position, 2 
different words in the second and 3 
different words in the third. The 
overall classification break down for 
this response style is given 
Appendix B.

in



The equation for calculating the probability of recognising a GOOD VALID 
response is the same as the previous example (R3) as there are still three word positions 
in both examples. However the equation for calculating the number of BAD VALID 
responses is slightly different, BAD VALID = 0.5(1 -R)3. This is due to the fact that the 
probability o f producing a BAD VALID response as opposed to an INVALID response 
has increased because o f the increase in ambiguity this question style imposes i.e. less 
bridges can be formed and therefore there is a decrease in the possibility o f confidently 
recognising a response.

As in the previous example a graph can be produced from equation (5). This is 
shown in figure 4. Here it can be seen that to achieve a Scoring Confidence o f 99.5% a 
Recognition Rate o f 87% is required. This increase is also attributed to the increase in 
the question style ambiguity. However with an increased Recognition Rate there will 
also be an increase in the Theoretical Valid Response Yields.

100%

90%

80%

70%

60%

50%

40%

30%

20%

10%

0%

— sc
— TVRY

87.22%

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

R ecognition  Rate (R)

Fig 4. A graph to show the Scoring Confidence in 
relation to the TVRY for the 3x3,2,3 style response.



3 Results

In order to verify our theoretical prediction, automated assessment was performed on 8 
question responses from 50 first year computing students. Before processing with our

existing holistic recogniser [14], the

Answer

iS) in computing, whm does FTP stand for: handwritten responses were manually
i Fite Transfer .Protocol extracted from the scripts. During this

"v. Fixed Text Post process the number o f words comprising
£  Forced Termination Premise each response was manually determined. If

the sample contained no response or a 
response consisting o f less then three 
words (see figure 5) then it was classified

_______ |________________________  as INVALID. In principle these INVALID
responses could be automatically pre- 

Fig 5. an example of an INVALID classified by the system as it can be
question due to a numbered programmed to reject answers that are not

response. made up o f three independently marked-up
word responses. Note: Since manual 

marking is employed, word segmentation accuracy is 100% and therefore the rejection 
rates o f the INVALID class responses (i.e. not three words) is also 100% accurate.

Once the written responses had been passed through the recogniser, the recognised 
responses were formed from the top ranked words in each word position and evaluated 
against the target response in order to classify it into one o f the three classes, VALID, 
POSSIBLE and INVALID.
3x3,3,3 Response Style Results

Seven 3x3,3,3 response style questions were given to the 50 students producing 
313 complete responses (939 word images). The system classified 50% of all responses 
as VALID and did this with a scoring confidence greater than 98%. The POSSIBLE 
and INVALID class responses were rejected at this time as they could be assumed to be 
passed for manual marking. This compares well against the theoretical results (see table 
1), where the theoretical results were calculated as a Scoring Confidence o f 98.7% with 
a TVRY of 53% when the system achieves a recognition rate of 81%.

Theory A ctual
R ec. R ate 81% 81%
S corin g  C on fid en ce 98.7% 98.3%
R esp on se  Y ie ld 53.1% 50.3%

Table 1: Comparison table for the response style 3x3,3,3.



3x3,2,3 Response Style Results

One 3x3,2,3 response style question was given to the 50 students. The average 
recognition rate for this experiment was 93% and a comparison table can be drawn up 
between the expected theoretical results and the actual results, see table 2.

Theory A ctual
R ec. R ate 93% 93%
S corin g  C on fid en ce 99.9% 100%
R esp on se  Y ie ld 82% 78%

Table 2: Comparison table for the response style 3x3,2,3

With a recognition rate o f 93% the theoretical probability o f producing a BAD 
VALID is only 0.03%, therefore the likelihood o f recognising one is very small. In fact, 
a Scoring Confidence o f 100% was achieved because the data set was not large enough 
for the BAD VALID error to actually be quantified.

As expected the recognition rate is high in each case due to the constrained nature 
of the data set, however an issue has arisen. A decrease can be seen in the actual 
response yield when compared to the theoretical response yield. The actual response 
yield is seen to decrease because of other errors introduced by the writers giving an 
INVALID response (written response was ‘Dynamic Linked Library’ when the 
expected responses was ‘Data Link Library’) and in some cases writers opted to 
abbreviate their responses thus giving a word that is not expected and therefore not in 
the lexicon (‘Java Dev Kit’ instead o f ‘Java Development Kit’). These writer errors, 
unlike the numbered responses, could not be detected by an automated mark up 
procedure because three independent word images can still be formed. Manual checks 
have shown that this sort o f error amounts to 2% o f the total word responses and in the 
majority o f case the recognised response formed is either a BAD POSSIBLE or 
INVALID, thus decreasing the actual response yield.

4 Conclusion
This paper aims to highlight the need for reliable confidence measures to be used 

in the automated assessment o f cursively written scripts. It also opens the debate in the 
area of automated assessment o f handwritten scripts by identifying the research issues 
involved in using CSR as the input process for an automatic assessment system. The 
results o f this initial investigation show that automated assessment using CSR is far 
from being as accurate as that of human recognition and judgement. However, with the 
use o f the theoretical Scoring Confidence introduced in this paper the system is proven 
to be capable o f adequately coping with the errors introduced by CSR.
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A ppendix A

GOOD VALID 2 
3  correctly recognised

3

1 0  0  0  0  C o n e d  re co g n itio n  o f th e  a c tu a l w ritten re s p o n s e
T . T . T

_  X Incorrect recognition of the actual written response
i__

 __  2 _____ The 3 R esponses & their Vord Positions

1 X 0 0  0 X 0  o o x  x o o  o x o o o x'■ ' “EL  -------  -  -  - .......... - - ---------
GOOD POSSIBLE 2 

2  correctly recognised
3

1 0 X X  X O X  x x o  o x x  x o x x x o

BAD POSSIBLE 2 
1 correct))! recognised

3

1 0 X X  X O X  x  x o  o x x  x o x x x o

INVALID 2
1 correctly recognised

3

I X X X  X X X  X X X  X X X  x x x x x x

BAD POSSIBLE 2 
0  correctly recognised

1 X X X X X X

BAD VALID 2 
0  correctly recognised H  i —T

T T ~ r

GOOD BRIGDE 

j  BAD BRIGDE

The complete breakdown of the 3x3,3,3 style response 
classifications



GOOD VALI D 2
3  c o r r e c t ly  r*c<j><j*Ss«<l

Appendix B

\
I

GOOD POSSIBLE 'a
2  c o r r e c t ly  rc c tfg n ise d

1 O X  X  X O X  X X O  O X X  X  _ P _  X X X

B AD POSSI BLE 2 
1 c o r r e c t ly  r t c o g i i r c d

I NVALI D 2
1  c o r r e c t ly  r e c o g i i j ic d >

1 X  O  X  X O X

1 X X X  X X X
INVALID 2

0  c o r r e c t ly  ic c o g i l s e d

1 X X  X X X  X

BA D  VALID 2
0  c o r r e c t ly  r e c o ^ f tis e d X

C oiiect recognition of the actual written response

Incorrect recognition of the actual written response

The 3 R esp o n ses^  their Void Positions 
where response 2 fc 3 share the middle word.

GOOD BRIGDE 

/  BA D  BRIG D E

The complete breakdown of the 3x3,2,3 style response 
classifications
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A bstract

This paper introduces a novel approach for the automatic assessment o f  
children’s responses to standardised English exam questions. The 
constrained nature o f the question and answer medium is exploited to 
produce an automatic assessment mechanism that is both highly accurate 
and produces a reasonable level o f  response yield. It is shown that the novel 
approach can achieve 100% scoring accuracy on 44% of all responses 
compared to a traditional lexical approach that has an error rate o f 41%. 
When a thresholding method, similar to that used in the novel approach is 
applied, the traditional approach can achieve an accuracy o f 100% but with 
a response yield o f only 5%. The approach introduced in this paper is thus 
shown to have a significant advantage over the traditional lexical based 
assessment.

1. In troduction

This paper has two aims. This first is to continue the research into defining the 
problems associated with the automated assessment o f cursively written scripts and 
the second is to test whether or not it is appropriate to assess children’s single word 
handwritten responses. In such an assignment a high scoring confidence level has to 
be maintained even though there is little or no contextual knowledge to help 
improve the underlying recognition rate. In addition, in this work the legibility o f  
the handwriting is also in question, as the children tested displayed quite a wide 
range o f  handwriting skill. A novel approach is therefore reported which does not 
rely upon traditional lexical recognition but instead utilises the focus o f  the question 
and answer medium to simply check i f  the correct word is present or not. This novel 
approach is discussed in more detail in section 2.2.

Our previous work has already shown that highly accurate assessment o f cursively 
written responses is possible if  the constrained nature o f the responses is taken into 
account [1]. There it was shown that prior knowledge o f the required response can 
allow contextual bridging to be used to augment the basic word recognition rates in



order to increase the recognition confidence; albeit at the expense o f a reduction in 
the response yields. However, in a situation where there is only a single word in the 
response no improvement can be gained from such contextual knowledge.

For instance, figure 1 shows an example o f a single word response style exercise 
used to assess children aged between 5 & 6. This exercise forms part o f  the 
“Progress in English 6” written exam, produced by the National Foundation for 
Educational Research & Nelson publishing company (NFER-Nelson), Many o f the 
questions and exercises are multiple choice requiring only a single word response 
from a given list. In this exercise the list can be seen at the bottom o f  the exam page.

JEoccrcisiG 2 —P a rf i i
Choose a tuordjrotix the boxes to complete each sentence. j
The first one bas been dona for you.. \
Tlie shops are S h l l t

( Jo has one sister and one b  V~ cir U h- j

Our house is Pe* W___________to a road.

They were __________to meet their friends.

H i s  h  i \T  ..fr-h r \ o, v i s  i n  S e p t e m b e r . |I
The car  at the red light.

I ^blrt)/day"l Eji&d£er~j j

Figure 1: Question page from Progress in English 6 published by NFER-Nelson

In order to carry out any automatic assessment o f  such hand written responses, the 
method must be able to confidently assess each response or reject it for manual 
marking. The ability to reliably detect and throw out errors whilst maintaining a 
high overall response yield is known as the Scoring Confidence [1].

The actual student responses shown in figure 1 also show that the structure o f  
children’s handwriting is notably different to that o f adult handwriting. Although 
there are a multitude o f  individual styles o f adult handwriting, the basic word 
structure is present more often than not, i.e. ascenders ascend, descenders descend 
and the shapes o f the words are formed. In a child’s handwriting these 
characteristics may or may not be present. The more adept the child is at writing the 
more structured or ‘grown up’ the handwriting becomes. Contrarily the more the



child struggles, the more illegible the handwriting. For some children, the 
acquisition o f written expression skills is a difficult and enduring problem [2],

F ig u re  2 a : E x am p le  o f  c h ild  4 ’s  r e s p o n s e s  F ig u re  2 b : E x am p le  o f  ch ild  2 ’s  r e s p o n s e s

At the level o f education tested in this data set there is large diversity in the 
children’s handwriting skill. This is shown to great effect in the two samples shown 
in figures 2a & 2b. It can be seen that child 4 understands the exercise and is able to 
copy and write a legible response from the list o f alternatives at the bottom o f the 
page. Characters are formed correctly and spaced neatly and evenly. Child 2 on the 
other hand shows only a limited comprehension o f  the exercise and fails to translate 
his/her responses in a legible manner. It can also be seen that child 4 ’s writing, 
though legible, is o f a level where certain characters are miss-positioned in relation 
to the line and its neighbours. This characteristic is common in children’s 
handwriting and can be attributed to the way the children have been taught to write
[3]. Children are first taught how to form single characters and then taught how to 
combine them so that they are in proportion and in line to form a word. This 
developmental approach to handwriting can be seen in the formation o f the 
characters ‘r’ & ‘p’ in figure 2a, where the height o f the letter £r’ is equal to that o f  
the neighbouring ‘b ’ in the word ‘brother’ and where the letters ‘p’ in ‘happy’ ‘and 
‘stopped’ are placed above the line.

Both o f these style characteristics would cause problems for our original HVBC 
recogniser [4] as it relies heavily upon the presence o f features such as ascenders 
and descenders. In cases such as those in figures 2a & 2b, the zoning process may 
miss-zone the words ‘brother’, ‘happy’ & ‘stopped’. This would then prevent the 
system from detecting possible ascenders or descenders in the image pattern leading 
to eventual miss-recognition. Consequently, for this work, it was found necessary to 
modify the feature weights in the HVBC recogniser such that it relies less upon the 
presence o f ascender & descender features and more upon other features such as 
mid-zone bars, holes and cups.

t o Q l - 5 .



2. E xperim entation

2.1 T raditional Lexical B ased  A pproach

In this paper two approaches for the automatic assessment o f the response format 
seen in figure 1 are investigated. In the first a traditional recognition method is used, 
where a single input pattern is compared to a list o f alternative response templates 
held within a lexicon. This is shown diagrammatically in figure 3.

L exicon :- 
size 15.

Recogniser

Assessment

Rank Word Score

brother

Birthday

Brother

Next 12.04

49.28

56.80

56.12

F ig u re  3: T h e  tr a d itio n a l  re c o g n it io n  sy s te m

In this type o f assessment the 5 possible responses (see figure 1) form part o f a 15 
word template lexicon along with their case alternatives, i.e. lower case -  birthday, 
next, brother, happy, stopped; mixed case -  Birthday, Next, Brother, Happy, 
Stopped; upper case -  BIRTHDAY, NEXT, BROTHER, HAPPY, STOPPED. After 
recognition, a single list o f alternatives is produced for each response with the 
alternative words being ranked in order o f how close the input pattern features 
match the template word.

In the traditional approach the top word from the list o f alternatives for each 
question is then passed on for automatic assessment. Two assessment techniques 
have been adopted for the traditional approach so that a comparison can be made 
between it and the novel approach. The first uses the raw results from the 
recognition process where the top words for each response are passed for scoring 
straight away. The resultant assessment accuracy will be then the raw recognition 
accuracy o f the system. The second method uses a threshold to filter the correctly 
recognised and incorrectly recognised responses in an effort to minimise the errors 
produced by the recognition process.



Scoring is the process o f  marking and classifying the response as either CORRECT 
or INCORRECT. Table 1 shows the different possible outcomes from the 
recognition process.

Input
A u to m a te d

C la ss if ic a t io n
R e c o g n it io n S c o r in g

C o rrec t

C o rrec t C O R R E C T G O O D
IncorrectA IN C O R R E C T B A D
IncorrectB IN C O R R E C T BA D
In correctC IN C O R R E C T B A D  |
IncorrectD IN C O R R E C T B A D

! IncorrectA

C o rrec t C O R R E C T BA D
IncorrectA IN C O R R E C T G O O D
in co rrectB IN C O R R E C T B A D  ]
In correctC IN C O R R E C T BA D
in co r rectD IN C O R R E C T BA D

T a b le  1: T h e  p o s s ib le  c la s s if ic a tio n  o u tc o m e s  o f  t h e  sy s te m
It can be seen that if  a correct handwritten response is inputted in this system, then 
there is the possibility that the recogniser may either recognise it correctly or may 
miss-recognise it as one o f the four incorrect answers. If the recogniser recognises a 
correct response as correct then the response will be scored as CORRECT with a 
GOOD classification. However if  the recogniser mistakes the correct response for 
one o f the wrong answers then the system will score the response as being 
INCORRECT. This is manually classified as BAD because it is an unaccountable 
error within the automatic system that could not be detected without human 
intervention. In a similar manner, an incorrect handwritten response may be 
correctly recognised and scored as INCORRECT (classified GOOD) or incorrectly 
recognised as the correct response or another incorrect response (classified BAD) 
and incur the same unaccountable scoring error.

Frequency .•Manual
Scoiyfg

Automatic 
. Scoring

100
Edit distance score

A Frequency distribution for 
the correctly recognised 
responses

Frequency distribution for 
the incorrectly recognised 
responses

F ig u re  4 : A s ty l is e d  e x a m p le  o f  a  d is tr ib u tio n  g ra p h  sh o w in g  th e  f re q u e n c y  
d is tr ib u tio n  o f  t h e  c o r re c tly  a n d  in c o rre c tly  re c o g n is e d  r e s p o n s e  s c o re s

Applying a threshold to the associated edit distance scores [4] o f the top ranked 
words is one way in which this error can be overcome automatically. This threshold 
can be calculated from a training set by plotting the frequency distribution graphs of 
the correctly and incorrectly recognised responses. The threshold (T) is then taken



from the point at which there are no further incorrectly recognised responses. An 
example o f this can be seen in figure 4.
Top ranked responses with a score higher than T will be automatically scored and 

responses with score lower than T will be automatically passed for manual scoring. 
Only a high score threshold may be implemented as results gained from a low score 
threshold would only identify the definitely incorrectly recognised responses but 
will not indicate whether the actual response is CORRECT or INCORRECT. Since 
any word which scored below the high threshold would be passed for manual 
scoring the low score threshold would be redundant.

2 .2  N ovel Word V erification  B ased A pproach

The second approach is more novel, in that it exploits the nature o f the question and 
answer medium by only comparing the input pattern to the template o f the correct 
answer for that specific question, see figure 5.

L exicon  
s iz e  3 .

b ; m  do, ,vA}x ^ ° 9 ^ '

Rank Word

Birthday

BIRTHDAY

5 6 .1 2

4 1 .3 8

F ig u re  5: T h e  N ovel r e c o g n it io n  sy s te m  Assessment

For example, in the question “H is _________is in September” the correct answer
would be ‘birthday’ and therefore the lexicon used for this question would only 
consist o f the feature templates for the words: birthday; Birthday; & BIRTHDAY. 
O f course by neglecting the other four target responses this approach will always 
generate the correct answer as the recognised response. However, the recognised 
responses can then be thresholded on the basis o f the top ranked word score. A high 
score implies that the recogniser has achieved a close match between the input 
pattern and one o f the correct word target templates. The system can thus 
confidently score the response as CORRECT. However, if  the word has a low score, 
this means that the recognised word is either a wrong answer or is illegible and it 
can therefore be automatically scored as INCORRECT.



Figure 6 illustrates this with three example responses. It can be seen that the written 
response birthday achieves a high score that peaks above the upper threshold t2, thus 
scoring it automatically as correct. The response “Stopped” shares little features 
with the feature templates o f ‘birthday’, ‘Birthday’ & ‘BIRTHDAY’ and therefore 
has a low score allowing it to be automatically scored as incorrect. The response 
‘brother’ on the other hand is a closer match to the ‘birthday’ template and attains a 
score that is higher then ti but lower then t2. This therefore should not be assessed 
by the system but must be set aside automatically for manual assessment.

CORRECT
1..:.......

p■O SSIBL

h

E

m

tl

INCORRECT

b fcrt, O 'l> -+ 0
F ig u re  6 : th r e e  e x a m p le s  o f  w r it te n  r e s p o n s e  th a t  h av e  b e e n  a s s e s s e d  
u s in g  th e  th r e s h o ld s  fo r  th e  q u e s tio n  " H is  is in S e p te m b e r”

3. Results

A total o f 29 children completed the 5 questions (shown in figure 1) as a part o f the 
Progress in English 6 exam. This gave a total o f 145 handwritten responses. A 
professional human assessment1 scored 65% o f the responses as correct and 35% as 
incorrect. This was achieved with 100% accuracy.

3.1 T raditional Lexical B ased  A pproach

In figure 7, an example o f the actual written response and the recognition results 
from the traditional approach for Child 8 can be seen.

Rank BROTHER NEXT HAPPY BIRTHDAY STOPPED

1 next 67.3 next 74.01

2 HAPPY 64.6 HAPPY 65.8

3 happy 64.5 NEXT 64.0

66.5

53.3

Brother

Stopped

54.6

53.7 

49.1

brother 60.2 

next 58.5 

STOPPED 57.5

1 The exam papers were pre-scored by an external examiner employed by NFER- 
Nelson before being used in this work.



A utom atic S coring

70%

50%

F ig u re  7: E x am p le  o f  th e  tr a d itio n a l  re c o g n itio n  r e su lts  fo r  ch ild  8
This system achieved an overall 
recognition rate o f 59% (shown in figure 
8), which would obviously imply an error 
rate o f 41% if  the top ranked words were 
simply passed for scoring. The actual 
correct and incorrect responses as 
determined in the manual scoring is also 
shown in figure 8, where it can be 
compared to the automatic scoring. 
Although the automatic process achieved 
99% accuracy for scoring the correct 
responses it only achieved 33% accuracy 
for the incorrect responses. The main 
reason for this is the inability o f the 
recogniser to cope with poorly written 
responses such as those seen in figure 2b.

Bad 
El G ood

2 0 %

F ig u re  8: G ra p h s  to  sh o w  th e  

A u to m a tic  S co rin g  in th e  
T ra d itio n a l A p p ro a c h .

Applying the threshold to the traditional 
approach firstly involved creating training and test sets. 75% o f the data was 
randomly removed and used for the training set and 25% was set aside as the unseen 
test set. The frequency distribution graphs o f the correctly and incorrectly 
recognised response word scores were produced from the training set and a 
threshold (T) o f 81 was determined (see figure 9). This threshold was then applied 
to the test set. From figure 10, it can be seen that only 5% o f the responses could be 
passed for automatic assessment. However a scoring accuracy o f  100% was 
achieved with this 5% response yield.

80%

70%

60%

Frequency
distnbution for
the correctly
recognised
resp o n ses
Frequency
distnbution for
the incorrect!
recognised
resp o n ses

55 60 65 70 75
Edit distance score

F ig u re  9 : G rap h  to  sh o w  th e  s m o o th e d  

f re q u e n c y  d is tr ib u tio n  o f  t h e  c o r re c tly  a n d

40%

30%

10%

Incorrect
Correct

Automatic M anual

F ig u re  10 : G ra p h  to  sh o w  th e  

in c o rre c tly  r e c o g n is e d  r e s p o n s e  s c o re s  a n d  th e  r e s p o n s e  y ie ld s  a f te r  th e  th r e s h o ld  
v a lu e  o f  th r e s h o ld  T. h a s  b e e n  a p p lie d .



3.2  Novel W ord V erification  Based Approach

The results from the novel approach for Child 8 are shown in figure 11. It can be 
seen that in each list only the correct answer is present. Again only the top ranked 
responses are passed for assessment.

Rank BROTHER NEXT HAPPY BIRTHDAY STOPPED

brother 52.7 next 74.0 HAPPY 53.3 Birthday 53.7 STOPPE1 |  57.5

2 BROTHER 51.4 NEXT 64.0 happy 39.7 BIRTHDAY 47.9 stopped 55.0

3 Brother 47.9 Next 47.7 Happy 28.2 birthday 45.6 Stopped 54.2

F ig u re  11 : E x am p le  o f  th e  novel r e c o g n itio n  re s u l ts  fo r  ch ild  8
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F ig u re  12 : G rap h  to  sh o w  th e  s m o o th e d  

f re q u e n c y  d is tr ib u tio n  o f  t h e  c o r re c t  a n d  

in c o r re c t  r e s p o n s e  s c o re s  a n d  th e  v a lu e s  

o f  th r e s h o ld s  ti a n d  fc

In c o rre c t
® C orrect

40%

30%

Correct P os Incorrect

F ig u re  13 : G rap h  to  sh o w  th e  

r e s p o n s e  y ie ld s  a f te r  th e  
th r e s h o ld s  h a v e  b e e n  a p p lie d .

Training and test sets for the novel approach were created in the same proportions 
as in the traditional approach and the frequency distribution graphs o f the correct 
and incorrect responses were plotted (see figure 12). From the graphs and t2 were 
determined as 41 and 69 respectively and then used to analyse the test set. Figure 13 
shows that the novel approach scored 28% o f responses as correct and 16% as 
incorrect without error. This gives an overall response yield o f 44% with an 
accuracy o f 100%.



4. C onclusion and Future Work

This paper has introduced a novel approach for the automated assessment of 
handwritten single word responses. The novel approach performed very well when 
compared to a traditional lexical based approach. Yields o f 44% were gained with 
100% Scoring confidence using static thresholds on real world data. This compares 
favourably to the traditional approach where the low recognition rate o f 59% is 
compounded by the fact that a constrained lexicon o f only 15 words was used. The 
development o f  confidence methods is one avenue o f further work that could be 
investigated. These methods could be trained to classify the outputs from the 
recogniser into legible and illegible classes in order to increase response yields 
whilst not compromising accuracy [5,6]. For instance a neural network could be 
used to dynamically determine writer specific thresholds from the individual exam 
papers. Other avenues o f investigation that have yet to be explored involve using 
style dependent classifiers [7] to detect a recogniser specific illegible writer, thereby 
allowing the system to reject the responses prior to recognition.

A cknow ledgem ent
I would like to thank Mike Peppiatt o f  NFER-Nelson who spent a lot o f  time and 
effort to supply the data for these experiments.

References
[1] Allan, J. Allen, T. Sherkat, N. Automated Assessment: It Assessment Jim But 
Not As We Know It. The sixth International Conference on Document Analysis 
and Recognition (ICDAR ’01), Seattle, Sept 10th 2001 pp 926 -  930.
[2] Luttinger, L. Gertner, M. Learning Disorder: Written Expression. eMedicine 
Journal, April 30 2001, Volume 2, Number 4.
[3] Payne, G. Isaacs, L. Human M otor Development; A life span approach, 4th 
Ed. Chap. 12 {1999) Mountain View California: Mayfield Publishing Company.
[4] Evans, R G. Sherkat, N. Whitrow, R J. Holistic Recognition of Static 
handwriting Using Structural Features. Document Image Processing and 
Multimedia (DIPM'99), IEE Colloquium 99/041, Pages 121-124 25th March 1999, 
London.
[5] Gori, M. Scarselli, F. Are M ultilayer Perceptrons Adequate for Pattern 
recognition and Verification? Published in IEEE Transactions on Pattern Analysis 
and machine Intelligence, Vol 20, No 11, November 1998.
[6] Vermeuelen, P. Barnard, E. Youghong, Y. Fanty, M. Cole, R. A Comparison  
O f HM M  and Neural Network Approaches To Real World Telephone Speech  
Applications. IEEE international Conference on Neural Networks and Signal 
Processing, 1995. Pp 796 -  799.
[7] Ebadian Dehkordi, M. Sherkat, N. Allen, T. Case Classification of Off-line 
Hand-written Words Prior To Recognition. IAPR (2000).



Automated Assessment of Children’s Handwritten 
Sentence Responses

Jonathan Allan, Tony Allan, Nasser Sherkat 
IRIS, Department of Computing,
The Nottingham Trent University 

Burton Street, Nottingham, NG1 4BU, U.K.
Tel: (+44)0115-848-2150 Fax: (+44)0115-848-6518 

Email: { ja, tja, ns }@doc.ntu.ac.uk.

Abstract

This p a p e r  co m p a res  two a p p ro a ch es o f  recognising  handw ritten s e n te n c e  s ty le  
a n sw ers , which are then  a s s e s s e d . The first, is  a conven tiona l lexicon approach to 
handwriting recognition. A n  approach that g en era lise s  the  p rob lem , thus is ab le  to 
recogn ise  all p o ssib le  r e sp o n s e s  a n d  a s  a resu lt it will g ive a re co g n ised  r e sp o n se  e v ery  
tim e. The s e c o n d  m e th o d  em p lo y s  the  specific  word a s s e s s m e n t  techn ique  to eva lua te  
ea ch  w ord in the  written re sp o n se  aga inst on ly  a m o d e l answ er. If th e  techn ique  is no t 
con fiden t abou t a word tha t it h a s  reco g n ised  th en  it will no t g ive  a  re sp o n se . In both  
a p p ro a ch es there is the  option o f  rejecting a re sp o n se  a n d  th u s  p a ss in g  it for m anua l 
a s s e s s m e n t. The u se  o f  a q u es tio n s  h istory  is  a lso  exp lo ited  to g ive  a m ore robust 
a s s e s s m e n t  a n d  is u s e d  to a s s e s s  the  reco g n ised  r e sp o n s e s  from both  o f  the  two  
a p p ro a ch es a n d  is com pared  to a b ase line  resu lts  w ere the  h istory h a s  no t b e e n  u sed . 
R e su lts  s h o w  that the  Spec ific  W ord A s s e s s m e n t  T echnique with H istory perform s b e s t  
with an overall a s s e s s m e n t  accuracy  o f  100% , h o w ever  the  high accuracy  h a s  b e e n  
a c h ie v e d  a t the  e x p e n s e  o f  the  total a m o u n t o f  r e sp o n se s  a s s e s s e d , 33.2%  w ere 66.8%> 
o f  all r e sp o n s e s  the  approach  w as uncon fiden t in m arking th u s  requiring hum an  
intervention. The C onventional Lexical A pproach  with H istory m a n a g e d  an accuracy  o f  
only 46.3%), with a y ie ld  o f  66.9%> o f  all r e sp o n s e s  being  autom atically  a s s e s s e d .

Keywords: Automated Assessment, Handwriting Recognition, Confidence.
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Introduction

Figure 1 shows a proposed automated assessment system that could automatically 
assess handwritten responses. An applied system such as this can utilise the 
knowledge of an ‘assessment expert’ to produce an assessment database. This 
database can be then used as a reference for information such as the model answers, 
history (past answers) and stimulus for a specific question, once the ID of the question 
is found. The assessment process is dynamically linked to the assessment database as 
it is significantly related to the question and therefore the process has to be built around 
each specific question. The system itself has four main processes: Image Extraction, 
Lexicon Generation, Handwriting Recognition and Assessment.

Image Extraction is considered a mature research field and is out of the scope of this 
paper. A semi-automatic image Extraction process was used in the experiments in this 
paper, in which 100% of the handwritten responses were processed correctly and 
passed for recognition. The handwriting recognition lexicons were also manually 
generated since it was necessary to know the specific question they represented. 
Therefore, this work focuses on whether or not the assessment methods can overcome 
the errors introduced into the overall assessment process during the handwriting 
recognition stage.

The recogniser used in this work is a holistic word recogniser (Evans et al). Instead of 
segmenting a word image into characters and then trying to recognise each of them 
independently, the holistic approach is to recognise the whole word image. This takes 
advantage of the shape of the word and how the characters influence other characters 
around them. However, handwriting recognition still has many inherent difficulties that



range from coping with a wide variety of hand writing styles to the complexity of 
recognising multi-word combinations that cause ambiguity. Hence, the performance of 
the current handwriting recognition systems is still far from perfect. For general-purpose 
applications, it is neither desirable to limit the number of users of the system nor is it 
possible to know the writing styles of every user who is going to be evaluated by the 
system. However, constraining the scope of what can be expected within the written 
responses, in order to improve the recognition rates, is a possibility.

Previous work has already shown that highly accurate assessment of handwritten 
responses is possible if the constrained nature of the responses is taken into account 
(Allan et al, 01). There it was shown that prior knowledge of the required response can 
allow contextual bridging to be used to augment the basic word recognition rates in 
order to increase the recognition confidence; albeit at the expense of a reduction in the 
response yields. However, in a situation where there is only a single word in the 
expected response no contextual knowledge can be gained but there is still a need to 
improve the accuracy of the automatic assessment system. When recognising single 
words, the lexicon used could be highly ambiguous and therefore the resulting 
recognition accuracy’s were poor, in such a situation, the confidence of the automatic 
assessment system will be low. To overcome this problem a Specific Word Assessment 
Technique (SWAT) was introduced (Allan et al, 02) This technique was employed to 
automatically assess single word responses from the same perspective as a human 
assessor. SWAT exploits a lexicon that only accommodates the correct answer to a 
specific question; this takes away the latent ambiguity that is inherent in a more 
generalised lexicon.

Children’s Sentence Response Assessment

The automatic assessment of a five-question exercise is to be attempted (see figure 2). 
The exercise formed part of the ‘Progress in English 10’ exam paper published by 
NFER-Nelson.

All the questions require a sentence response, however the minimum answer can be 
simply a single word. Should the child give only a single word response then they will 
not be penalised for it and the response would be scored accordingly (i.e. a correct 
response to Q1 could just be dragon), in preparation for the questions the children had 
to read a short story (stimulus) in which the answers to the first two questions were 
explicitly mentioned and in which a contextual link for the last three questions could 
also be found.



Exercise 5: The Tunnel

Please answer these questions.

1. H e w as waiting so  that he cou ld  watch the steam -engine com e roaring out 

o f the tunnel.

This sen tence m akes the train sound like an animal.

Which animal?

2. The steam -engine shot out o f the tunnel, snorting and puffing.

What w as snorted and puffed out by the steam -engine?

JA J tta  Xjnr\r>.

3. The railway lines w ere tw o straight black serpents disappearing into the 

tunnel in the hillside.

H ow  might the railway lines have looked  like serpents? 

jtafc . Jjr*JL rvvûtX VoJ"Q.  llVfe AEVyHrJ>; . Jaac<&i/>£   (

 Ul^ .. ----&----- .......................... _________
4. A sound  like distant thunder issued from the tunnel.

H ow  might the approaching train have m ade a rum bling sound like 

distant thunder?

TVu, 1^®. r\cA«. o- cWfcwt .JWAjZ IbeccvMsci.
u&skttS 0 *̂  Xoû - -A  .9** <*yer> VuW ^  A&A h XAn.

5. And then the train had gon e, leaving only a plum e o f  sm ok e to drift lazily

over the tall Shisham trees.

Why w as the sm oke described as being lazy?

b&/5 V»aer> AeS<Tt)»cA. ^  b&Câ â  wunX.

"  " a r - ' ---------------------------------
NKER-NELSON

Figure 2: A completed exam ple of Exercise 5 in the Progress in English 10 exam  paper published by
NFER-Nelson



Model answers for all the questions are produced along with the questions. In the case 
of questions 1 & 2 the model answers are explicit in that it would be hard for a child to 
answer the question correctly without writing a model answer. Questions 3, 4 & 5 
however are more open ended and the child has the opportunity to show their 
understanding of the subject. In this case it is down to the human assessor to compare 
the written response to the model answer and determine whether it was correct or 
incorrect and mark it accordingly.

Two experiments have been designed that employ different approaches to recognise a 
handwritten response. The recognised responses in both cases are then assessed 
using the same assessment criteria. The use of a questions history is also investigated 
to show that the model answers alone are insufficient and that additional ‘real world’ 
knowledge is necessary to mark all the answers accurately.

Conventional Lexical Approach

In this first experiment, a conventional lexicon was generated from the stimulus 
provided, Fry’s 300 most frequent words (Fry et al) and all the words that have been 
written in both the test & training set. The stimulus for the exercise is a short story and 
the questions themselves. All the written words are used to generate the generalised 
lexicon as this is not an exercise to test the recognition potential of the system but to 
provide a baseline measure as to how well the assessment process can deal with errors 
introduced at the recognition stage. Fry’s 300 most frequent words claim to represent 
75% of all words used, in this exercise 54% of the words written are in the 300 list. 
Table 1 shows where the words used in the lexicon originated from in relation to Fry’s 
300 word list.

Words in Lexicon
In the written responses but not in Fry's 300 38%

In the written responses and in Fry's 300 54%
Not in the written responses/stimulus but in Fry’s 300 6%

Not in written responses or in Fry’s 300 but in stimulus 2%

Table 1: This table shows where the words that created the lexicon originated from in relation to
Fry’s 300 most frequent words.

The size of the lexicon used in this experiment is 1455 words and a low recognition rate 
is expected as a result of a large lexicon made up largely of small words. In holistic 
recognition, small words have this effect as the number of unique features within the 
words is low thus causing high ambiguity between the words in the lexicon.

In the Conventional Lexical Approach (CLA) the word in the lexicon that best matches 
the word image is used to build a recognised response, which is passed on for 
automatic assessment. Figure 3 shows an example of how CLA is used to build a 
recognised response. The written response of “The vibration of the wheels on the 
tracks” is extracted and every word is independently passed to the recogniser. A list of 
best matched words is produced for each word (the top three best matches are shown).



The best match in each case is then used to build a recognised response that is used in 
the assessment stage, “once vibration eyes The where on five made”.

4. A sound like distant thunder issued from the tunnel. 

How might the approaching train have made a rumbling sound like 

distant thunder?

\ jU .ca b s  e  ^ Ire

Lexicon
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Generalised 
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1455 words
Handwritin

g
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once - 82.2 
THIS - 80.9 
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where - 75.1 
Station-74.1
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eyes - 73.2 
very - 70.1 
any - 69.4

The- 95.5 
the - 94.4 
like - 92.0

where - 79.2 on - 87.4 five - 74.4 made - 75.9
clean - 78.9 an - 87.4 fine - 72.2 circle - 74.9
when -78.1 am - 82.4 face - 70.5 would -73.1

Figure 3: An exam ple of the Conventional Lexical Approach being 
employed to recognising a handwritten senten ce

Specific Word Assessment Technique

SWAT exploits the nature of the question and answer medium by only comparing the 
input pattern to the template of the correct answer for that specific question. For Q1 all 
word positions will be recognised using a lexicon containing only the word dragon. Of 
course, by neglecting any other response, this approach will always generate the 
correct answer as the recognised response. This localised approach must then use two 
confidence thresholds per word in each model answer to classify the top ranked 
recognised words a keyword (KEY), possible (POS) or not a keyword (NKY) (see figure 
4).

F r eq u e n c y

Frequency density score when the word 
image matches the keyword 
Frequency density score when the word 
image does not match the keyword

100R e c o g n is e r  C o n fid e n c e

Figure 4: A stylised frequency density graph to obtained the two confidence
thresholds for SWAT



This is achieved using the training set. Each word in the model answer is compared 
against al! the word images in the training set. From this a frequency density graph can 
be produced for each keyword based upon the recogniser confidence score. Two data 
sets are shown on the graph. The solid-line is the frequency density scores for the times 
when the recogniser is passed a word image that is a keyword, and the dashed-line 
shows the times when a word image is not a keyword. A high recognition score (higher 
than t2) implies that the recogniser has achieved a close match between the word image 
and its word target templates. The system can thus confidently classify the word as a 
keyword. However, if the word has a low score (lower than ti), this means that the 
recognised word either is a wrong answer or is illegible and it can therefore be 
automatically classified as not a keyword. This can be achieved with a high confidence 
as the ambiguity within the lexicon has been removed. If a word has a score between 
the two thresholds then, owing to a lack of confidence, the word must be classified as a 
possible keyword. Figure 5 shows an example of how SWAT can be applied to build a 
recognised responses for the written response: “The vibration of the wheels on the 
tracks” using only the model answer as the lexicon.

4. A sound like distant thunder issued from the tunnel.

How might the approaching train have made a rumbling sound like 

distant thunder?
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Figure 5: An exam ple of the Specific Word A ssessm ent Technique being 
employed to recognising a handwritten senten ce



Using the two thresholds for ‘wheels’ (T1 = 60.9 & T2 = 74.9) and ‘track’ (T1 = 61.8 & T2 
= 87.5) the recognised words can be evaluated and classified. The classified response 
would be ‘POS POS NKY NKY KEY NKY NKY POS’ using the thresholds. Since SWAT 
is confident that the word images which are classified as NKYs are not a keyword and 
SWAT is not confident about the word images classified as POS then only the 
recognised words that are classified as keywords will be passed to the assessment 
stage. In this example the recognised response would be ‘wheels’.

Assessment Criteria

The assessment criteria in both experiments is the same. To assess the response, each 
word in the recognised response is checked against the model answer. The model 
answers are given by NFER-Nelson. The correct answer for question 1 is simply 
dragon, but question 2 has two possible correct answers, steam and smoke. For 
questions 3,4 & 5 the model answers can be found in Appendix Ai. If the whole of a 
model answer is found in any of the word positions and in the correct orientation, then 
the whole response is scored as correct. If only a partial model answer is found or 
keywords are found but in the wrong order then the response is passed for manual 
marking. If this is the case then it must be passed for manual assessment, as the price 
of assessing a miss-recognised response is too high (i.e. marking a correct response as 
incorrect). If no information has been found relating the recognised response to the 
model answer then the response can be marked as incorrect. To make an initial 
comparison in respect to the inclusion of knowledge into the experiments a History set 
is created form previous correct, and frequent incorrect answers. This set is used to 
augment the model answers to form new assessment criteria, as shown in Appendix Aii. 
Using this criteria the written example in figures 4 & 5 would be automatically marked as 
incorrect by CLA and passed for manual assessment by SWAT as a partial answer was 
found.

Results

26 children aged between nine & ten, completed five questions as part of Exercise 5 in 
the Progress in English 10 exam in June 2000 published by NFER-Nelson. Two data 
sets were randomly selected to form a test set and a training set, 13 writers in each. 
The training set was also used as the history set. The test set contained 65 written 
responses (592 word images). Using a 1455 word lexicon, with all the written words 
held within it, CLA and CLA with history (CLAH) achieved a word recognition rate of 
only 33% with all words being recognised (both use same lexicon and only the 
assessment criteria changes). This compares to SWAT with History’s (SWATH’s) 
keyword recognition rate of 97.1%. However, SWATH was confident on only 63.9% of 
the words, leaving the remaining 36% unusable in the assessment of the responses. 
The assessment results of the responses can be seen in the next two sections, where 
both approaches have been applied. First the recognised responses are assessed 
without history and then with the history incorporated in the assessment criteria.



Without History

Figures 6 & 7 show the results of the CLA & SWAT assessment approaches. It can be 
seen that 25.6% of the responses recognised using CLA were all sent for manual 
assessment because a partial model answer was found. The remaining 74.4% have 
been automatically assessed as incorrect answers. 58.6% of which are actually correct 
answers that have been miss-recognised and erroneously assessed. This is error rate 
of the response automatically assessed using CLA and the poor performance was 
contributed to the low word recognition rate. In contrast SWAT automatically assessed 
15.5% of all response rejecting 84.5% for manual assessment, as it was could not 
confidently mark them. 2.7% of the responses where incorrectly marked as correct. This 
was a result of two children giving an incorrect response question two which included 
the phrase ‘steam engine’. SWAT confidently assessed ‘steam’ as being a keyword 
therefore the response was automatically marked as correct.

SWAT achieved a high assessment accuracy, however the number of responses was 
low as a result of the assessment criteria being too limited. This shows that human 
assessors most use ‘common sense’ or additional knowledge to score a written 
response against a model answer.

CLA: AA results SWAT: AA results
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Figures 6 & 7: Graphs to show the results o f automatically assessing the 
handwritten responses using the CLA & SWAT approaches respectively



With History

As in the previous experiments the graphs for the automatic assessment of the 
responses using the two approaches can be shown, see figures 8 & 9. With the 
inclusion of new assessment criteria the accuracy of both methods has increased. 
However the of number responses automatically assessed by CLAH has decreased 
while it has increased using SWATH. This is a result of CLAH recognising more partial 
model answers as there are more keywords and also the assessment criteria is better 
improved therefore SWATH can confidently assess more responses. When the history 
data.is added to the assessment criteria, the accuracy of the system increases to 100%. 
This was due to the approach being able to assess the responses ‘steam engine’ in 
question 2 because without history this response is marked as correct. The addition of 
the history made up for the lack of ‘common sense’ therefore making it possible to 
automatically score more responses.

A summary of the number of responses that are automatically assessed and the 
assessment accuracy of each approach is given.

Responses Automatically Assessed (%) Assessment Accuracy (%)
CLA 74.4 41.4

CLAH 72.0 46.3
SWAT 15.5 82.8

SWATH 33.2 100
Table 2: A summary o f the Assessment Accuracy and % o f responses assessed for all approaches
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Figures 8 & 9: Graphs to show the results o f automatically assessing the handwritten 
responses using the CLAH & SWATH approaches respectively



Conclusion

In this paper, two methods of assessing children’s handwritten sentence responses 
have been compared. The conventional lexical approach, using a 1455 word lexicon, 
provided high assessment yields as 74.4%. However, this approach incurred a large 
number of errors resulting in a response accuracy of just 41.4%. This increased slightly 
to 46.3% when the history was introduced but at the expense of the response yield. This 
is direct result of the poor recognition rate (33%) when using a generalised lexicon. 
SWAT however has a very high keyword recognition rate (97.1%) and thus had a higher 
response assessment accuracy (82.8). However, this again was at the expense of the 
total number of responses automatically assessed (15.5%). However in this case the 
increase in accuracy does not decrease the response yield but instead with the added 
criteria the approach can identify more responses and therefore automatically assess 
them. SWATH assessed 17.7% more responses than SWAT, automatically marking 
33% of the responses with an accuracy of 100%. A large scale trail of SWATH is 
required to determine if these results can be sustained and therefore be a viable 
solution to ease the burden of marking handwritten sentence responses.
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Appendix Ai -  model answers for Q1-5 without History

Model answer for Q1 -  DRAGON
Model answer for Q2 -  STEAM

SMOKE
Model answer for Q3 -  LONG BLACK
Model answer for Q4 -  WHEELS TRACK
Model answer for Q5 -  STAYED BEHIND TRAIN GONE



Appendix Aii -  model answers for Q1-5 with History

Model answer for Q1 -  
History answer for Q1 -

Model answer for Q2 -

History answer for Q 2 -

Model answer for Q3 -  
History answer for Q 3 -

Model answer for Q4 -  
History answer for Q 4 -

Model answer for Q5 -  
History answer for Q 5 -

DRAGON
LION (frequent incorrect answer)

STEAM
SMOKE
‘STEAM ENGINE’ (frequent incorrect answer)

LONG BLACK 
LOOKED SNAKES

WHEELS TRACK 
RATTLING LINES 
THROUGH TUNNEL 
ENGINE

STAYED BEHIND TRIAN GONE 
STAYING BEHIND TRAIN GONE 
DID NOT MOVE 
DIDN’T MOVE 
STAYED THERE 
NOT GOING ANYWHERE 
FLOATS ABOUT 
FLOATING AIR TRAIN GONE




