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Abstract—Adaptive estimation of optimal combination weights
for partial-diffusion Kalman filtering together with its mean con-
vergence and stability analysis is proposed here. The simulations
confirm its superior performance compared with the existing
combiners. Sensor networks with limited accessible power highly
benefit from this design.

Index Terms—Adaptive weights, communication cost, diffusion
strategy, Kalman filtering, state estimation.

I. INTRODUCTION

ISTRIBUTED Kalman filtering algorithms are effi-

cient and powerful for solving state-space filtering and
smoothing problems over networks [1]-[3]. In these algo-
rithms, a set of agents collaborate to estimate the state of a
linear dynamic system based on their own individual mea-
surements and information exchange with their immediate
neighbors. The distributed Kalman filter has been widely
applied to solve a variety of problems in the area of aerospace
and electronic systems including navigation, wireless local-
ization, and target tracking [4]-[7]. Among these algorithms,
diffusion Kalman filtering (DKF) algorithm can solve the state-
space filtering and smoothing problems in a fully distribued
and adaptive manner [1]. The advantages of diffusion-based
algorithms, however, come at the cost of increased inter-node
communications. This issue may affect their performance,
specially in the networks with limited power and bandwidth
resources. Hence, developing useful schemes that decrease
the communication load, while keeping the advantages of
collaborative processing is of prime importance.

To this end, in [8], the dimensionality reduction is achieved
by the Krylov subspace projection techniques in the set-
theoretic estimation framework. In [9], in order to avoid the
unlimited bandwidth requirement, the parameter estimate is
quantized before the diffusion of information. In the partial dif-
fusion strategies [10]-[13], only a subset of the local estimates
is allowed to share among the neighbors. Vahidpour et al. in
[13] study the effect of channel noise during the exchange of
weight estimates for partial diffusion algorithm. In [14], the
nodes transmit the sign of innovation (SOI) sequence in the
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distributed state estimation framework. In [15], a probabilistic
diffusion protocol is used to limit the communication load in
an adaptive network with dynamic topology. Takahashi et al.
in [16] proposed an algorithm to control the link probabilities
by minimizing the estimation error in order to improve the
estimation performance of [15]. In [17] and [18] every agent
is allowed to select a subset of its neighbors to aggregate the
data based on some extra information that portrays the quality
of the nodes. These approaches require extra communication
to diffuse scalar values to select one node for receiving the
data. In the proposed method in [19] the nodes are allowed to
dynamically update their estimates and diffuse only when they
are updated. In [20] and [21], the communication reduction
is achieved by projecting the parameter vectors onto lower
dimensional spaces before the transmission. The neighbor-
selection diffusion algorithms have been developed in [22] and
[23], where every node is allowed to receive the intermediate
estimates of only a subset of its neighbors.

In this correspondence, our focus is on partial-diffusion
Kalman filtering (PDKF) algorithm [12], in which each node
diffuses a subset of entries of its intermediate state estimate
vector to its neighbors. This algorithm makes a trade-off
between communication cost and estimation performance.
Theoretical findings and the numerical experiments reported in
[12] demonstrate that, performance deterioration acquired by
partial-diffusion depends not only on the probability of entry
transmission for each agent but also on other parameters, such
as combination coefficients. Several combination policies,
such as Metropolis [24] and relative-degree [25] rules, have
been previously proposed that are based solely on the network
topology. Thus, the performance of such policies may degrade
if, for example, the signal-fo-noise ratio (SNR) at some agents
significantly is lower than other agents [26]. Therefore, the
design of combination coefficients is crucial in the diffusion
networks.

The main contributions of the paper can be summarized as
follows:

o The problem of optimal combination weight for PDKF
is addressed;

o The problem is formulated as a constrained optimization
problem and its optimum solution is found;

o An adaptive scheme which is also developed which is
useful for real-time implementation;

« The mean convergence analysis is provided;

« Finally, the simulation results verify that the method with
the proposed rule outperforms other existing combiners.
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Fig. 1. A network with N nodes. The neighborhood of node k is denoted
by Ny = {1,2,1,k} and the degree of node k is mp = 4. At every time
instant 4, node k collects a measurement yy, ;.

The paper is organized as follows. The PDKF is is briefly
introduced in Section II. In Section III the optimal combination
problem is formulated and an adaptive solution is derived. The
performance analysis is provided in Section IV. Simulation
results are presented in Section V and Section VI closes the
paper and points directions for future extensions.

Notation: Small boldface letters are adopted for vectors and
bold capital letters for matrices. Normal font letters denote
scalars. The transposition operator is denoted by superscript
()", We also use ® for Kronecker product and vec {-} for a
vector formed by stacking the columns of its matrix argument.
We further use col{-} to denote a column vector formed by
stacking its arguments on top of each other. The Blkdiag {-}
denotes block-diagonal matrix and ® the Hadamard product.
The expected value of a random quantity x is denoted by E[x].

II. BACKGROUND
A. Diffusion Kalman Filter

Consider a network with P nodes as shown in Fig. 1.
Each node k can only cooperate with its immediate neighbors
and spread the information out through the network over a
sequence of Kalman iterations and data aggregations [27]. The
neighborhood of node k is denoted by N}, and the degree of
node k is denoted by 7y = |N|. At time instant 4, each node k
collects a noisy measurement y, ; € R from the state vector
s; € R™, where y ; and s; are related via a linear state-space
model [1]:

si+1 = Fis; + Giwy, (la)

Yii = Hyisi + vy (1b)

where F;, G; and Hj ; are known matrices with appropriate
dimensions, and w; € R™ and v;; € R™ are respectively
the state and measurement noises. For the above network, the
following assumptions hold:

Assumption 1.

(i) The state and measurement noises {w;, vy ;} are zero-
mean white noise processes with positive-definite covari-
ance matrices E[Wiwﬂ =W,, E vk,ivg’i =V,

(ii) The state noise and measurement noise {w;, vy ;} are
statistically uncorrelated, i.e., E[v; ;w’| = 0.

(iii)) The initial state sg is zero-mean with positive-definite
covariance matrix E[SOSOT} = So.

(iv) The initial state vector s is statistically uncorrelated with
both {w;, vy ;} for all ¢ and k.

(v) The parameter matrices, {F;, G;, W;, V ; Hy ,;,So},
are assumed to be known by each node k.

Let 8§, ;; denote the linear minimum mean-square error
(MMSE) estimate of s; that node k£ computes at time ¢
using the available information and measurements up to and
including time j. Through the existing DKF algorithm [1] (see
Algorithm 1), the objective for each node k is to obtain a real-
time linear estimate Sy, ;; of the state vector s;. According to
the state-space model, the DKF algorithm is performed in three
steps: measurement-update, diffusion-update, and time-update.

First, in measurement-update, each node k receives time
observation, i.e. {y;;, H;;, Vi ;}, from its direct neighbors at
time instant ¢ to update its intermediate estimate ¢, ;. Sec-
ondly, in the diffusion-update phase, the nodes communicate
with each other to obtain the estimate value 8, ;; at time 7 by
collecting its neighborhood estimate value at sampling time
i — 1 and combine them through a predetermined coefficient
matrix C = [cik (i)];<; < p- C is a column-stochastic matrix
and is associated with the graph topology, where the scalars
{ci (i)} are non-negative coefficients and satisfy

C'ip=1p )
and ¢ (1) =0if [ ¢ Ny for k=1,..., P

so that for each node k, the weights {c; (¢)} are add-up to
unity (each column summing to one). The symbol 1 p denotes
all ones vector of size P x 1. Finally, in the time-update
step, the nodes update their current estimate through using the
state model in (1) to predict the next state estimate value, e.g.
Sk,i+1); at time ¢ + 1 can be predicted by value at time 4. The
covariance matrix of the estimation error s;; L — Sk.ilj
is denoted by I} ; ;. The DKF algorithm in its time- and
measurement-update form begins with 8, o_; = E[so] and
Hk:70|—1 =Sy, where Hk)0|_1 € R™x™,

B. Partial-Diffusion Kalman Filtering

The proposed PDKF algorithm in [12] is summarized in
Algorithm 2. There are mainly two clear differences between
DKF and PDKF algorithms. First, in the DKF algorithm, the
exchange of local information can meet the data processing
requirements. Thus, to reduce the communication burdens,
in the PDKF algorithm, each node does not share its local
information {y;;,H;,;,R;;}. Consequently, this algorithm
particularly depends on the communication of chosen entries
of ¢, ;. Secondly, in the PDKF algorithm, the objective for
each node k is to estimate the unknown state s; € R",
recursively, while sharing a fraction of its intermediate state
estimate vector with its neighbors [ € Ay. Thus, every node
k at any time instant ¢ is allowed to select and diffuse a
subset, i.e. » out of n, 0 < r < n, entries of its intermediate
state estimate vector. Ignoring local information exchange
and considering such a subset can significantly reduce the
communication and computation cost among the nodes. Thus,
in the PDKF algorithm, the agents are more wiling to have less

0018-9251 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

Authorized licensed use limited to: Nottingham Trent University. Downloaded on January 12,2021 at 09:27:18 UTC from IEEE Xplore. Restrictions apply.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TAES.2020.3046085, IEEE

Transactions on Aerospace and Electronic Systems

IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS

Algorithm 1 Diffusion Kalman filter [1]

Begin with 83, g_1 = E[so] and II; g1 = So.
Repeat at every agent k for ¢ > 0

Step 1: Measurement-update

set auxiliary variables:

Or,i < Skilio1

Mg ; < Ty 461

for | € Ny, do

R, + Vi +H; I, H
Opi — Pri t szHszR;} [yi,i — Hiidy i 3)
My i) < T ; — T H RO TH T

end for
Step 2: Diffusion-update

Skl < D (i) “)
lEN},

Step 3: Time-update

Sk,it1i = FiSp,a)i

Iy i1 = Fill ; ,F] + G;W, G
End

communication with their neighbors to save more resources
and bandwidth.

In [12], the selecting and scattering tasks have been realized
by a diagonal selection matrix, Ay, € R™ ™ which has r
ones and n — 7 zeros on its diagonal. The positions of ones
determine which entries of the intermediate state estimate of
node k are selected to be scattered at time instant i. It is
obvious that multiplication of ¢, ; by Ay, gives a vector
whose non-selected entries are zero. In the partial diffusion
algorithm, however; at time instant ¢ the nodes need to know
which elements of their neighbors intermediate estimates are
shared. Consequently, the address, i.e., position of ones in the
vector of communicated elements should be transmitted as
well. To bypass the need for addressing, Arablouei et al. in
[11] have proposed two different schemes called coordinated
and uncoordinated schemes, requiring less memory and are
generally easier to implement.

Remark 1. It should be noted that, unlike the original diffusion
Kalman filter [1], in the diffusion update step of PDKEF,
only an updated mean is calculated but the covariance matrix
remains unchanged. Such modification deteriorates the steady-
state performance, but the communication cost is reduced. As
shown in [12], such modification does not make the algorithm
unstable. Therefore, PDKF is a suitable solution in practical
applications (such as wireless sensor networks) where the
power consumption is an important issue.

III. ADAPTIVE COMBINERS

In diffusion implementations, the combination weights
{cir (1)} play a crucial role. Some examples of static com-
bination rules are demonstrated in Table 1. These rules keep
the combination weights {c;x (¢)} constant and calculate the
weights based solely on the network topology. Such schemes,
however, are sensitive to the spatial variation of signal and
noise statistics through the network. Generally speaking, high
SNR conditions could deteriorate the accuracy of estimates by

TABLE 1
DIFFERENT COMBINATION RULES FOR DIFFUSION NETWORKS

Combination Rule Entries of Combination Matrix C

Uniform [28] | ciw =1/ ifl €N
1/max {n;,nr} if 1#k
Metropolis [24] Clk=131— emk if l=k
meNy /{k}
. 1/P if l#k
M -d 2 =
aximum-degree [29] | ¢ {1 e —1)/P if L=k

Relative-degree [25] car=m/ >, nmm if L€Ng

me~Ny

o Joit ik
N1 i 1=k

Non-cooperation

allocating less weights to the estimates from neighbors with
lower SNR conditions. Consequently, static combination rules
are likely to result in performance degradation.

To improve the robustness to such cases, we shall design
the combination weights {cy; (¢)} in the diffusion phase of
Algorithm 1. Doing so, an optimization problem is formulated
that its solution leads to calculation of a set of weights. In
what follows, the optimal combiners are approximated by
a stochastic gradient type algorithm. The algorithm is fully
distributed and runs in real-time where there is no necessity
to access the global information.

A. Problem Formulation

Let accumulate all the intermediate estimates (at the end of
measurement-update) in a row-wise manner as

S [¢1,iv¢2,i7~-.a¢P,i] , (nxP)

Here, the selected coefficient weights are defined as

ae (1) £ e (1) Ay

Algorithm 2 Partial-Diffusion Kalman filter [12]

Begin with §k70‘,1 = ]E{SO] and Hk,()‘fl = SO.
Repeat at every agent k for ¢ > 0

Step 1: Measurement-update

set auxiliary variables:

Dri < Skili—1

ILy i Iy 451

compute

Re,i < Vi + Hy I, ;HE
bri = bpi + T HE RO Hyn,i — Hy iy i) ®)
IO, ;) Mg — T HE RO THy, T
Step 2: Diffusion-update

Sk,ili < Pk, T Z
leN, /{k}

ek (DALi(br; — bii) (6)

Step 3: Time-update

Skiv1e = FiSg )i
My 410 = F.I0, ,,F] + GW,G]
End
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Then, the k-th column of diffusion matrix C, denoted by
Cki € RP, and the k-th column of to be selected coefficient
weights, denoted by ay ;, as

ki = col {e1y (1), cor (i), ..., cpk (1)}

col{aiy (i), az (i) ,...,apk (1)}

[I>

ag i

Note that a;; € RP represents the combination coefficient
vector at agent k and at time instant ¢ to be optimized. For
each node k, our approach is to obtain a set of weights
{au (9)},, _ p that solve the following optimization problem

argminE[HSi —((®; — ¢k,iﬂ£)akvi)||2:| )

ak,i

Subjected to aj (i) = 0 if I ¢ Ny and 17a; = 1

The constraint Ilga;m» = 1 states that the coefficients add up
to one. The dimension of problem (7) can be lowered from P
to n, by defining an auxiliary variable, I'g, as

(P X )

where 1; refers to the [-th column of P x P identity matrix
and {k1,...,k,, } denote the indexes of the node k neighbors.
Therefore, any vector ay ; € R¥ that satisfies the constraints
in (7) can be rewritten as

Ty = |14,..., 1%

N

ay; = Tyby, )

using some by ; € R"* that satisfies llgk by,; = 1 and contains

non-zero entries of ay, ;. Here, 1, £ T, 1p is all one vectors
of length 7. Hence, substituting (8) into (7), the optimization
problem (7) is modified as follows:
. A L ) 12
arg, min, f (bg) £ E[lsi — Acibiil]  ©)
Subjected to by ; € Vi £ {1/ € R”’CHI%CV = 1}

where Ay; £ (®; — ¢, ;17)T), and the constraint Vj, of (9)
refers to a bounded hyperplane [26].

Remark 2. The computational complexity of the PDKF al-
gorithms without and with adaptive combiner is similar to
that of the original DKF algorithm given by Algorithm 1.
Comparing (4) and (6) reveals that both expressions require
|Vk| » multiplications and (JAVy| — 1) n additions per iteration
per node.

B. Steepest-Descent Solution
We can solve (9) by employing a Lagrange multiplier
argument and consider the extended cost function below
J (bg, \) = E[s?si] — 20£tbk,i

+ b0k b + 20 (17, b — 1) (10)

in terms of \j (llz;kbm — 1), where 0 ; = E[Aglsz] and

O E[AZiAk,i}. Setting the individual gradients of
J (b, A\x) with respect to by, ; assuming that 8y, ; is positive-
definite, we obtain

P =041 [0k — A\1,,] (11)

Differentiating (10) with respect to g, setting the result to
zero gives and employing the constraint llgk br = 1, we have

-1
ﬂ§k®k7i0k,i -1

-1
ﬂ%“k @k,t]]'ﬂk

o _
E =

12)
Therefore, the solution of (7) can be obtained from (8) as
ag; £ I'xbj ;. In order to apply the standard steepest-descent
method to (9) it is required to eliminate the constraint V.
Doing so, we apply a similar technique proposed in [30]. Let
Py, denote the metric projection from R"* onto Vj. In light
of appendix in [26], Py, is defined and given by

T
_ ]ln" ﬂ”k v+ h
Mk Mk
The transformation Py, : R7* — V} maps any vector v € R"*

into a vector by ; € Vj, satisfying Ilgkb;w» =1, ie.

ay; = Py, (bg,)

Py, (v) = (Ink Vv eR™  (13)

(14)

Thus, substituting (14) into (7), we arrive at the following
unconstrained problem

IgliIlE s — Ar,iPy, (by.)? (15)
k,i

Consequently, we suggest minimizing (15) employing a
gradient-descent algorithm as
biit1 = bri + ki Vi [bri — OriPy, (bri)]  (16)

where i, ; > 0 is a step-size parameter and V;, is defined as

1, 17
A Nk =n
e
Mk
Since aj,; € Vj is equivalent to Py, (ay,;) = aj,, our

recursion is simplified as follows

brit1 = bri + ki Vi [Ok,i — Ok by ] (17

where aj o must satisfy ﬂgkak’() = 1. Remember that the
desired coefficients aj; can be obtained through ay ;1 =
Tibg it

C. Adaptive Solution

In order to derive an adaptive version of recursion (17),
we replace the quantities ®, ; and qy,; by their instantaneous
approximations

T AT =
Ori = E{Ak,isi} ~ A i—18ki-1]i
T T
O, = ]E[Ak,iAk,l} ~ Ak,iqu,ifl

Substituting these approximations in (17), the adaptive weights
algorithm, which is summarized in Algorithm 3, is obtained.

As we will see in the next step, the PDKF algorithm is stable
in mean sense if the combination weights for {a (i)},cp,
is convex. Since the constraint 1%a;; = 1 is enforced by
Algorithm 3, if a, (i) > 0 for all [ € {1,..., P} the weight
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Algorithm 3 Adaptive weights for PDKF

For every agent k, start with by, g € R"*, such that 11,7;,c bro=1.
Then, for every time instant ¢ > 0O, repeat

T ~
brit1 =bri +pr i VeOL ;1 (ki1 — Oy 18y,
ag i+1 = Irbg it

(18)

vectors ay, ; become convex combination. One possible choice
for puy; that guarantees a;x(¢) > 0 is the following

piir1 = max {0, {bri+1(J) | 1 <7 <n}}

ait1 = Lrptk,iva

07 pr it
for all k£ and ¢, where by ;11(j) is the j-th component of
b it1.

IV. MEAN PERFORMANCE

As the proposed algorithm is an iterative estimator to solve
the estimation problem, its stability and statistical bias should
be investigated. Thus, in this section the mean analysis of
PDKF algorithm with any adaptive combiners, including the
proposed combiner is examined. We consider both coordinated
and uncoordinated partial-diffusion schemes. To begin with, let
us derive the network update equation in the following section.

A. Network Update Equation

Returning to the recursion equation (5), as the predicted
estimate of s; obtained by node k, Sy ;;1 is a better estimate
for s; than ¢, ;, we obtain

ki = Skyili—1 T szﬂflR;,l[Ykz — Hg i85i-1] (19
Let define the following weight errors:

¢k,i =S

~ é A
S; — ¢k,i7 Sk,ili—1 = Si — Sk,ili—1

where (Z),w- and Sy, ;;—1 represent the estimation errors at the
end of measurement-and diffusion-update, respectively. Then,
subtracting (19) from s; and using state-space model (1) gives

¢ki

)

= Skili—1 — Hk,iH£7iR;}(Hk,i§k,i|i—l + Vi)
=1, - Hk,inyiR;ilHk,i)gkju—l - szszR;lekz
(20)

Employing the matrix inversion lemma, we obtain
O, H V| = I ;H] R_] (see appendix A in [13]) and
conclude

&k,i = (L — Thy i i)k i)i—1 — Hk,ng,iV];}Vk,i (21)
where Q, ; £ ngVEsz Using (1) we have
Skiji—1 = Fio18i—1i—1 + Gicawi 1 (22)
Substituting (22) into (21) gives
<~I5k,i = (I — Tk, i Qi) Fim 18k i1
+ (X, — I i Q)G Wi—g — HmszvﬁVm
(23)

To derive the network update equation in terms of the global
quantities, we introduce the following global quantities:

A ~ ~ ~
Sili = col {Sl,i|ia S2ilis -+ SP,i\i}

?; = col {auaaua e aaP,i}

vi 2 col{vii,...,vpi}
V. 2 Blkdiag {V1:, Va,,...,Vpi}
H,; £ Blkdiag {H; ;,Ha;,...,Hp;}
II; £ Blkdiag {I1; ;, M5, ..., Ip;}
Q, £ Blkdiag {1, Qai, ..., Q2p;}
K11, Kipi
K= :
Kpi, Kpp;
where
IL.— > (@A, ifp=g
Kpai=1¢ (z‘l)gjxvp/-{p} ifg € N,
T ap a,i q € Np\{p}

0O, otherwise

Using the above definitions, the following state-space model
for PDKF algorithm with adaptive combiner is obtained:

S| = Kli%i (24)

¢, = Fisi—1ji-1+Gi(L®@n;_1) — D;v; (25)

where

Fi=Top —TLQ;) (Ip @ F;_1)
Gi = (Iip — ILQ;) (Ip ® Gy—1)
D, =ILH] V'

Substituting (25) into (24) reveals that the global error 'svi“
evolves according to the following recursion:

Sili = IKiFisi—1ji-1 + KiGi (L@ w; 1) — K;Div;  (26)
Note that (26) shows how the network weight error vector
S;|; evolves in time. In the sequel, we shall use this recursive
equation to investigate the mean behavior of PDKF algorithm
with adaptive combiner.

Here, in order to analyze the steady-state performance of
PDKEF, we assume the following throughout our analysis:

Assumption 2.

(i) The matrices {F, G, H, V, W} described in steady-state
model (1) are time invariant.
(i) The matrix F is stable.
(iii) The pair {F, Hy} is detectable for all k, and {F, GWz }
is reachable [12].

Under Assumption 2, II}, ;; converges to the matrix IIj, for
all k. Moreover, F;, G; and D, also converge in steady-state,
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and their steady-state values are given by
IT £ lim II; = Blkdiag {IT,..., Iy}
1—> 00
F2limF;=(Lp-TQ)(IpaF)

11— 00
g S lim g; = (Inp - HQ) (IP X G)
1—00
D2 lim D; =IIHT V™!
11— 00
Since €; and H; are now time-invariant, {2 and H are
used instead of them. Proposition 1 summarizes the mean
performance of the PDKF algorithm over a network with
adaptive combiner.

Proposition 1. Under Assumptions (1) and (2) the PDKF
algorithm with adaptive combiner is convergent in the mean
sense and asymptotically unbiased.

Proof: See Appendix A. ]

V. SIMULATION RESULTS

We apply the PDKF with adaptive combiner to the problem
of estimating and tracking the position of a moving target by
an adaptive network. Doing so, a network topology, randomly
generated, with NV = 20 nodes, in which each node is, on
average, connected to two other nodes is considered. The size
of system parameter is n = 4. The target state vector is

denoted by s; = {di7di,vi,1}i] , where (d;,v;) and (di,{)i)
are the position and velocity components at time instant

i, respectively. Therefore, the state equation is modeled as
follows:

1 T 0 0
01 0 0
Si= 1o o 1 7|8 + Wi
0 01 0
where T' is the sampling time which is taken as 7" = 1.

The process noise w;_; is zero-mean white Gaussian with
covariance matrix as

T4/4 T3/2 0 0

/2 T 0 0
W=0041"g" g 1 730
0o 0 T%2 T?

We presume that each node measures the position of the
unknown object in the two, i.e., x and y dimensions. So, we
have Hj, ; as the following matrix

1000
H’”_[O 10 0}’

So, the measurement at node k at time 7 is
Vi = Hp 8 + Vi

The measurement noise covariance matrix at agent k is,
Vi = o2 I3, where the noise variance ai,i across the agents
is selected randomly in the range [0 0.5]. In the simulations,
the initial target state is given by sg = [10, 1.5, 10, 1.2].
The initial estimate is taken as a combination of the true
state and a bias drawn from a Gaussian distribution with

6
-5 13

-10
— gt
8 -15 Z
- Su
~ s =20 =
° =

o5 10

-30 9

5 10 15 20 5 10 15 20

k (node index) k (node index)

Fig. 2. State noise variances (left), and trace of observation noise covariances
at all nodes (right).

mean [0.5, 0.5, 0.5, O.5]T. The initial covariance is set to be
IT; 00 = diag{100, 10,100, 10}. The initial conditions are
the same for all nodes. Moreover, the experimental results are
obtained by taking the ensemble-average over 200 independent
trials and the steady-state values are calculated by averaging
over 1000 steady-state iterations.

For Algorithm 2, to draw a comparison with we our adaptive
combiner ay, (i), we used the Metropolis rule to select matrix
C (see Table I). The state noise variances and trace of
observation noise covariances at every node are generated
randomly and shown in Fig. 2. The performance is measured in
terms of the network Mean-Square Deviation (MSD), defined
for node k at time ¢ as:

MSDy, ; = E[HSi - ék,z’\iH2:|

The network MSD is defined as the average over all nodes.

P
1
MSDye; = 5 Z MSDy, ;
k=1

Fig. 3 demonstrates the transient MSD curves of PDKF
algorithm with some static and dynamic combiners and draw
a comparison between adaptive combiner and some other
combiners. The steady-sate values for each individual node
is also presented in Fig. 3. We observe that the proposed
PDKF with adaptive weights considerably outperforms the
non-adaptive PDKF. Fig. 4 shows the result of the nodes
cooperating together to track the position of an projectile
object. We can see that partial-update has a certain effect on
accuracy. It also has a good performance on trajectory tracking
using adaptive combiner.

It is worth mentioning that the proposed combination rule
can be applied to any connected network. To show this, we
apply the PDKF algorithm with the proposed combination rule
to networks with different topologies. To generate different
topologies, we assume N = 20 and for each network, set the
number of neighbors for each individual node to 2,4, 6, - - - 20.
Fig. 5 shows the network MSD values in terms of different
number of neighbors. Clearly, the PDKF algorithm with the
proposed combination rule provides accurate estimates of the
state vector for different network topologies.

VI. CONCLUSION

In the PDKF algorithm every node is permitted to share
only a subset of its intermediate estimate vectors at each
iteration among its neighbors, which reduces the amount of
inter-node communications. Here, the optimal choices for the
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(tob), steady-sate values for each individual node (bottom).

where IC = E[IC;]. The convergence of equation (A.l) is
guaranteed, if matrix )CJF; is stable. In the light of Lemma
1, KC is right-stochastic. The Perron-Frobenius theorem [33]

40 T I
ensures that all eigenvalues of /C lie inside the unit disc.
L -—-- , Adaptive || . - .
% Consequently, as ¢« — oo, the mean stability and asymptotic
30t 1 unbiasedness of the algorithm is achieved if matrix F is stable.
»sl | Therefore, we have
> 20} B hIIl E[glh] = Onp
1—> 00
151 N MN .
where O,,p € R denotes zero vector. This means that the
101 1 PDKEF algorithm with adaptive combiner is convergent in the
sl i mean sense and is asymptotically unbiased.
0 ‘ ‘ 2426 .28 30 ‘ Lemma 1. IC; is a right-stochastic matrix.
0 5 10 15 20 25 30 35

Proof: Note that can IC; be expressed in a compact-form
as

Fig. 4. Tracking a projectile object for adaptive and metropolis rule.

Ki=C, oA+ I,p—AC;))OL,p B.1

where
combination weights in PDKF have been discussed and an

adaptive variant that can be computed in real-time has been Ci=Ciol,, Ai=1p®[A1;...,Ap;]
proposed. The proposed algorithm outperforms the existing
techniques. More importantly, simulation findings reveal that
the proposed combination coefficients can greatly improve the
performance of diffusion adaptation. The presented algorithm EA] =1p QEA ..., Ap]

may be used in e.g. wireless sensor networks to perform

dethtion/estimationgof localized events [31], [32]. P =1re ﬂJTD © pln = pJp & 1In, (A-2)

Since the probability of to be transmitted entries is equal for
all the nodes, we can write

EA]C=pJp®L,)(CaL,)

APPENDIX A =pIpC oI, =pIp®aI, (A.3)
PROOF OF PROPOSITION 1
and
Tacking the expectation on both sides of (26) and employing

T T T
Assumptions 1 and 2, we find that the mean error vector C' OEA]=pC" ©Jp®l,)=pC (A4)
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where p denotes the probability of transmission for each entry
at any node k and Jp is an all one matrix of size P x P .
Note that C = E[C;]. Therefore, we have

K =] = C O BA;] + (Lp — EA]C) O L,p
=pCT + (Lp —pIp@1,) O L,p

=pCT +(1—p)Lup (A5)

Using the definition of KC; and K, ;;, we have

[1]

[2]

[3]
[4]

[5

=

[6

=

[7]

[8]

[9]

[10]

(1]

[12]

[13]

[14]

0018-9251 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

Z aphii + Z CapA.i

P
E Kpgi=1n—
q=1

1N, /{p} q€ENG/{a}
:Ina p:{LaP}
Z Kl,q,i]]-n
q=1,...,P
’Ci]].np = : =1,p
Z KP,q,i]]-n
q=1,...,P
|
REFERENCES

F. S. Cattivelli and A. H. Sayed, “Diffusion strategies for distributed
Kalman filtering and smoothing,” Automatic Control, IEEE Transactions
on, vol. 55, no. 9, pp. 2069-2084, 2010.

U. A. Khan and J. M. E. Moura, “Distributing the Kalman filter for
large-scale systems,” IEEE Transactions on Signal Processing, vol. 56,
no. 10, pp. 49194935, 2008.

F. Meyer, O. Hlinka, and F. Hlawatsch, “Sigma point belief propagation,”
IEEE Signal Processing Letters, vol. 21, no. 2, pp. 145-149, 2014.

J. Yi, X. Wan, and D. Li, “Exactly decoupled Kalman filtering for
multitarget state estimation with sensor bias,” IEEE Transactions on
Aerospace and Electronic Systems, 2019.

W. Li and Y. Jia, “Distributed estimation for markov jump systems via
diffusion strategies,” IEEE Transactions on Aerospace and Electronic
Systems, vol. 53, no. 1, pp. 448-460, 2017.

S. Li, Y. Cheng, D. Brown, R. Tharmarasa, G. Zhou, and T. Kirubarajan,
“Comprehensive time-offset estimation for multisensor target tracking,”
IEEE Transactions on Aerospace and Electronic Systems, vol. 56, no. 3,
pp. 2351-2373, 2019.

X. R. Li and V. P. Jilkov, “Survey of maneuvering target tracking. part
i. dynamic models,” IEEE Transactions on aerospace and electronic
systems, vol. 39, no. 4, pp. 1333-1364, 2003.

S. Chouvardas, K. Slavakis, and S. Theodoridis, “Trading off complexity
with communication costs in distributed adaptive learning via Krylov
subspaces for dimensionality reduction,” Selected Topics in Signal
Processing, IEEE Journal of, vol. 7, no. 2, pp. 257-273, 2013.

S. Xie and H. Li, “Distributed Ims estimation over networks with
quantised communications,” International Journal of Control, vol. 86,
no. 3, pp. 478-492, 2013.

R. Arablouei, S. Werner, Y.-F. Huang, and K. Dogancay, “Distributed
least mean-square estimation with partial diffusion,” Signal Processing,
IEEE Transactions on, vol. 62, no. 2, pp. 472-484, 2014.

R. Arablouei, K. Dogancay, S. Werner, and Y.-F. Huang, “Adaptive
distributed estimation based on recursive least-squares and partial dif-
fusion,” Signal Processing, IEEE Transactions on, vol. 62, no. 14, pp.
3510-3522, 2014.

V. Vahidpour, A. Rastegarnia, A. Khalili, W. Bazzi, and S. Sanei,
“Partial diffusion kalman filtering for distributed state estimation in
multiagent networks,” IEEE Transactions on Neural Networks and
Learning Systems, vol. 30, no. 12, pp. 3839-3846, Dec 2019.

V. Vahidpour, A. Rastegarnia, M. Latifi, A. Khalili, and S. Sanei, “Per-
formance analysis of distributed kalman filtering with partial diffusion
over noisy network,” IEEE Transactions on Aerospace and Electronic
Systems, 2019.

A. Ribeiro, G. B. Giannakis, and S. I. Roumeliotis, “SOI-KF: Distributed
Kalman filtering with low-cost communications using the sign of inno-
vations,” IEEE Transactions on signal processing, vol. 54, no. 12, pp.
47824795, 2006.

[15]

[16]

[17]

[18]

[19]

(20]

(21]

[22]

[23

—

[24]

[25]

[26]

[27]

[28]

[29]

(30]

(31]

(32]

(33]

C. G. Lopes and A. H. Sayed, “Diffusion adaptive networks with chang-
ing topologies,” in 2008 IEEE International Conference on Acoustics,
Speech and Signal Processing, 2008.

N. Takahashi and I. Yamada, “Link probability control for probabilistic
diffusion least-mean squares over resource-constrained networks,” in
Acoustics Speech and Signal Processing (ICASSP), 2010 IEEE Inter-
national Conference on. 1EEE, 2010, pp. 3518-3521.

X. Zhao and A. H. Sayed, “Single-link diffusion strategies over adaptive
networks,” in Acoustics, Speech and Signal Processing (ICASSP), 2012
IEEE International Conference on. 1EEE, 2012, pp. 3749-3752.

O. L. Rortveit, J. H. Husoy, and A. H. Sayed, “Diffusion Ims with
communication constraints,” in 2010 Conference Record of the Forty
Fourth Asilomar Conference on Signals, Systems and Computers. 1EEE,
2010, pp. 1645-1649.

J.-W. Lee, S.-E. Kim, and W.-]J. Song, “Data-selective diffusion LMS
for reducing communication overhead,” Signal Processing, vol. 113, pp.
211-217, 2015.

M. O. Sayin and S. S. Kozat, “Single bit and reduced dimension dif-
fusion strategies over distributed networks,” Signal Processing Letters,
IEEE, vol. 20, no. 10, pp. 976-979, 2013.

——, “Compressive diffusion strategies over distributed networks for
reduced communication load,” Signal Processing, IEEE Transactions
on, vol. 62, no. 20, pp. 5308-5323, 2014.

R. Arablouei, S. Werner, K. Dogancay, and Y.-F. Huang, “Analysis of a
reduced-communication diffusion LMS algorithm,” Signal Processing,
vol. 117, pp. 355-361, 2015.

A. Rastegarnia, “Reduced-communication diffusion rls for distributed
estimation over multi-agent networks,” IEEE Transactions on Circuits
and Systems II: Express Briefs, 2019.

L. Xiao and S. Boyd, “Fast linear iterations for distributed averaging,”
Systems & Control Letters, vol. 53, no. 1, pp. 65-78, 2004.

F. S. Cattivelli, C. G. Lopes, and A. H. Sayed, “Diffusion recursive
least-squares for distributed estimation over adaptive networks,” IEEE
Transactions on Signal Processing, vol. 56, no. 5, pp. 1865-1877, 2008.
N. Takahashi, I. Yamada, and A. H. Sayed, “Diffusion least-mean
squares with adaptive combiners: Formulation and performance analy-
sis,” IEEE Transactions on Signal Processing, vol. 58, no. 9, pp. 4795—
4810, 2010.

S. Yang, C. Xu, X. Qiu, and D. O. Wu, “Diffusion Kalman filter with
quantized information exchange in distributed mobile crowdsensing,”
IEEE Internet of Things Journal, 2018.

W. Kocay and D. L. Kreher, Graphs, algorithms, and optimization.
Chapman and Hall/CRC, 2016.

D. S. Scherber and H. C. Papadopoulos, “Locally constructed algorithms
for distributed computations in ad-hoc networks,” in Proceedings of
the 3rd international symposium on Information processing in sensor
networks. ACM, 2004, pp. 11-19.

I. Yamada and N. Ogura, “Adaptive projected subgradient method for
asymptotic minimization of sequence of nonnegative convex functions,”
2005.

D. Ciuonzo and P. S. Rossi, “Distributed detection of a non-cooperative
target via generalized locally-optimum approaches,” Information Fusion,
vol. 36, pp. 261 — 274, 2017.

D. Ciuonzo and P. S. Rossi, “Quantizer design for generalized locally
optimum detectors in wireless sensor networks,” IEEE Wireless Com-
munications Letters, vol. 7, no. 2, pp. 162-165, 2018.
C. D. Meyer, Matrix analysis and applied linear algebra.
vol. 2.

Siam, 2000,

Azam Khalili received the PhD degree in electrical
engineering from the University of Tabriz, Tabriz,
Iran, in 2011. In 2011, she joined the Department of
Electrical Engineering, Malayer University, as As-
- sistant Professor. Her current research interests are
theory and methods for adaptive filtering, distributed
adaptive estimation, as well as signal processing for
communications. She is a Member of IEEE.

Authorized licensed use limited to: Nottingham Trent University. Downloaded on January 12,2021 at 09:27:18 UTC from IEEE Xplore. Restrictions apply.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TAES.2020.3046085, IEEE
Transactions on Aerospace and Electronic Systems

IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS 9

Vahid Vahidpour received the M.Sc degree in
communication engineering from Malayer Univer-
sity, Hamedan, Iran, in 2016. His research interests
include underwater acoustic, distributed and adaptive
signal processing, and biomedical signal processing.
Mr. Vahidpour is a student member of the IEEE.

Amir Rastegarnia completed his PhD degree in the
electrical engineering at the University of Tabriz,
Tabriz, Iran, in 2011. In 2011, he joined the Depart-
ment of Electrical Engineering, Malayer University,
as Assistant Professor. His current research interests
are theory and methods for adaptive and statistical
signal processing, distributed adaptive estimation, as
well as signal processing for communications. He is
a Member of IEEE.

Wael M. Bazzi graduated from the American Uni-

\ versity of Beirut (AUB), Lebanon, in 1996. He

o= ‘a a received the M.E. degree from AUB in 1999 and

? 4 the Ph.D. degree from the University of Waterloo,

Canada, in 2001. He is currently an associate pro-

fessor at the American University in Dubai. His re-

search interests include wireless communication and

networks, especially the optimization and modeling
aspects of communication networks and systems.

Saeid Sanei (SMO05) received his PhD in signal pro-

cessing from Imperial College London, UK. He has
been a member of academic staff in Iran, Singapore,
and the UK. He has published three monograms,
a number of book chapters, and over 320 papers
in peer reviewed journals and conference proceed-
ings. His research interest is in adaptive filtering,
cooperative learning, multi-way, multimodal, and
multichannel signal processing with applications to
biomedical, audio, biometrics, and communication
signals and images. He has served as an Associate
Editor for the IEEE Signal Processing Letters, IEEE Signal Processing
Magazine, and Journal of Computational Intelligence and Neuroscience.

0018-9251 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
Authorized licensed use limited to: Nottingham Trent University. Downloaded on January 12,2021 at 09:27:18 UTC from IEEE Xplore. Restrictions apply.



