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Abstract

The dynamic effect of an electric field on dielectric liquids is called liquid dielec-

trophoresis. It is widely used in several industrial and scientific applications, includ-

ing inkjet printing, micro-fabrication and optical devices. Numerical simulations of

liquid-dielectrophoresis are necessary to understand the fundamental physics of the

phenomenon, but also to explore situations that might be difficult or expensive to im-

plement experimentally. However, such modelling is challenging, as one needs to solve

the electrostatic and fluid dynamics equations simultaneously. Here, we formulate a

new lattice-Boltzmann method capable of modelling the dynamics of immiscible dielec-

tric fluids coupled with electric fields within a single framework, thus eliminating the

need of using separate algorithms to solve the electrostatic and fluid dynamics equa-

tions. We validate the numerical method by comparing it with analytical solutions and

previously reported experimental results. Beyond the benchmarking of the method, we
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study the spreading of a droplet using a dielectrowetting setup and quantify the mecha-

nism driving the variation of the apparent contact angle of the droplet with the applied

voltage. Our method provides a useful tool to study liquid-dielectrophoresis and can be

used to model dielectric fluids in general, such as liquid-liquid and liquid-gas systems.

Introduction

When a dielectric fluid interacts with an electric field, its atoms or molecules will respond

to the field polarising the medium.1,2 This produces a ponderomotive force that acts on the

fluid, an effect called liquid dielectrophoresis (L-DEP).3–5 The ability to accurately control

this dielectric force has current potential technological applications, such as inkjet print-

ing,6 optical devices,7,8 micro-assembly9 and electrospinning.10 One important application

of L-DEP is dielectrowetting, which is a novel technique used to control the spreading of a

droplet on solid surfaces.11,12 This technique is similar to electrowetting since both use an

electric field to spread a liquid. However, dielectrowetting differs from electrowetting in that

dielectrowetting uses the bound charges from polarisation, as opposed to the free charges of

a conducting liquid in electrowetting setups.13 Also, dielectrowetting does not suffer from

the contact angle saturation observed in electrowetting.14

Numerical simulations of the dynamics of multiphase fluids coupled with electric fields

open the door for a wide range of applications.15–17 For example, in microfluidic devices, by

improving the manipulation of small amounts of liquid with the fine control that electronic

devices allow.18,19 Moreover, numerical simulations have the potential to inform the design

of electrode arrays to induce specific and complex liquid and film morphologies both at

fluid-fluid interfaces and for finite volumes of liquids on solids.7,12,20 For this reason, several

numerical methods have been implemented to study this interaction, for example, finite-

element,21,22 boundary-element,23 finite-volume24–26 and spectral methods.27,28

Here, we present a lattice-Boltzmann method (LBM) capable of solving the hydrody-

namic equations for dielectric fluids in the presence of electrostatic fields. The LBM belongs
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to the family of computational fluid dynamics simulations and has gained its reputation for

faithfully describing a wide range of phenomena, from rarefied supersonic plasmas to capil-

lary phenomena29 and for its ease of parallelisation.30,31 We base our method on the diffuse

interface formulation by defining the total free energy of the system32 which includes the

capillary and electrostatic contributions.33 By adopting a modern formulation to the method

inspired by spectral methods,27 we endow the LBM with the capacity to include dielectrics.

In this way, we improve the efficiency and stability of the method whilst presenting a com-

prehensive approach to the method. The result is that the hydrodynamic and electrostatic

equations are solved within a single method, which alleviates the need of running a separate

algorithm concurrently.

This article is organised as follows. In section we set the theoretical framework in which

the lattice-Boltzmann simulations are based. In section we describe our numerical method.

In section we validate the method against analytical and experimental results to conclude

in section .

Governing Equations

Diffuse interface approach to liquid-dielectrophoresis

We consider a two-phase fluid of two perfect dielectric fluids. The mechanical description

of the fluid is given by the continuity and Navier-Stokes equations,34 in the incompressible

limit they read,

∇ · u =0, (1)

ρ (∂t + u ·∇)u =−∇ ·P + µ∇2u+ f , (2)

respectively, where ρ is the mass density of the fluid, u is the local fluid velocity, P represents

corresponds to the pressure tensor, µ is the dynamic viscosity, and the last term, f , accounts
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for the body forces.

The capillary and dielectric forces that drive the fluid are contained in P and are derived

from the thermodynamic and electric properties of the fluid. We describe the system using a

diffuse-interface model where the two phases are identified by a phase field, φ = φ(x), which

evolves according to another conservation equation, known as the Cahn-Hilliard equation,35

∂tφ+ u ·∇φ = M∇2ϑ, (3)

where M is a constant called the mobility and ϑ corresponds to the chemical potential field.

For consistency, we derive the expressions for the pressure and chemical potential from

a Helmholtz free energy, F , of the fluid mixture36 coupled by the electric field

F [φ, V ] =

∫
Ω

[
ψ(φ,∇φ)− 1

2
D ·E

]
d3x+

∫
∂Ω

ζφ dS. (4)

Here, Ω corresponds to the volume occupied by the fluid mixture and it is bounded by ∂Ω.

The first integral on the right-hand side of Eq. (4) comprises the energy density of the fluid

mixture. It can be broken down into thermodynamic and electric contributions.

For the thermodynamic contribution, to model the free energy density of a binary fluid,32

we define

ψ(φ,∇φ) :=
3γ√
8`

(
1

4
φ4 − 1

2
φ2 +

1

2
`2 |∇φ|2

)
, (5)

where the := symbol denotes equal by definition. For a homogeneous mixture (∇φ = 0),

the free energy density has two minima at φ = ±1, indicating the value of the phase field

when the two phases are in equilibrium. Due to the term |∇φ|2, the transition between the

two phases is smooth, and occurs over a length-scale `, called the interface thickness. This

transition has an overall energy cost per unit area, γ, the surface tension. Due to symmetry

upon a change of sign (φ ↔ −φ), we define the interface to be the manifold where φ = 0,

i.e., {x : φ(x) = 0}.
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The electric contribution to the energy of the fluid mixture is given by the following term

which is composed of the electric field, E, and the displacement field, D. Provided the

electric potential,1 V (x), these are derived by,

E = −∇V, and D = εE (6)

and ε corresponds to the electric permittivity. Here, we have assumed that the fluids are

isotropic, linearly polarisable and that the electric permittivity is a scalar function of the

phase field, ε = ε(φ). In order to satisfy a prescribed value at the equilibrium of phase

coexistence, and basing the variation of the electric permittivity according to the Clausius-

Mossotti relation37 we set,

ε(φ) := 2
ε1ε2 + ε0ε1(1 + φ) + ε0ε2(1− φ)

4ε0 + ε1(1− φ) + ε2(1 + φ)
, (7)

where ε0 , ε1 and ε2 are the permittivities of free space, phase φ = +1 and φ = −1,

respectively.

The last term on the right-hand side of Eq. (4) corresponds to the interaction energy of

the fluid with its boundaries. The constant, ζ, is known as the wetting potential38,39 and is

related to the equilibrium contact angle, θe, by,

ζ(θe) =
3

2
γ sgn(π/2− θe) [cosα (1− cosα)]1/2 , (8)

where α = 1
3

arccos sin2 θe.

Once defining the total free energy of the fluid mixture, we can derive the pressure and

the chemical potential.2,40 The chemical potential is given by

ϑ(x) :=
δF
δφ

=
3γ√
8`

(
φ3 − φ− `2∇2φ

)
− 1

2
(∂φε)D ·E, (9)
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where the symbol δ /δφ denotes the functional derivative with respect to the function φ. In

consequence, the stresses derived from the free energy are given by,41,42

Π(x) = (φϑ− ψ) I +
3γ`√

8
∇φ∇φT −DET , (10)

where I corresponds to the identity matrix, T denotes matrix transposition. Eq. (10) can be

split in two: the thermodynamic and electric contributions, namely, Π = P − T. The first

one, P, is the pressure tensor from Eq. (2) such that its divergence results in the capillary

forces in the diffuse interface formalism, to be precise, −∇ ·P = −φ∇ϑ = fcap−∇p, where

p corresponds to the hydrodynamic pressure; and the second one, T, corresponds to the

Maxwell stress tensor in the absence of magnetic fields,

T := DET − 1

2
(D ·E) I. (11)

The free charges, ρel, are derived from the energy functional,

%el(x) := −δF
δV

= ∇ ·D, (12)

which we identify as Gauss’s law for continuous dielectric media.2 Then, in the absence of

free charges and homogeneous electric permittivity, Eq. (12) reduces to Laplace’s equation

for the electric potential, ∇2V = 0.

Equivalently, and for simplicity, the electrostatic stresses can be turned into a body

force,2,25,26

f el := ∇ ·T = ρelE −
1

2
|E|2 ∇ε. (13)

From the first term of the right-hand side of Eq. (13), we recognise the Lorentz force due to

the electrostatic field on the free charges; the following term corresponds to the polarisation

forces that emerge due to changes in the permittivity of the medium. For neutrally charged

dielectrics, the free charge density is zero, thus vanishing the first term of the force. For
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incompressible fluids, ∇ε is zero everywhere except in the neighbourhood of an interface,

therefore, the force points in the perpendicular direction to the interface from the dielectric

of higher permittivity to lower permittivity.

There are alternative models for the dielectrophoretic force derived from the interaction

of molecular or atomic dipoles that constitute the dielectric media in response to an external

field. The force exerted on a dipole is given by (p ·∇)E, where p is the dipole moment.1

Additionally, the strength of dipole is proportional to the electric field, p ∝ E. This results in

a force that is proportional to gradients in the electric field,4,15,43 i.e., f ′el = (ε−ε0)∇|E|2/2.

This model of the dielectrophoretic forces implies that a non-zero force is found in the bulk

of dielectric media whenever gradients in the magnitude of the electric field are present.

In contrast, the expression in Eq. (13) shows that the forces are localised at the interface

between media of different permittivity. However, this is only an apparent contradiction

since the two forcing models differ by the gradient of the electric energy density, that is,

fel = f ′el −∇[(ε − ε0)|E|2]/2. Therefore, when employing the dielectrophoretic forces, f ′el,

the hydrodynamic pressure is shifted by an amount p′ = p+ (ε− ε0)|E|2/2. This additional

term cancels f ′el by means of −∇p′ in the bulk of a phase where ε is constant, therefore,

eliminating the body forces absent in Eq. (13). Note that this additional term in p′ is required

for mechanical equilibrium; otherwise, in the presence of a net body force, the fluid would

not be able to settle at rest.

We specify the boundary conditions for the coupled set of PDEs, equations (2), (3)

and (12) for all boundary points xb ∈ ∂Ω. To impose the impenetrability and no-slip

boundary condition at solid boundaries we write,

u(xb) = 0, (14)
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for the velocity field, and to enforce the wetting behaviour of the fluid-fluid mixture we set

n̂ ·∇φ(xb) = −
√

8

3γ`
ζ(θe), (15)

for the phase field, where n̂ is the unit normal to the solid boundary. Regardless of the

no-slip boundary condition, the mobility of the contact lines44,45 occurs by the diffusion of

the chemical potential given by Eq. (3). For ideally smooth surfaces, the boundary value of

the right-hand side of Eq. (15) can be set to a constant, however, this seldomly occurs in

real surfaces that present inhomogeneities down to a microscopic level.46 Therefore, surface

roughness can be introduced by altering the geometry of the surface, or by introducing a

noisy component to the wetting potential.47

We specify two types of boundary conditions for the electric field. If the electric field at

the solid boundary is specified by an electrode on the surface, then we impose

V (xb) = Vb (16)

if the field is specified by polarisation charges, then

n̂ ·∇V (xb) = − σb

ε− εs
, (17)

where σb corresponds to the bound surface charge density and εs is the permittivity of the

solid.

The Lattice Boltzmann Algorithm

The lattice-Boltzmann method simulates the dynamics of fluids by numerically integrating

the Boltzmann equation from Kinetic Theory. This is based on the statistical description

of the fluid by introducing a distribution function, fq(x, t), that corresponds to the mean

8



density of particles that are found in a discrete position x, with velocity cq and at time t.

The lattice-Boltzmann algorithm consists of two steps. The streaming of the distribution

function,

fq(x+ cq, t+ 1) = f ?q (x, t), (18)

followed by the collision step, where we define the post-collision distribution function as

f ?q (x, t) := fq(x, t) + C[f ]q + Sq. (19)

During the streaming step, the particle populations migrate into neighbouring lattice po-

sitions given by the vector cq over a unitary time step (x → x + cq). Therefore, the

velocities cq ∈ {cq}Q−1
q=0 are a set of Q, D-dimensional vectors of integer entries that specify

the connectivity of the lattice. Conventionally, this is summarised by the D-Q- notation for

the lattice-Boltzmann model, in our case we use the models D2Q9 and D3Q15, meaning

D = 2, 3 with Q = 9, 15, respectively. During the collision step in Eq. (19), the second term

of the right-hand side corresponds to the collision operator, C[f ]q, and the sources term, Sq,

respectively.

The source term in Eq. (19) can take multiple forms, depending on the type of sources

to include in the evolution of the distribution function, for example, sources of mass, forces,

or stresses. These will be specified in the following subsections.

In the collision operator, we adopt a linear multiple-relaxation time (MRT) scheme.48

While there are several ways to implement the MRT algorithm,29,49 all agree on the relax-

ation of the distribution function towards some local equilibrium, f e
q , for which there are dif-

ferent relaxation rates for each component of the distribution function. This is usually done

by carrying out a transformation from the space of distribution functions, f = {fq}Q−1
q=0 , into

a space of moments, m = {mi}∞i=0, such that T [f ] = m, and inverse transform T −1[m] = f .

Since the moments of the distribution function bear physical significance, this allows to selec-

tively tune the viscosity, thermal conductance and other transport coefficients independently
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by means of the relaxation rates,50 ωi,

C[f ] := T −1 [{−ωi(mi −me
i )}] , (20)

where the me := T [f e] are the moments of the local equilibrium.

The approach we adopt here is to employ the multidimensional discrete Hermite trans-

form

mi(x, t) = T [f ]i :=

Q−1∑
q=0

Hi(cq/cs)fq(x, t) (21)

where Hi denotes the i-th Hermite tensor polynomial, eg., H0(ξ) = 1, H1(ξ) = ξ, H2(ξ) =

ξξT − I, and so on; and the inverse of the discrete Hermite transform,

fq(x, t) = T −1[m]q :=
∞∑
i=0

wq
i!
Hi(cq/cs)�mi(x, t). (22)

In contrast with its continuous counterpart, the discrete Hermite transform replaces the

integration by a sum of the index q. However, the direct and inverse discrete Hermite

transform can be done without loss in precision by using the Gauss-Hermite quadrature

rule.51 This gives value to the speed of sound, cs, and the weights, wq.

We note here that, for Eq. (22) to be an inverse, it must be a one-to-one mapping, and

therefore, only Q elements in all the moments mi are independent. The moment mi inherits

the rank of the tensor Hi, e.g., m0 is a scalar, m1 is a vector, and so on. It is implied that

the symbol � in Eq. (22) is a generalisation of the dot product, which contracts two tensors

of the same rank into a scalar, e.g., vector dot product for i = 1 and the trace of the matrix

product or double dot product for i = 2.

For the boundary conditions, we follow Ginzburg52 in which two types of boundary

conditions are discussed: bounceback 53 and antibounceback. The bounceback algorithm is

employed to specify a Dirichlet boundary condition for the moment m1. Since m1 is a vector,

it is often used to prescribe the velocity of the fluid or diffusive flows at the boundary. The
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antibounceback algorithm is used to prescribe a Dirichlet boundary condition on the moments

m0 and m2. The zeroth and second moments of a distribution function are related to the

density, the hydrodynamic pressure and other stresses that act on the fluid. Therefore, this

boundary condition is often used to prescribe open boundaries that allow inward or outward

fluxes to the simulation domain.

The lattice-Boltzmann method has proven to be effective in solving the evolution equa-

tions even for systems beyond fluid dynamics. This is due to the underlying mathematical

structure of the algorithm which is revealed by the Chapman-Enskog analysis32,54 (see Sup-

porting Information I). In conclusion, one can reconstruct a broad range of dynamical equa-

tions by tuning the components of Eq. (19). We exploit this virtue to numerically integrate

the Navier-Stokes and Cahn-Hilliard equations for the dynamics of the fluid, and also to find

the electric field, in accordance with Gauss’s law.

In the following, we will use Eqs. (18) through (22) as stencils for the different equations

in which we apply the lattice Boltzmann algorithm.

Integrating the Navier-Stokes equation

We begin by applying the LBM to solve the Navier-Stokes equation (2). To avoid confusion

in the following subsections, we have used the subscript f in mfi and ωfi to specify the i-th

moment and collision parameter that correspond to the fq distribution. The first moments

of the distribution function define macroscopic variables,

ρ := mf0 =

Q−1∑
q=0

fq, (23)

for the mass density and

ρu := mf1cs =

Q−1∑
q=0

cqfq, (24)

for the momentum density. The equilibrium distribution function constructed by discretising

the Maxwell-Boltzmann distribution, in other words, by setting, me
f0 := ρ, me

f1 := ρu/cs,
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and me
f2 := ρuuT/c2

s using Eq. (22), this results in the common expression,29

f e
q (ρ,u) := ρwq

[
1 +

u · cq
c2
s

+
1

2

(
u · cq
c2
s

)2

− |u|
2

2c2
s

]
. (25)

Following a Chapman-Enskog analysis (see Supporting Information I), the constant ωf2

in the collision operator, prescribes the value for the dynamic viscosity, µ, thus we set

ωfi =


1 if i 6= 2

2
1+2µ/ρc2s

if i = 2

. (26)

To implement the coupling of the capillary and electric forces we specify the sources term,

Sq = S
(cap)
q + S

(el)
q in the post-collision distribution. The capillary forces are included from

the pressure tensor defined in Eq. (10),

S(cap)
q =

wq
2c2
s

H2(cq/cs) : P, (27)

where the symbol : corresponds to the double-dot product. We do not include the Maxwell’s

stress tensor in Eq. (27) due the convenience that the simple expression in Eq. (13) gives.

In turn, we add the electric forces following Guo’s et al.55 forcing scheme,

S(el)
q =

wq
c2
s

[
(cq − u) +

(u · cq)
c2
s

cq

]
· fel. (28)

We prescribe the solid and closed boundaries using an interpolated bounceback as in Yu

et al. (2003).53 In this way, we can specify impenetrability and no-slip boundary conditions

on walls. For open walls, we follow Ginzburg et al. (2)52 antibounceback to prescribe the

pressure and density of the fluid at the boundary.
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Integrating the Cahn-Hilliard equation

The Cahn-Hilliard equation (3) belongs to a family of convection-diffusion equation and can

be solved by the lattice-Boltzmann formalism as well. We follow the scheme developed by

Swift et al.32,54 using another distribution function, gq, which is solved by a new lattice-

Boltzmann equation, (18) and (19). We now refer to mgi and ωgi as the moments and

collision parameters that correspond to the distribution gq.

The zeroth moment of the distribution gives value to the phase field,

φ := mg0 =

Q−1∑
q=0

gq. (29)

The equilibrium distribution, ge
q, is constructed such that the phase field is advected by the

flow field u and diffused by the chemical potential, µ, as defined in Eq. (9),

ge
q(φ,u, µ) = φδq0 + 2wqMµ/c2

s

+ φwq

[
u · cq
c2
s

+
1

2

(
u · cq
c2
s

)2

− |u|
2

2c2
s

]
, (30)

where δqr is the Kronecker symbol (if r = q, returns 1 and 0 otherwise). Performing a

Chapman-Enskog analysis, it can be shown that by setting the collision parameters to ωgi = 1

we recover the Cahn-Hilliard equation.

To calculate the chemical potential and pressure tensor, the gradient and Laplacian

operators of the phase field are required. We use the finite differences stencil defined by

Pooley et al. (2008)56 to increase the accuracy and stability of the numerical method.

The boundary conditions specified for the gq distribution function are similar to fq: we

use an interpolated bounceback to specify impenetrability and no-slip boundary conditions,

and antibounceback to specify the phase field and chemical potential at the boundaries.
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Calculating the Electric Field

Among the equations that govern the dynamics of the system, Gauss’s law (12) is indepen-

dent of time. As opposed to the complete set of Maxwell’s equations, we are not interested

in the dynamics of the electromagnetic fields, since the velocities expected from capillary

phenomena are several orders of magnitude smaller than the speed of light.57 Therefore, we

assume that the potential relaxes instantaneously. For that reason, our strategy is to use a

relaxation method at every time step to find the electric field, and this will be provided within

the framework of the lattice-Boltzmann method. We use a third distribution function, hq,

and lattice-Boltzmann equation iteratively, and corresponding mhi and ωhi for the moments

and collision parameters, respectively. Then, based on Eqs. (18) and (19), we replace the

time variable with an iteration counter, t′, to have,

hq(x+ cq, t
′ + 1) = h?q(x, t

′), (31)

and from which, we proceed to define the post-collision distribution, h?q.

We define the zeroth moment of the distribution function by a mock variable, Ṽ , which

converges to the electric potential, i.e., limt′→∞ Ṽ (x, t′) = V (x), then,

Ṽ (x, t′) := mh0 =

Q−1∑
q=0

hq(x, t
′). (32)

The equilibrium distribution is built from me
h0 := Ṽ , and me

hi := 0 for i > 0, which results

in the expression,

he
q := wqṼ . (33)

The electric permittivity plays the role of the diffusion constant in Gauss’s law. Therefore,
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we can prescribe the value of the electric permittivity through the collision parameters,

ωhi =


1 if i 6= 1

2
1+2ε

if i = 1

. (34)

In this way, the equation of motion for Ṽ is derived from the zeroth moment of the collision

operator, −ωh0(mh0 −me
h0) ≡ 0 (see Supporting Information I),

c2
s∇ · (ε∇Ṽ )− ∂t′Ṽ +

1

2
∂2
t′Ṽ = 0, (35)

where t′ is now reinterpreted as a continuous variable. From the evolution of the first moment

of the collision operator (see Supporting Information I) we define,

Ẽ :=
2(mh1 −me

h1)

cs(ε+ 1)
= −∇Ṽ + 2(1 + 2ε)∇∂t′Ṽ (36)

which, similarly, converges to the electric field as the term ∂t′Ṽ vanishes, i.e., limt′→∞ Ẽ = E.

This implies that, once hq has relaxed to the steady state, it is no longer necessary to compute

the electric field via a finite differences scheme.

In summary, in the limit t′ →∞, the moments of the distribution function converge to,

V =

Q−1∑
q=0

hq, and E =
2c−2
s

ε+ 1

Q−1∑
q=0

cqhq. (37)

Therefore, post-collision distribution in Eq. (31) reduces to,

h?q(ε, V,E) := wq

[
V +

1

2
(ε− 1) cq ·E

]
, (38)

which can be substituted into Eq. (31) simplifying the collision and streaming steps. We

emphasise that both the electric potential, V , and electric field, E, are being calculated by

the algorithm, therefore, exempting the need to calculate explicitly the electric field from
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the gradient of the potential with yet another method. This is particularly convenient since

it ensures consistency concerning the boundary conditions.

The boundary conditions are specified in the spirit of the LBM formalism.52 During

the streaming step, the particle populations are gathered from the neighbouring nodes, this

implies that for nodes near a boundary some populations of particles representing with

velocity in opposite direction to the boundary are absent. The boundary conditions are

prescribed by reconstructing the missing particle populations. To be precise, let us define

xnb as a near-boundary lattice node such that a displacement αqcq, 0 < αq ≤ 1, reaches a

point on the boundary, i.e., xnb+αqcq ∈ ∂Ω. Then, let us define q̄ as the index with direction

opposite to the boundary, i.e., cq̄+cq = 0. By employing a linear interpolated antibounceback

scheme, we are able to prescribe Dirichlet boundary conditions for the electric potential

(Eq. (16)), Vb,

hq̄(xnb, t
′ + 1) =wqVb +

(
1

2
− αq

)
h?q(xnb, t

′)

+ (αq − 1)h?q(xnb − cq, t′) +
1

2
h?q̄(xnb, t

′), (39)

and utilising a linear interpolated bounceback53 prescribes Neumann boundary conditions,

in the absence of boundary charges (Eq. (17)), this becomes

hq̄(xnb, t
′ + 1) =

αq
1 + αq

(
h?q(xnb, t

′) + h?q̄(xnb, t
′)
)

+
1− αq
1 + αq

h?q(xnb − cq, t′). (40)

Higher-order approximations and other boundary conditions are available in the lattice-

Boltzmann formalism.29
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Results and discussion

Assessment of the numerical method

First, we assess the validity of the numerical method. To do this, we perform two basic tests

against exact solutions to Gauss’s equation of two configurations. For both systems, we can

calculate the relative error of the numerical method against the analytic solution using the

standard deviation formula,

Err(t′) :=

[
1

|Ω|

Ω∑
x

(
Ṽ (x, t′)− V (x)

)2
]1/2

. (41)

As a relaxation method, the error decreases exponentially with the number of iterations,

which can be verified from Eq. (35) (see Supporting Information II for details). We esti-

mate the worst-case scenario for the number of iterations that characterise the exponential

relaxation by

τV (ε) =

[(
1 + 2ε

c2
sπ

2

L2

)1/2

− 1

]−1

, (42)

where L = max{Lx, Ly, Lz}, is the greatest of the sides of the simulation domain.

In the first test, the configuration consists of an array of interdigitated electrodes in free

space of periodicity λ and vanishing thickness. The simulation consists of a D2Q9 lattice-

Boltzmann. The domain of the simulation consists of a simulation rectangle of sides Lx, and

Ly = Lx + 1 with periodic boundary conditions at x = 0 and x = λ = Lx and Dirichlet

boundary conditions at y = ±bLy/2c, where the boundary value is given by evaluating the

analytical solution (see Supporting Information III for the expression). The electric potential

at the electrodes is prescribed by overriding the value of Ṽ at the location of the electrodes
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and using Eq. (32) elsewhere, that is,

Ṽ (x) =



1
2
Vb sgn[sin(2πx/Lx)]

if z = 0 and | cos(πs/2)| > | sin(2πx/λ)|∑Q−1
q=0 hq otherwise

(43)

for all t′, where s is the fraction of area covered by the electrodes, that is, the electrode width-

to-periodicity ratio. Eq. (43) prescribes a constant value in the electric potential implying

these are the conductors, whereas everywhere else is subject to Laplace’s equation.33

In Fig. 1a we present the resulting electric potential obtained by the lattice-Boltzmann

algorithm. Fig. 1b shows a comparison of the numerical method against the exact solution for

varying s showing good agreement. Then, we quantify the error of the numerical algorithm

and show that it decreases exponentially with the number of iterations (see Fig. 1c). It

can be observed that the error decreases exponentially at a steady pace, but eventually

reaches a stagnation state where, for a given value of Lx, the algorithm cannot improve the

accuracy. This can be attributed to the resolution of the numerical algorithm since it assigns

a lattice site for the thickness of the electrodes in contrast to the exact solution which is

zero. Therefore, by increasing the domain size, the thickness of the electrodes relative to the

simulation size is reduced, and consequently, the error (see Fig. 1d).

The second test consists of a two-dielectric, parallel plate capacitor. On one end of the

simulation domain (x = 0) the electric potential is set to V = −Vb/2, while on the opposite

end (x = Lx−1) it is set to V = Vb/2, thus making a potential difference of Vb. The domain

is filled with two different dielectric permittivities, ε1 and ε2 filling the first and second half

of the domain, respectively (see Fig. 2a). The exact solution for the electric potential of this
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system is given by,

V (x) =
Vb

2(ε1 + ε2)Lx


4ε2x− (ε2 + ε1)Lx if 0 ≤ x < Lx

2

4ε1x+ (ε2 − 3ε1)Lx if Lx

2
< x ≤ Lx

. (44)

The results of the relative error and convergence rate are reported in Fig. 2b and c as a

function of the permittivity ratio between the two dielectrics. These are a set of simulations

running for a total of t′ ≤ 10τV (
√
ε1ε2) iterations, where τV ≈ 2 × 104 is given in Eq. (42)

evaluated at the geometrical mean of the two dielectric permittivities and simulation size

Lx = 256. As can be observed from the figure, the error is kept at low values for permittivity

ratios of 100 to 2 × 102 offering good convergence. The transient number of iterations is

calculated by a simple linear regression on log Err(t′) over the of iterations, t′. The inverse

of the slope is plotted in Fig. 2(b). It can be observed the rise of the transient as the

permittivity ratio increases, which according to Eq. (42), it is expected as ε2 is decreased.

After reaching a peak around ε1/ε2 ∼ 2 × 102, the numerical method cannot improve the

accuracy. However, this lies beyond the requirements of many real substances, e.g., the

relative permittivity of water58 at 0 °C is ε = 87.91± 0.2 and, in the experiments by Brown

et al. (2015),59 the permittivity ratio is lower than 70.

Wrinkling of a liquid-air interface

We now validate the numerical method by comparing it to the experimental results of Brown

et al. (2009)7 for L-DEP in a two-phase system without a contact line. In that work, the

system consisted of a thin liquid film in air covering a periodic array of electrodes (Fig. 1) and

acted as a voltage programmable liquid optical interface. The film has a greater permittivity

than the fluid above it, and the electrodes are set to a voltage difference Vb. In consequence,

the liquid-air interface wrinkles balancing the electric and capillary forces.17,60 For this, we

carried out the D2Q9 lattice-Boltzmann simulations as described before, but now including
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the coupled dynamics of the dielectric fluids. We set Lx = 1536 and Ly = 257. The

multiphase fluid is placed at z ≥ 1, with one phase of thickness h0 and electric permittivity

ε1 underneath another dielectric fluid of permittivity ε2. This is done by setting the phase

field

φ(x, t = 0) = tanh

[
h0 + 1− z√

2`

]
(45)

and using Eq. (7). The fluid mixture is initialised at rest (u(x, t = 0) = 0), specified by the

physical properties provided in Table 1 and is allowed to relax to mechanical equilibrium for

a time t = 3× 106 in simulation units.

Fig. 3 shows the simulation results and a comparison against the experiments by Brown

et al. (2009).7 The electric forces focus on the interface pushing it upwards. The magnitude

of the force varies along the interface causing a distortion (see Fig. 3a, parameters chosen

for clarity). Then, in Fig. 3b, it can be observed that the amplitude of the distortion of the

interface increases with the electric potential. The profile of the liquid-air interface shows

good agreement with the experimental observations. By expressing the interface profile,

h(x), in a Fourier cosine series,43

h(x) =
∞∑
n=0

βn cos(2πnx/λ), (46)

we are able to compare in more detail the first coefficients of the series of the simulations

against the experimental observations (see Fig. 3c) and remark the good agreement between

the two.

Table 1: Simulation parameters (arbitrary units).

Parameter Value Parameter Value
Surface tension, γ 5× 10−3 Interface thickness, ` 1.6
Density, ρ 1 Viscosity, η 8.3× 10−3

Mobility, M 2.4 Electrode width, s 1/2
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Dielectrowetting of a droplet

We now validate the numerical method against a system with a dielectric liquid droplet

immersed in a surrounding fluid (liquid or gas) on a solid surface, therefore having a three-

phase contact line. As McHale et al. (2011)12 described, the wetting of a surface is induced

by the fringe field localised to the solid-fluid interface due to an array of interdigitated

electrodes (see Fig. 4a, b). A conventional way of measuring the spreading of a droplet is by

the contact angle. In the absence of electrostatic fields, the balance of forces gives the well

known Young-Dupré relation61 (see Fig. 4c),

γ cos θe = γsm − γsd, (47)

where θe is the equilibrium contact angle, and γsm and γsd are the surface tensions of the

solid surface in contact with the surrounding medium and the droplet, respectively. When

an electric field is present, the work done per unit area as the droplet replaces the medium

that surrounds it is

∆w =
∆εV 2

b

2δ
, (48)

where ∆ε = εd − εm, is the electric permittivity difference, Vb is the voltage difference, and

δ is called the penetration depth.60 Including the contribution of the electrostatic energy to

the Young-Dupré relation gives,

cos θ(Vb) = cos θe +
∆εV 2

b

2γδ
, (49)

which is known as the dielectrowetting equation.12

We carried out three-dimensional simulations of a cylindrical droplet representing a slice

of a dielectrowetting droplet over one period of the electrode array. As before, we specify

periodic boundary conditions on x = 0 and x = Lx = λ = 32 and close boundaries for

every other direction to ensure the conservation of each of the fluid phases. The droplet
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can spread along the y direction, which is longitudinal to the electrodes, with an overall

length, Ly = 300. The solid surface is located at z = 1/2, where we employ Eq. (8) to

prescribe the equilibrium contact angle. The electric potential is prescribed using Eq. (23)

of the Supporting Information III where the potential difference between the electrodes is Vb.

Although this is slightly different from the experiments, due to computational limitations of

a finite domain, this gives a more accurate boundary condition.

As we are interested in the static states of dielectrowetting, we produce quasistatic sim-

ulations for the spreading of the droplet by slowly increasing Vb and allowing a time τM for

mechanical relaxation. The increase in Vb is done to reach a final voltage Vf in 100 equal size

steps, where Vf is such that ∆εV 2
f /2γλ = 1.5. The time for mechanical relaxation during

each step is τM = 6000 in simulation units.

We begin by comparing the simulations against the dielectrowetting equation, Eq. (49). In

its form, the penetration depth, δ, is the mean distance from the electrodes where the electric

field is concentrated. This distance is estimated to scale with the size of the wavelength of

the electrodes, λ, thus we assume

δ =
λ

Φ
. (50)

Here, the Φ is a function (Φ = Φ(s, εd, εm, ...)) that takes into account the factors that distort

the electric field as it invades the dielectric, for example, the electrode width, s, the electric

permittivities of the media, etc. Then, the dielectrowetting equation becomes

cos θ(Vb) = cos θe + Φ
∆εV 2

b

2γλ
, (51)

where Vb is the potential difference at the electrodes. Except for Φ, all the factors in the last

term of Eq. (51) are known a priori, in this form of the equation, we can quantify Φ, and

therefore, the penetration depth.

From the simulations, we observe that during the spreading of the droplet, the central

part of the droplet is mostly circular. Therefore, in the same fashion of experiments (for
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droplets of size significantly less than the capillary length61), we define the apparent contact

angle by extrapolating the circular arc until it intersects the solid surface (see Fig. 5a).

However, it can be observed that the shape of the droplet departs from a circular arc by

bending more abruptly in the vicinity of the contact lines. We measure the deviation of the

circular arc and the position of the true contact line by ∆l.

Fig. 5b shows the simulation results together with the experimental results by McHale

et al. (2011)12 of the change in the apparent contact angle as a function of the potential

difference with good agreement between the two. It can also be observed the linear increase

in cos θ with respect to V 2
b at low values and a smooth change to a constant behaviour

at high values. This is also correlated with the growth of ∆l. In the plot, ∆l is scaled

with respect to λ, since the bending of the interface occurs over a distance δ ∝ λ from the

plane of the electrodes. It can be seen that, although the deviation is smaller than λ, for

∆εV 2
b /2γλ ≤ 0.7, but diverges at higher values and the droplet flattens into a liquid film

of finite thickness. Due to conservation of volume, this is an incomplete spreading at an

apparently zero contact angle. Whilst this seems paradoxical, it can be observed that in a

closer look at the contact line, the interface approaches the solid surface at an angle closer to

θe consistent with previous observations.8,15,62 In conclusion, the circular arc misrepresents

the shape of the droplet at a high potential difference.

The distribution of the dielectrophoretic force is displayed in Fig. 5c, being most intense

near the solid surface and vanishingly small away from the solid surface, where the electric

field dies out. Moreover, the profile of the force also reveals that the dielectric force is most

intense at the edges and gaps between the electrodes but weak at their centres. Since the

force is not evenly distributed along the interface, the result is a subtle wrinkling of the

contact line as observed in the experiments59 (see Fig. 5d).

We emphasise that the asymptotic approach to a zero contact angle is not the saturation

effect observed in Electrowetting,14 but caused by the dielectrophoretic force that repels the

top section of the droplet, thus restricting the spreading.
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Next, we vary the equilibrium contact angle, θe. To optimise the simulations to accom-

modate the droplet such that the initial and final states do not reach the boundaries of the

simulation domain, we change Lz according to θe. This is done such that the free height of

the droplet is h0 = 3Lz/4 and Lz = b54(1− cos θe)/
√
θe − cos θe sin θec.

In Fig. 6a, a very consistent progression with respect to the predicted apparent contact

angle, θ, can be observed. This occurs at low voltages, where the circular cap fit gives a good

representation of the shape of the droplet. At high Vb, the deviation is increasingly large,

emphasising the discrepancy between the circular cap and the shape of the droplet. We can

observe the collapse into a master curve (see inset of Fig. 6). Therefore, to a good level of

accuracy, this implies the existence of a universal curve for the apparent contact angle, to

which, the equilibrium contact angle belongs.

Fig. 6b shows the change in the microscopic contact angle, θm, as a function of the

potential difference. In the diffuse interface approximation, the shape of the interface in the

vicinity of the contact line is blurry, therefore, we measure θm by extrapolating the contour

surface φ = 0, then calculating the unit-normal vector of the interface, n̂, at the surface. θm

is calculated after averaging, for a wavelength λ,39 the normal angle of the fluid-fluid and

the solid-fluid interfaces. As it can be observed the microscopic contact angle deviates by a

small quantity with respect to the prescribed contact angle, i.e., θm ≈ θe. This behaviour

is expected since the microscopic contact angle is determined over a region of the order

of the interface width, `, from the solid surface. Compared to the capillary energy, the

electrostatic energy has a much lower density since it scales inversely proportional to the

penetration depth, δ. Therefore, in more realistic scenarios where `/δ ∼ 10−6, the effect of

the electric field on the microscopic contact angle will be negligible. In conclusion, it would

be valid to assume, in a sharp interface formulation, that the microscopic contact angle under

dielectrowetting does not change.

We now consider the case where a dielectric liquid droplet is immersed in a second

dielectric liquid rather than simply air. This allows us to investigate the effect of varying the
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electric permittivity of the droplet with respect to the surrounding medium. We compare the

simulation results with the experiments by Brown et al. (2015).59 This set of experiments

relate the height-to-length ratio of the droplet, h/l, with respect to Vb,59

h

l
(Vb) =

h0

l0
− Φ

∆ε(Vb − C)2

4γλ
, (52)

where h0 and l0 are the height and length of the droplet in the absence of electric fields, and

C is an offset on the abscissa that will be used as a fitting parameter.

We divide the experiments into two subsets depending on the surrounding medium: air

(Fig. 7a), and another dielectric liquid of lower permittivity than the droplet (Fig. 7b). In

both cases, it can be observed the linear dependence at low values of V 2
b and tailing off at high

values which is in good agreement with the experiments. As opposed to droplets embedded

in air where C = 0, when the droplet is surrounded by another liquid, the spreading presents

contact line pinning. In this set of experiments, it can be observed that the spreading of

the droplet begins at a non-zero voltage. Then, for a fair comparison to the simulations, we

allow C 6= 0 and find its value via curve fitting. A good agreement with the experiments on

the spreading can be observed in Fig. 7b.

In Fig. 7c we reproduce the simulations, however keeping the contact angle constant to

isolate the effect of a varying electric permittivity. It can be observed that the slope, indicated

by the function Φ in Eq. (50), has a weak dependence on the permittivity ratio εr := εd/εm

(see inset of Fig. 7c). According to Brown et al. (2015),59 we expect this behaviour since

the dielectrophoretic forces are stronger, not only by the difference in electric permittivity,

∆ε, but also by an increase in the permittivity ratio which amplifies the discontinuity of the

electric field as the droplet becomes thinner. An increase in Φ translates in the reduction of

the penetration depth by virtue of Eq. (50). This implies that the dielectric force is localised

in a smaller vicinity of the contact line and, as expressed by Eq. (49), gives an additional

contribution to the spreading of the droplet.
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Conclusions

We have presented a new method capable of simulating multiphase dielectric fluids coupled

with electric fields. This new method is based on the lattice-Boltzmann algorithm to solve

the electrostatic equations together with the hydrodynamic equations, thus eliminating the

need for alternative methods to tackle the electrostatic part separately. The method is

based on the diffuse interface formalism, which models the dynamics of the capillary system

also eliminating the need of tracking the fluid-fluid interface. While the present method

focuses on dielectrics, it can be complemented by the one proposed by Ruiz-Gutierrez and

Ledesma-Aguilar (2019)33 to include conducting media as well.

We have analysed the numerical method in terms of its accuracy and convergence for a

wide range of electric permittivities which include most real liquids. We first validate these

findings by comparing the numerical method against exact solutions of simple systems. Then

we validate the method against representative experiments of liquid dielectrophoresis (L-

DEP) with good agreement. These are the wrinkling of the liquid-air interface of a dielectric

liquid film, and the spreading of a droplet in air or a second liquid by dielectrowetting. We

have shown that a balance of the dielectrophoretic and the capillary forces are responsible for

the shape of the interface, therefore, a good match in the shape of the fluids is a testament to

the accuracy of the method as shown in the wrinkling of the interface of a dielectric film. We

also validate the numerical method against dielectrowetting where we measure the spreading

of a liquid by its contact angle and, equivalently, its height. With the capability of simulating

dielectrowetting setups, further exploration of the dynamics of liquid fronts during spreading,

and electrode design, for example, are now available. Beyond the experimental observations

on dielectrowetting, we analysed the forces that produce the spreading of the droplet. We

showed that these are stronger at the edges and gaps of the electrodes where the electric

field is most intense and weaker at the centre of the electrodes. By analysing the shape of

the droplet we investigate the effect of the electric field on the microscopic contact angle

and showed that, up to numerical limitations, it remains invariant upon the presence of an
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electric field. At high potential differences, the droplet gradually becomes a film. Therefore,

the apparent contact angle, calculated by fitting a circular arc to the fluid-fluid interface,

fails to measure the spreading of the droplet. Finally, under a close examination, by varying

the permittivity contrast between the droplet and the surrounding medium, we observed that

the penetration depth decreases with respect to the permittivity ratio, thus, contributing to

the spreading of the droplet.

This numerical method is not restricted to dielectrowetting, and it opens the possibility

of modelling and analysing electrocapillary systems that are still challenging to tackle. The

algorithm proposed in this work to solve Gauss’s law benefits from the framework of the

lattice-Boltzmann method. These include optimisation for parallel execution and ease for

implementing the boundary conditions where the voltage or the charges are prescribed at

off-lattice sites. Although we have restricted this study to perfect dielectrics, more realistic

media, e.g., leaky dielectrics or materials that present dielectric breakdown, can be included

in the algorithm employing a source term in Eq. (38). In this way, the broad phenomena

of electrocapillarity can be modelled efficiently within a single framework, this includes, for

instance, falling films enhanced by electric fields and electrospinning techniques.
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Figure 1: Electric potential of a periodic array of electrodes. (a) Equipotential lines at any
xz plane obtained by the lattice-Boltzmann algorithm for an electrode configuration of equal
electrode width to wavelength ratio (s = 1/2) and diagram of the system at the inset of the
plot. (b) Comparison between the simulations against the exact solution for the profile of the
electric potential at z = 0, y = const. and varying s. (c) Relative error after 2τV iterations
for varying system size Lx. For reference, a dashed line of the slope −1 is shown under the
set of points.

35



Figure 2: Profile of the electric potential of a two-dielectric capacitor. (a) Comparison
between simulations (open symbols) and exact solution (solid lines) for a parallel plate
capacitor of separation Lx = 256 in which the first half is filled by a dielectric of permittivity
ε1 and the second half by a dielectric of permittivity ε2 held at a potential difference Vb. (b)
Relative error of the algorithm against the exact solution at varying permittivity ratio. (c)
Transient number of iterations compared to Eq. (42) evaluated at ε = 1.
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Figure 3: Wrinkling of an interface by an electric field. (a) Simulation snapshot of a dielectric
liquid of thickness h0 = 30 µm subject to an electric field such that ∆εV 2

b /2γλ = 0.6. The
interface (solid blue line) between the stronger dielectric (ε1 = 2.05, light blue area) and
the weaker dielectric (ε2 = 1, white area). The positive and negative electrodes (red and
black lines at z = 0) produce an electrostatic field (shown equipotential thin lines), and the
forces that wrinkle the interface (red arrows). (b) Comparison between the experimental
results from Brown et al., (2009)7 (symbols) and the present simulations (solid curves) of
the profile of film of thickness h0 = 6 µm after the application of an electric field. (c) For
a more quantitative comparison, the profile of the film can be expressed as a Fourier cosine
series. The first even coefficients are plotted against the electric potential where the Fourier
analysis of the experimental values (open symbols) is plotted against the simulations (solid
curves).
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Figure 4: Illustration of the process of dielectrowetting. a) Top view of the array of inter-
digitated electrodes and a sessile droplet at its original (dashed line) and spread (solid line)
states. b) A close up of the contact line region and the electric field (streamlines) produced
by the array of electrodes. c) At Vb = 0, the droplet of permittivity εd and its surrounding
medium of permittivity εm relax forming a contact angle of θe in the balance of the surface
tensions γsm, γsd and γ, of the solid-medium, solid-droplet and droplet-medium interfaces.
In the presence of an electric field that extends over a distance δ into the dielectric media,
the droplet spreads decreasing its contact angle.
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Figure 5: Spreading of a droplet by dielectrowetting. (a) Sequence of images of the quasistatic
states of different voltages. The blue curve (and surface in the 3-D pictures) represents the
interface of the droplet. The electrodes are shown by the red (+) and black (-) surfaces.
The spreading of the droplet can also be characterised by the height-to-length ratio, h/l, to
avoid the discrepancy in the circular fit and the true position of the contact line, ∆l. (b)
Change in the contact angle of a droplet as a function of the voltage for a simulation and the
experiments of McHale et al. (2011)12 and its deviation from the circular arc assumption.
(c) Close up of the near-contact line region where the fluid-fluid interface is decorated by
the magnitude of the dielectrophoretic force in a colour map. The simulation parameters
are given in Tab. 1 and ε1 = 10 and ε2 = 1, for electric permittivities, and θe = 90◦ for
equilibrium contact angle. (d) Distortion of the contact line (solid curves), (xcl, ycl), with
the increase of electric potential. The blue shaded area indicates the stronger dielectric.
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Figure 6: Simulations of the dielectrowetting of a droplet at varying equilibrium contact
angle, θe. (a) The simulation results of the apparent contact angle, θ, as a function of
the potential difference (coloured solid line) are compared against the theoretical prediction
(dashed lines) of Eq. (49). Inset: The same simulation results are plotted as they appear in
Eq. (49), that is, the left-hand side vs. the right-hand side of the equation. (b) Measurement
of the microscopic contact angle, θm, as a function of the electric potential (solid lines) and
the error in the measurement (shaded regions).
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Figure 7: Effects of the electric permittivity in the spreading of a droplet. Comparison of the
experimental results from Ref.59 and the simulations of the height of a pseudo-2D droplet as
a function of the electric potential at the electrodes. The experimental results correspond to
two categories: (a) for a droplet surrounded by air (open symbols) and (b) by another liquid
(filled symbols). The corresponding simulations for each experimental setup correspond
to the dashed and solid lines of equal colour to open and filled symbols, respectively. (c)
Variation of the slope of the cos(θ) in response to the voltage squared for θe = 90◦. The
inset shows the dependence of the slope of these curves against the permittivity ratio. The
abbreviations are PG for propylene glycol, PC for propylene carbonate and TMPGE for
trimethylolpropane triglycidyl ether.
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