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ABSTRACT

Despite the advances in computer technologies, the automatic processing o f form 

documents, especially those that are filled with cursive writing, remains an unresolved 

problem. In many cases, incoming forms must still be entered manually into the document 

management system before the data can be electronically processed.

This work aims to contribute ideas to improve the form data extraction and recognition 

processes to realize a more reliable automatic form processing system. It investigates the 

possibility of using colour to improve the data extraction process and Optical Character 

Recognition (OCR) to retrieve contextual knowledge to improve the Cursive Script 

Recognition (CSR).

An innovative colour reduction technique is proposed that can successfully reduce the 

colour content of form documents based on a direct comparison o f the pixels’ RGB value. 

Using these quantised forms, the use of colour to aid the extraction o f the filled data is then 

investigated. Three experiments are conducted to assess the effectiveness of such a method. 

Experimental results show that an extraction system that utilizes colour information will 

improve the recall rate from 96.5% to 99% and accuracy rate from 97.5% to 99%, with an 

extraction speed that is up to 3 times faster than a black and white extraction system. The 

effectiveness of the new extraction method over a black & white technique is reflected in a 

significant improvement in the CSR rate (up from 49% to 58%) and at the same time as 

reducing the need for the commonly used text repair algorithms.

The novel concept of using OCR to aid CSR by extracting the contextual knowledge has 

also been demonstrated. OCR generated cues are used to reduce the CSR search space by 

limiting the lexicon size for a given field. The experimental results show that using current 

OCR technology, cues can be successfully located 99% of the time resulting in an 

improvement of the CSR rate by an average 12% (from 43% to 55%).

Finally, a further study has been conducted to investigate the feasibility of using the 

developed methods to process a filled form without using the equivalent blank form image. 

The experimental results show that although the extraction rate drops from 94.1% to 82.7% 

when the blank form is not available, most of this decrease is the result o f miss-retrieved OCR 

text rather than the filled-in words. The actual CSR rates reduction only drops by around 

1 .8%.
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Chapter 1 Introduction

1. IN TR O D U C TIO N

A form is a special type of document that is used to capture data and information. 

Once captured, this data must then be extracted and processed in order to fulfill the 

purposes for which the data was required. Traditionally, most of this data has to be 

manually ‘keyed’ into the computer system before it can be processed. This is especially so 

for form documents that are filled-in with cursive handwriting. Unfortunately, this manual 

capturing process is both tedious and prone to errors. The process also requires many staff 

hours and can be very cosdy. According to [1], it costs 7-8 cents to process a single 

payment (one bill and one Cheque) in most utility companies in Canada. In the United 

States, the cost o f manually capturing data from a form has been estimated to be about 

$2.50 per form [2]. Considering the amount of payments or forms that need to be 

processed every year, there is a huge amount of money involved. Another problem 

associated with the manual capture of data from forms is that, even after the data entry 

process, the original forms need to be kept for legal or audit purposes. Without the 

automatic indexing of form images on the basis of their entered data, subsequent 

inspection of these documents can be a labour intensive process. Automatic form 

processing and data capture, with its potential to rationalize the situation, has thus become 

a major research area.

Ideally, an automated form processing system should be able to capture all of the data 

from a form. Unfortunately, this is not the case and most of today’s form-processing 

systems still require the need for human intervention to verify and correct errors produced 

by the system. Proper form design has been shown to be effective in reducing the 

automated data capture errors [3] but in many cases, the re-design of a form is difficult, if 

not impossible. If  the targeted forms have been in existence for some time and thousands
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of forms have been filled out well before the automated processing system has been 

implemented, then the potential for system improvement via form modification is limited. 

Moreover, even if the form can be redesigned, many of today’s automated form-processing 

systems still fail to reliably process hand-filled data forms; especially those filled with 

cursive writing. This is due, principally, to the poor performance of the handwriting 

recogmzer(s). These restrictions thus limit the potential of current form processing 

solutions and point to the need for a better and more reliable system to realize the full 

potential of office automation.

1.1 Overview o f An Automatic Form Processing System

>c Q

Manual Process
c_a>oO

Form Registration

Database

^  CA'Ofl

Data recognition 
-----------------

Form extraction

Form digitization

Automatic Process

Fig. 1-1. A  manual form processing system versus an automatic form processing system

In general, there are 4 main processes in an automatic form processing system. These 

include the digitization process, form registration, form extraction and data recognition 

(fig. 1-1). Unfortunately, each of these processes can produce error and noise effects that,
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when propagated through and multiplied by subsequent processes, can lead to problems or 

even eventual failure within the entire automation system.

1.1.1 Form Digitization

Form digitization is the process of transforming a paper form into an electronic format 

ready for computer processing. The most common device used to digitize a form is a 

scanner. Traditionally, forms are digitized into either gray-scale or black & white images 

for reasons of cost and computational overhead. Although these images require much less 

computer storage space than colour images, the loss of colour information from some 

forms can produce noise effects that could introduce errors into the automated system (fig. 

1-2).

Colour form 
images

Black & White 
form images

Fig. 1-2. Scanning forms in black Sc white can produce noise and cause loss of some of the image details when
compared to scanningforms in colour.

With the development and cost reduction of colour scanners and storage media, 

processing forms in colour has now become feasible. Currently, research into handling 

colour features in document analysis has become the focus for many researchers 

[4,5,6,7,8,9].

1*0 BY 001
hash

SP£ at

MON. TUBS, W» UHUMM f'Rf

BOXL BY COURSE AOViSLR

NAME
co u ife fc  NAME.'
r wATTENDANCE

No  o r —
HOURS PER WEEK 355" l iT '
END <51 SESSION
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1.1.2 Form Registration

A typical filled-in form consists o f the following three components:

1. Preprinted components -  such as logos & machine printed text

2. Structure components — such as lines & boxes

3. Filled-in data -  including machine-type, machine printed and handwritten data 

(cursive words or hand printed characters)

The first two components are regarded as the preprinted entities. Distinguishing these 

entities from the filled-in data is one of the fundamental problems in form processing. 

According to the work in [10,11,12,13], the characteristics of these entities can be classified 

as follows:

■ Forms contain many straight lines oriented mostly in horizontal and vertical 

directions

■ The information that should be acquired from a form is usually the filled-in data

■ Pre-printed texts in form documents often contains a fixed set o f known words, 

which can be recognized with current OCR software

Currently, a manual process is needed to determine the position and purpose of the 

fields on a form. Thus, for each form design that the system is required to process, a 

person must manually create a form description file, describing the geometry of the fields 

on the form and the contextual information associated with each of these fields 

[10,14,15,16]. Form registration is the process of mapping the filled form image to this 

form description file so that the information provided by the description file can be used to 

help extract the filled data. There are two processes involved in form registration - form 

identification and mapping. In a form processing system that is required to handle several 

different kinds of form, a form recognition process is needed so that the correct

4
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description file is invoked to process the form. Many techniques have been proposed that 

can reliably recognize a form based on geometric features such as lines and cells 

[17,18,19,20] as well as pixel level features such as block reduction & comparisons [21]. 

Several robust algorithms [2,22,23] have also been proposed to map the pre-printed entities 

from the template to the filled form using affine invariants [24], geometric hashing [25] and 

statistical analysis.

The major draw back in using a template to extract the data is that the description file 

must be re-created whenever there are changes made in the form design and different 

description files must be created for different forms. Interactive tools that provide a 

graphical interface for manually marking-up and creating these description files [26,27] do 

facilitate this process but do not solve this problem completely.

Another potential problem with this process is that when there are many form types 

that the system needs to process, form identification accuracy will be reduced and the 

wrong template could be invoked to extract the data. Although current form identification 

or recognition techniques can achieve accuracies greater than 96%, the recognition rate 

generally reduces as the number of form types increases. Thus, a more robust form 

recognition method might need to be developed as the total number of form types 

increases.

5
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1.1.3 Form Extraction

Form extraction (or form dropout) is the process of extracting the filled data from a 

form. This process involves the removal of pre-printed entities (lines, boxes, logos and 

machine printed text) so that only the filled data is presented to the recognizer(s). 

Generally, there are two methods for extracting the filled-in data from a form - an image 

threshold method and a subtraction technique [28]. If the thresholding technique is 

considered, several colour dependent strategies must be adopted. Whilst this technique is 

simple to use and implement, it requires a careful design o f the forms and thus limits its 

usage to applications where form re-design is allowed.

The subtraction technique on the other hand, is strongly dependent on the effects of 

noise, offset and skew between the template and the filled forms. It requires complicated 

and time consuming analysis to overcome problems such as capturing filled data that is 

outside die pre-defined boundaries and minimizing the distortion to an image which results 

from removing pre-printed lines that intersect the data. Fig. 1-3 shows a typical flowchart 

for a form extraction system that employs a subtraction technique.

Pre-printed entities 
removed

by subtraction
Form

Identification Text repairing

Filled-in form 
image

Form templates 
(created in form 

registration process)

Extracted 
Filled-in data

Fig 1 -3. A. typicalform extraction system flowchart based on the subtraction methodology.

6
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\
Pre-defined fill-in area

Fig. 1 -4. Page skew will cause an entity mismatch with the corresponding entities in the template, reducing the
extraction efftcieny and accuraty.

Fig. 1-4 shows how page offset and skew, induced by the digitization process, can 

cause errors in the registration process and consequently reduce the form extraction 

efficiency and accuracy.

The following is a list of problems that could be found in a subtraction process:

■ Broken text due to line removal process

■ Distorted text due to imperfect text restoring algorithms

* Incomplete entities removal

■ Correlation position errors between the blank (template) and the filled form

1.1.4 Data Recognition

In any automatic form processing system, data recognition is the most important 

process. After all, it is the filled-in data that an automated form processing system is trying 

to capture. The more data a system can ‘read’ correctly, the less human dependent the 

machine will be. Many recognition technologies had been developed over the past 40 years 

to help automate this data capturing process. These range from Barcode and Optical Mark 

Recognition (OMR) readers to Optical Character Recognition (OCR), Intelligent Character 

Recognition (ICR) and Cursive Script Recognition (CSR) systems. In terms of speed, 

accuracy and cost, barcode technology is well proven and is far superior to keyboard entry.

7
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However, barcodes can only be pre-printed onto a form and, therefore, can only be used to 

help improve processes such as form identification and recognition. OMR technology, on 

the other hand, is widely used for data entry in multiple-choice applications. The key 

function of OMR is to detect and identify an entry in a particular location on a form and 

interpret the information according to a pre-defined set of rules and values. Major 

applications o f OMR are the National Lottery, multiple choice exam paper marking, market 

research and mail order catalogues reading. However, form design is critical for OMR 

applications. Under controlled environments where the respondent has only a few options 

to choose from, OMR is the best choice for data entry and recognition.

OCR is a character-based recognition technique that is capable of recognizing machine 

printed fonts and alphanumeric handprint. This recognition is based on a matrix or 

template matching technique where each character is compared to a set o f prototype 

characters in the database. The recognition rate varies, but for a well laid out document 

(such as a pure text letter or article), scanned at 300dpi resolution, a recognition rate of 

99% can generally be achieved.

ICR is now the most commonly used technology to read handprint characters within 

an automatic form processing system. It normally incorporates neural network methods to 

cope with the high variation in human writing styles. However, as style varies dramatically 

from person to person, ICR can only classify the characters to within a given confidence 

level. In addition, ICR suffers from the same problems as OCR in that the recognition 

rate drops dramatically when hand-printed characters ate touching or when low quality 

texts are to be recognized. The recognition rate for ICR is also much lower than OCR as 

human writing styles have a much greater variation in character formation than machine
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printed text where the character shape and spacing is relatively predictable and consistent. 

Table 1-1 gives a summary of the error rates for each of the key recognition technologies as 

reported by the industry in [29].

Recognition
technique

Typical Error Rate 
(based on raw techniques 

without validations)
Comments

Barcode 0.05-0.5% Depend upon code used

OCR (single font) 0.05-0.5% Assume standard fonts and 
good printed quality

OCR (Omni-font) 2-5% The more font there are, the 
greater the error rate

ICR (Constrained)
- Numeric
- Alpha
- Alpha numeric

10% (5%) 
15% (8%) 

20% (10%)

Brackets show the error rates 
after validation and edit checks 

process

Manual Key Input 0.5-2% Involved verification such as 
manual re-key again

Table 1-1. A  summary of the typical error rates for each of the capture methods as reported in the industry in [29].

Cursive Script Recognition (CSR) is, by far, one of the most challenging research areas 

in recognition technology. Again, this is due to the vast variability in human handwriting, 

both between different writers (inter-writers) and within the same writer (intra-writer). 

Although much research has been done in order to address the problems of reliable cursive 

handwriting recognition, results are far from satisfactory (see chapter 2). Fig. 1-5 (overleaf) 

shows an example where all these key recognition methods are applied to a filled form in 

an automatic form processing system.
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ICR

OMR

Signature
Identification

Barcode
Reader

Skew Detection 
Mark

EMPLOYEE TIME CARO

IW tT  MAMC
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U t k  O v l f  -(*r a  Cr Ofp*. On Pridoq

OCR

ICR

CSR

Fig. 1-5. A  sample form that requires several key recognition technologies in order to automate the data capture
process.

As stated earlier, one of the fundamental problems in handwriting recognition is the 

variability of handwriting. The characteristics of handwriting such as slant, height of 

ascenders, letter connectivity, word length etc. differ from person to person. Clearly, 

coping with such diversity is a challenge for most of today’s recognizers. According to 

Tappert [30], handwriting can be characterized into 5 basic categories:

■ Box discrete characters

■ Space discrete characters

■ Run-on discretely written characters

■ Pure cursive script writing

■ Mixed cursive script writing

10
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Fig. 1-6 shows an example of each type of handwriting that could be found in a form 

document.

B|o [x [e1x>1 foil is]c]ft|E|T-|S[ rciHlAjg

S p a c e d  D i s c r e t e  C h a r a c t e r s  

Run-on discnertejy ofrrHtn characters 

i  CUAMArO 4C rujifc 

MixjuL Curt.su*, 'T> iuAjrfjL

Fig. 1-6. Types of handwriting as defined by [22].

The difficulty of the problem can be described in terms of the character segmentation 

required. Generally, the more the characters are touching with each other, the lower the 

recognition rate will be. Most of today’s ICR engines can recognize a boxed or spaced 

discrete character with an acceptably high accuracy rate. However, ICR will normally fail 

to produce good recognition results with run-on discretely written characters and cannot 

handle cursive script at all. The poor CSR performance on the cursive and mixed cursive 

discrete characters serves only to deepen this problem. To help over come this, most of 

today’s forms contain boxes or lines to guide the writer into using boxed discrete 

characters. Unfortunately, as proven in [3], even with all these guidelines in place, writer 

idiosyncratic responses on forms continues to be one of the major sources o f error in an 

automated form processing system

Besides variability, recognizers are also required to cope with ambiguity. Some pairs of 

characters, such as 1 Sc I, 0 Sc O, 5 & S, Z Sc 2, G Sc 6 are very difficult to disambiguate.

11
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Many upper and lower case characters, such as C & c, K  & k, P & p etc. can be identical 

when written by a human. In cursive words, some character-pairs are also confusing, in 

particular 'cl’ and 'd’, ‘m’ and ‘nn’ and ‘uu’ and ‘w’. Another problem in handwriting 

recognition is the illegibility of poorly written handwriting. Sometimes, words are distorted 

to a point where they are illegible. Humans then make use o f contextual information [31] 

and, in extreme cases, often resort to guessing when reading such distorted words.

Many techniques have been developed in the past to help improve the handwriting 

recognition rate. One commonly used technique in form processing applications is to 

manually define and link the filled-in data to the contextual information related to that 

field. In this way, different lexicons can be used to recognize the data. This information 

can also be used to choose different recognizers to perform the recognition task so that 

better recognition rates can be achieved. However, this technique is limited in its 

application to a specific form and is as sensitive to skew and page offset as is the form 

extraction process. In addition, every time there are minor changes made to the form 

design, the areas have to be manually re-marked-up and linked to the contextual 

information again. The same is true when a new form is added to the system.

1 2
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1.2 Overview And Contribution O f This Work

This work investigates the problems involved with form extraction and handwriting 

recognition in a colour-based form processing system. The initial stage of the study 

focuses on developing an efficient method for handling colour images so that colour 

information could be utilized for form extraction. As processing a form in a 24-bit full 

colour format requires much higher computational overheads than an equivalent black and 

white system, a novel colour reduction technique is introduced. The speed, recall, accuracy 

rate and extracted data quality improvement of this colour-based form processing system 

has been fully investigated and compared to its black and white equivalent.

The later stage of the research concentrates on studying the feasibility of 

automatically obtaining high-level contextual knowledge from the pre-printed text in a 

form (using a commercial OCR+ engine) to assist the CSR. A novel linking algorithm has 

been proposed to link the cue words to the filled-in words. The method has been tested 

with a developmental CSR engine [32] and the recognition performances are reported.

The final part of the work then attempts to investigate the possibility o f using the 

developed techniques to process a filled form without the use of blank form knowledge. 

The work demonstrates a feasible method for using just an OCR engine and a line 

searching method to extract the filled-in data without using a blank form template. The

+The OCR package chosen for this work is TextBridge Pro from Xerox Imaging System. I t can perform 
recognition task at different resolutions and can handle most images formats (from black & white to colour).

13
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extraction performances has been assessed and compared to the results obtained from a 

form extraction system that utilizes blank form knowledge.

The following publications describe the novel methods that have been devised as a 

result of this work:

[33] Wing Seong Wong, Nasser Sherkat, Tony Allen, “Use o f Colour in Form Layout

Analysis”, IE E E  proc. in International Conference In D ocum ent Analysis and 

Recognition, pp. 942-946, 2001

[34] Wing Seong Wong, Nasser Sherkat, Tony Allen, “Contextual Focus for Improved

Recognition o f  Hand-Filled Forms”, IEEE  proc. in International Conference In 

Document Analysis and Recognition, pp. 748-752, 2001

[35] Wing Seong Wong, Nasser Sherkat, Tony Allen, “Form Extraction by Colour

Information”, 4th IAPR International Workshop on Document Analysis Systems, pp. 

109-120, 2000

14
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1.3 Outline O f The Thesis

This chapter sets the scene for this work by introducing the issues involved in 

automatic form processing. Chapter 2 provides a review of the state of the art in colour 

handling, form processing, form extraction, handwriting recognition and other related 

areas. Chapter 3 looks into the concept of using colour information to aid the extraction 

of handwriting data from colour forms. It explains, in detail, how the colour content o f a 

form can be reduced and how form colour can be used as a tool to aid the form extraction 

process. The effectiveness of the developed method is shown by comparing the extraction 

recall, accuracy and CSR rate to that of a black and white extraction method. Chapter 4 

provides a comprehensive explanation of the methods used to automatically link the 

contextual knowledge contained within a form to the handwriting data in order to improve 

the CSR performance. Quantitative findings of the advantages gained by using such a 

method are presented in the latter part of this chapter. Chapter 5 investigates a possible 

method for the processing of a filled form without using the blank form knowledge. 

Chapter 6 concludes the work and provides suggestions that emanate from the experiences 

gained whilst conducting this research and the findings that this work has produced. These 

suggestions also serve to link this PhD work with other potential projects in the future.
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2. LITERATURE REVIEW

This chapter provides an overview of the methods that have been proposed to address 

the problems involved in an automated form processing system; in particular those 

appropriate to the areas of form extraction and handwriting recognition. In addition, as 

this thesis deals with form extraction utilizing colour information, problems associated with 

colour reduction and colour-handling techniques are also discussed.

The techniques and problems involved in form extraction in an automated form 

processing system are first described in detail in section 2.1. This is followed by the colour 

handling techniques that have been reported in the literature in section 2.2. Section 2.3 

then provides an overview of the principal approaches to Cursive Script Recognition and 

their application together with a summary of results.

16
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2.1 Form Extraction

There are two fundamental approaches for extracting the filled-in data from form 

images — Model based and Model-less. In a model-based approach, the filled-in data is 

extracted by using a reference template created from a blank form image. This template 

can be created either manually, semi-automatically or fully automatically. Fig. 2-1 shows a 

typical model-based form processing system diagram [2]. Note that in a manual template 

creation and recognition system, the form modelling process might not be present. 

However, in each of these cases, a blank form sample must be available. A model-less 

approach, on the other hand, is a form processing system that does not utilize any blank 

form knowledge to extract the filled-in data from the filled form images. Whilst it is much 

more difficult to achieve good results using this approach, the model-less approach gives 

far greater flexibility to the system when dealing with different kinds of form design. This 

is especially important if there are a large number of form types that have been produced at 

different places and times (for example scaling and design variations within the same form 

type). Most of the time, methods that are developed in a model-less system can be applied 

to a blank form to automatically generate the form template for the extraction process in a 

model-based system.

Form
Modelling

Blank
Form

Human

Reconstructed
Form

Filled
Form ICR or CSR 

Recognition

Scanner

Form
Extraction

Form
Recognition

Form Definition 
Tool

Form
ReconstructionDatabase

Fig. 2-1. A  typical model-based form processing system diagram [2].



2.1.1 Form Modelling and Recognition

The form modelling and form recognition processes are sometimes referred to as form 

classification in a form processing system. Most of the time, the techniques developed for 

the form modelling process are the same as those for the form recognition process. This is 

due to the fact that the aim of a form modelling process is to extract the features of a blank 

form to create the template for registration and extraction purposes whilst the form 

recognition process is required to compare the features of a filled form to the template 

database in order to choose the right template for extraction. Obviously, the features that 

were used to create the template and the features that are used to distinguish between 

forms must be the same.

Generally, there are 3 form classification strategies -  semantic (extraction of a region of 

the image that provides discrimination information amongst the form types), pixel-level 

(block reduction and comparison) and geometric (analysis at a higher level o f abstraction 

than the pixel-level but below the semantic level) approaches. The semantic approach is 

normally implemented using OCR or barcode recognition methods. A fixed identification 

string or barcode is used to label and distinguish between forms. In [36] however, attempts 

have been made to use the purposely-added solid black squares and fixed black lines (at 

given locations) in a form to identify the topology of a form and locate the targeted fields. 

Unfortunately, no quantitative data on the field registration accuracy and extraction rate are 

reported. The major problem using this semantic approach is that the position o f this 

semantic information must be consistent and that the printed information (either barcode 

or machine printed identification number) must be of good quality. This limitation has
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thus reduced the usefulness of such an approach in real life applications, where form re

design is sometimes difficult and impractical.

The pixel-level approach on the other hand is normally implemented through a block 

reduction method. The form image dimension is normally reduced by averaging the pixel 

values within each o f the blocks whilst ensuring that enough detail is left to discriminate 

between forms. However, such an approach has proved to be inadequate and difficult to 

optimise [23] for effective classification.

The third approach in form classification is by geometric analysis. There are 2 different 

interpretations of geometric information; one is by geometric structure - which 

corresponds to the physical characteristics of each entity found within a form, the second is 

by logical structure - which describes the inter-relationships between each of the entities in 

a form.

One of the most common structure-based form classification techniques makes use of 

the line features that exist within a form. This is due to the fact that lines are often the 

most prominent and important features within a form. In [2], the locations of long 

horizontal and vertical lines are used to distinguish form images and select the appropriate 

template. The matching process is based on a feature-matching threshold, which is 

proportional to the number of features that exist within a form. A template is chosen 

based on the number of feature matches between the template and the filled form, which 

must be over the threshold setting. A similar approach was also developed in [37] where 

the length, width and position of horizontal and vertical lines is used to facilitate the 

classification process. Both methods are sensitive to physical structure variations in the
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form and are prone to failure if the lines are broken. To counter the broken line problem, 

a more robust line-crossing feature was introduced in [23]. A neural net classification 

engine was employed that uses nine types of line crossing feature to distinguish between 

form images and a success rate o f 98% was achieved. However, this approach requires a 

training stage that is not conveniently implemented in a practical setting. In addition, the 

classification performance is greatly affected by the number of filled-in data words that 

cross the form lines, to create nonessential intersections. In [38], features such as line 

segments, regions and landmarks were used to perform the form classification and 

registration process. The mediod is implemented successfully but unfortunately no 

quantitative results on the field registration accuracy are reported.

Logical structure on the other hand defines the inter-relationship between each form 

entity and thus represents a higher-level feature than a single entity such as a line or 

intersection. Data structures that are commonly used include strings and trees. The use of 

strings for form classification has been proposed in [39,40,18]. In these works, the 

geometric layout of objects such as lines, text and spacing on a form is converted into a 

linear string representation. This approach is claimed to be quicker and more robust than 

any of the other methods and, with optimum setting, can achieve nearly 100% accuracy. 

However, such an approach will not be useful if the geometric layout is liable to change 

with time and if a higher level of layout knowledge is needed. To retrieve higher level 

layout knowledge, a generic top down approach was proposed in [41]. Three binary trees 

are constructed, two of them are for global and local structure and one is for classification. 

Besides lines, some of the pre-printed data is also used. Unfortunately, the detail o f the 

implementation is not given and no experimental results were provided. The hierarchical 

representation o f form documents was then used in [17] to perform data extraction and

2 0



Chapter 2 Literature Review

form retrieval. Promising results had been claimed but again no further details were 

disclosed.

2.1.2 Form Extraction

In a typical form extraction system, the processes involved in extracting the filled-in 

data from a filled form are form registration, pre-printed entity subtraction and data 

restoration.

Form registration is the process of mapping the template created in the form 

classification and definition process to a filled form so that the filled-in data can be located. 

This process is needed due to the skew and page offset that could be induced during the 

scanning process. Many robust methods had been proposed and developed that can 

produce a skew angle estimation accuracy of between H-/-(1-3) degrees. Methods proposed 

include connected component projection profiles [42], Run Length encoding & Hough 

transform [43] and histograms analysis [44]. Skew detection and correction is considered a 

fully resolved area now and many skew detection methods have even been implemented 

within the scanning devices themselves. The methods that are used to determine the 

vertical and horizontal offset between the template and the filled form rely on the same 

features that are used in the classification process. For example, in [23], line-crossing 

features are used to measure the displacement. Within a + /-  25 pixel region of each of the 

template positions, the registration system will try to find a mapping offset value. A 

threshold of 3 pixels value is used to map a vertical or horizontal displacement point to the 

template. Mapped points are then summed and the scores used to determine the best- 

offset value for the form. Alternatively, in [2], a simple line location comparison is used to
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calculate the offset value. In this case, the form is first de-skewed and then the line 

positions found in the blank and filled forms are compared. The difference value obtained 

is then the offset value used for the form.

Once the page offset has been determined, the filled-in data is then extracted using the 

information supplied by the template. This information is normally in the form of pairs of 

corner points indicating the positions o f the filled-in areas or the pre-printed entities. In 

the case of filled-in areas, every pixel enclosed with the boxes formed by the comer points 

will be extracted and a further non-data removal process applied. The non-data removal 

process is needed because, in some cases, pre-printed entities are enclosed within the boxes 

and are, thus, accidentally extracted by the system. If the template information is in the 

form o f pre-printed entity location, a subtraction process is employed. All the pixels 

enclosed in the boxes will be removed and the remaining pixels should be the filled-in data.

In both of these cases, some portions of the filled-in data will be inevitably removed, 

especially when the filled-in data is touching with the lines or pre-printed text. Text 

restoration is a process developed to resolve this degradation issue. In [2], a method is 

proposed to minimize the distortion of the filled-in data during the line removal process by 

using an intersection point analysis. In this process, pixels that touch form lines are 

recorded and when the intersect points are bigger than a given threshold, the line portion at 

the intersect points is retained. In [45], several patching techniques were employed to 

restore all o f the broken characters that result from the line removal process. Arc patching, 

binding arc patching and quadrilateral patching were employed to restore the detected 

intersection points between die lines and the text. The preliminary experimental results 

were promising but several issues were left unresolved, namely: filled-in words touching
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pre-printed text, confusion between filled-in characters and small check box areas and the 

differentiation of filled-in data from the pre-printed text. These problems were addressed 

later by X. Ye et al in [46] where 97.4% of the characters that were touching with pre

printed text were successfully separated using stroke width comparison. Unfortunately, the 

limitation o f this method is that the filled-in stroke width must be different to the pre

printed text. This thus limits its scope to handwritten filled-in data that has a different 

stroke width to the pre-printed text. In [47], Hidden Markov Models approach was 

employed to distinguish the handwritten text from the machine printed text. A 72.2% 

recall rate and a 92.9% accuracy rate were reported. Unfortunately, in this work, there is no 

text separation process employed and thus, the reported results were the overlapping 

identification rate rather than the actual separation rate.
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Application Name
(Approach/template creation method)

Method Achievement

US IRS form processing system 
(Model-Based/Semi-Automatic)

Extraction by line intersections 
features [48]
(Geometric Structure)

Extraction by using ten line 
junctions features [23] 
(Geometric Structure)

Field Registration = 95% 
Form  Recognition = 100% 
(Test set size = 25 forms)

Extraction rate = 99.5% 
Form recognition =  98%

Intelligence Form Processing 
System
(Model-Based/Manual)

Extraction by form mapping 
using line and boxes features 
(Geometric Structure) [2]

Extraction speed = 10 seconds

Generic Form  D ropout System 
(Model-based /  Automatic)

High level morphological 
subtraction [49]
(Logical Approach)

Four Directional Adjacency 
Graphs to locate form fields 
(Logical Approach) [50]

Very robust method for 
extracting data from grey-scale 
images

Preliminary results are claimed 
to be promising but no detailed 
results are given

Generic Form D ropout System 
(Non-Model based)

Extraction by Block Adjacent 
Graph (BAG) method 
[51,52,53]

Connected Component 
Analysis method with dilation 
and erosion for extraction o f 
lines component [54]

Extraction by using types of 
line segments features and 
fuzzy matching for form 
recognition [55]

Form structure detection using 
strip projection [56,57]

Solves m ost lines/text 
overlapping issues

98.5% o f fields detected 
99.1% o f lines detected 
0.7 to 1.6 seconds

Feature Extraction time 
= 1.77s to 6s

Fast and robust, better than 
Hough transform and run 
length based algorithm

Table 2-1. Summary for some of the proposedform extraction systems, theirproposed approaches and reported
performances.

Table 2-1 shows a summary of other proposed systems, detailing their approaches and 

reported performances. From the reported work, it appears that problems related to 

finding vertical and horizontal lines are well addressed and close to being fully resolved.
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The text degradation problems that are caused by the line removal process have also been 

fully investigated by many researchers and some very efficient methods have been 

developed.

Line features are the strongest and most prominent characteristics in form documents, 

thus it is no surprise that most o f the systems proposed are based around these features. 

However, as this feature has been fully explored it can no longer be used to help improve 

the system performance and so other features must be exploited. As demonstrated in [58], 

one of the possible features to be used is colour. In this work, colour has been used 

successfully to extract the signature and seal imprint from cheque images. It is thus 

believed that this concept can be extended to a form-processing environment where it has 

a greater potential for further improvements in the current form processing systems.

2.2 Colour Reduction

Basically, there are two reasons for reducing the colour content in an image — first, to 

save memory consumption and second, to reduce the system complexity and 

computational cost [59]. The first approach is to reduce the colour information in an 

image as much as possible whilst minimizing the visual degradation that could be caused by 

this action [60,61,62,63]. Its main advantages are: smaller images file size for faster 

transmission and lower storage cost for image storage and retrieval systems. The most 

common procedures for such applications involve a transformation of the colour format 

from a RGB colour domain to a human visual model domain [62]. These techniques 

attempt to keep the images as close as possible to human perception even after the colour 

reduction process. The second approach, which is most closely aligned with this work, 

attempts to reduce the complexity o f the document analysis and processing system. Many
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techniques [4,5,6,7,8,64,65] have been proposed that attempt to address the colour issue for 

text extraction from colour documents. Some of these work directly in the RGB colour 

model [4,6,64,65], while others convert the images to a HVS (Human Visual System) 

colour model [5,7,8]. The disadvantages of using a HVS model for such applications are 

the accuracy and efficiency loss during the conversion [66]. In fact, as suggested in [4], a 

better segmentation result can be obtained for colour text document when applying the 

colour reduction method directly onto the RGB space. Fig. 2-2 shows a summarised 

process flow for each of the techniques proposed. It is important to point out that all o f 

the techniques reported so far make very limited use of colour information for document 

analysis. Their main purpose is to reduce the colour content in order to simplify the text 

extraction process.

Convert to 
HVS model 

[5,7,8]

24-bit
colour

document
(RGB
model)

Text output 
(black and 
white image)

Analyse each 
colour 

domains to 
search for 

potential text 
components

Merge text 
components 
from each 

colour 
domains

Luminance grouping [5]
Bit dropping [6]
Histogram analysis [4,7,64] 
Clustering [8,65]

Reduce Colour by:

Fig. 2-2. The process floiv for the techniques that have been proposed to extract text components from colour
documents

The colour reduction process generally consists of two steps. First is the palette design, 

in which the total number of palette colours (i.e. the targeted number of colours that the 

image is intended to be reduced to) is defined. Second is a pixel mapping, in which each 

colour pixel is assigned to one of the colours in the palette.

26



Chapter 2 Literature Review

Bit dropping is the simplest method to use to reduce the number of colours in an 

image. The idea is that only a given number of significant bits are important for the 

representation of a pixel colour. For example, in a 24-bit RGB colour image, each pixel is 

represented by an 8-bit R, G  and B value. If we used only the first two significant bits to 

represent the colour and ignored all the other bits, then the image will effectively be 

reduced to a 6-bit colour image. This method is fast and effective, especially for colour 

images that have just a few very distinct colours. However, the major drawback for such 

method is that the total number of targeted colours that the image can be reduced to 

cannot be less than 64 (2 bits for each R, G and B component) without losing a significant 

amount of information. In addition, the number of colours that it can be reduced to is 

rigid.

Colour histograms are one of the most commonly used techniques to facilitate palette 

design. Palettes are first found by searching for the dominant peaks in the image colour 

histogram and assigning each of these peaks as one of the palette colours. The number of 

peaks defines the total number of colours that the image will reduce to. The main problem 

for this technique is that not all of the colours in an image give a clear peak in the 

histogram. This is especially so for complex colour images, where most of the time, text 

will be separated into several colour domains after this process. A text searching and 

merging process is then needed.

Luminance and chrominance distances have been used in [5] to classify pixel colours 

into one o f 42 pre-defined colours. A basic group of 21 quantized colours is first defined 

using the combination of chrominance (Red, Green, Blue, Yellow, Magenta, Cyan and 

Grey) and luminance values (Dark, Middle and Light). A derived group of another 21
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quantized colours is then defined at run-time. This method suffers from the same problem 

as the histogram method, in that a separate technique is needed to re-merge the text that 

has been separated into different colour domains.

Pixel mapping is the process of merging the nearby pixel colours into one o f the pre

determined palette colours. This process is sometimes referred to as clustering, where a 

cluster is used to represent each of the palette colours and a mapping process is applied to 

merge the pixels colour value to its nearest cluster. A frequently used clustering algorithm 

is the C-means clustering algorithm (CMA) [67], where cluster representatives are iteratively 

updated and labelled. Other clustering algorithms include Fuzzy C-means clustering [68], 

learning vector quantization [69] and Kohonen self-Organizing Maps (SOM) [70], All 

these techniques have been implemented successfully and all have been shown to be 

effective in mapping the pixel colours into the palette colours. Unfortunately, for all of 

these cases, no quantitative results have been given and the evaluation is mainly based on 

the image visual output. Thus, the performance for each o f the methods is very subjective 

and there is no simple way to compare their effectiveness.

2.2.1 Colour Issues in a Form Processing System

Whilst most of the current form-processing solutions deal with images in black and 

white or grey-scale, colour has been widely used in the form design stage to enhance the 

data capturing process. With a careful selection of the colours used in a form, the 

capturing process can be improved. This is due to the fact that a scanner is sensitive to 

certain colours under a given operating light source (fig. 2-3). Thus, when colour is used 

correctly in the form design, certain entities (such as lines & boxes) will be invisible to the 

scanner and, when digitized, will dropout from the form instantly. However, this method
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is restricted to applications where form design is under full control. Furthermore, the form 

colour information is no longer available to the system beyond the digitization stage. This 

therefore limits the potential for using the colour to help the processes in the subsequent 

stages.

White Paper

'eltow

Colour Spectrum

-4 U ltra-V io le t k   V is ib le  L ight w   In fra -R e d — ►
a  a o n  * I

200 300 400 500 600 700 800 900

Wavelength (millimicrons)

Fig. 2-3. Optical scanners work on the relationship between the type of light, paper reflectance and non-read ink 
reflectance. For example, if a scanner's light source is at 500 millimicrons, the scanner will be more sensitive to red

and yellow colour than green and blue [71],

As mentioned earlier, some of the colour reduction techniques concentrate on reducing 

the amount of colour present in a given image whilst attempting to preserve most of the 

visual features that are noticeable to the human eye. Although this is acceptable in cases 

where file size and visual quality are the only concern, such methods are not of much help 

when it comes to automatic character/word recognition. This is due, principally, to the 

fact that a machine vision system ‘reads’ differently when compared to its human 

equivalent. This is a direct consequence of the way in which the optoelectronic sensors 

operate compared to the human eye.
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The main difference in behaviour can be viewed as follows:

1. Sensitivity to colours

2. Sensitivity to brightness levels

In a fully automated form processing system, the transformation of a raw RGB colour 

space to a human visual perception model is thus inappropriate and unnecessary. Current 

quantisation techniques also effectively segment a document into several colour domains, 

causing problems for text recognition systems when they attempt to separately recognize 

the words in a given colour domain. This problem has been explored in [9] where a 

conventional colour reduction method is employed to handle a colour form image. 

Currently this effect is not very pronounced as existing recognition systems do not make 

use of the colour information for text recognition and documents are always converted to 

black and white prior to the recognition process.

However, if a system were to attempt to utilize colour for processing purposes, the 

effect could be disastrous. Take for example a 2-colour document (blue text and white 

background) that has been scanned as a fall colour image. With the conventional colour 

reduction methods, the number of colours that would be used to quantise the document 

could be 3, 4 or even more. This is due to the fact that, the colour o f the text edges can 

often be miss-classified as one of the targeted colours in the image. This can effectively 

segment the text into different colour domains (see fig. 2-4). In a conventional form 

processing system, documents are converted to black and white prior to any recognition 

process; hence the different blue colour pixels (light or dark) need to be re-united back to 

the black domain before processing can begin. However, if the system attempted to 

process the document in colour, the separation of the text into several colour domains
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could cause a failure in the text recognition process. A colour reduction process that is 

more amenable to CSR is therefore still needed.

4 Colours

(b)

3 Colours
Dark Blue

(C)

2 Colours

Blue

IP P• — -

Dark Blue \ /ery light B lue Light Blue

1 &
Light Blue

£
White

White

£
White

Fig. 2-4. The number of colours chosen to reduce the images will significantly affect the quantisation results. The 
number of colour used in (a)(b)(c) above is 4,3 & 2 respectively.

There are two possible methods for resolving this separation issue:

1). Employing a merging process after the quantization process

2). Defining a smaller number of palette colours before the quantization process

Since a form usually contains only a limited number of colours, the second method is 

more appropriate if speed of processing is also taken into account.
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2.3 Handwriting Recognition

Off-line handwriting recognition remains an extremely challenging and difficult task to 

accomplish due, primarily, to the vast variability in human handwriting. Although much 

research has been done in order to address reliable cursive handwriting recognition, current 

results are far from satisfactory.

2.3.1 Recognition Techniques

There are 3 general approaches for recognizing cursive words:

1. Segmentation-based (character) recognition.

2. Segmentation-free (word) recognition

3. Perception-Oriented recognition

In segmentation-based methods the recognition process is based on an attempt to find 

the best match between blocks of primitive segments in the word image and the word’s 

letters. It is a difficult and inherently error prone process (see Sayre’s paradox* [72]) if the 

isolated primitive segment is expected to be a character and, until now, no method has 

been developed that can successfully segment a handwritten word exacdy into individual 

characters [73,74]. Thus, words are always either over or under-segmented. However, the 

major advantage of using a segmentation-based approach is its flexibility with respect to the 

size and nature of the lexicon. This is a direct result of the method being character- 

oriented, i.e. each of the primitive segments could only be one of the 26 alphabetical letters.

* According to Sayre, a letter cannot be segmented before having been recognized and cannot be recognized 
before having been segmented.
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There are 3 basic approaches to achieving an optimal recognition performance in a 

segmentation-based recognition system, these are:

■ Dynamic Programming [75,76,77,78]

■ Shortest Path [79,80]

■ Hidden Markov Models (HMMs)+ [81,82,83,84,85]

Dynamic Programming is mostly applied to explicit segments (i.e. mapping word 

segments into individual letters). This requires precise segmentation and minimum 

spurious ligatures. By mapping a compatible graph to the dynamic programming algorithm 

and identifying the shortest path from left to right using the Viterbi algorithm, it is possible 

to handle under or over segmented words (implicit segmentation). HMMs on the other 

hand can cope with more variation and noise, and are thus able to work on fragments that 

are not individual letters. HMMs algorithms are therefore most commonly applied in 

implicit segmentation methods.

In segmentation-free recognition methods the recognition process is based on an 

attempt to find the best interpretation possible by comparing a sequence of observations 

derived from a word image with ideal models of the words in a lexicon. There are 3 classes 

o f features that could be used to construct the sequence of observations. These 3 classes 

are characterized by the features that they extract from the word image, i.e. whole word 

(high level) features, letter (medium level) features and sub-letters (low level) features. 

High-level (holistic) features such as loops, ascenders, descenders, t strokes and i dots are 

structural elements o f a word, and are thus less affected by the writing style and cursive 

variability. These features can also be sub-classified according to size, location or

+ HMMs make use o f significant segmentation, where each transition is associated with an observation 
symbol that has a semantic meaning o f a certain fraction o f the respective character.
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orientation. Different algorithms have been developed for comparisons between a pair of 

observational sequences. The most common methods are (i) a minimum edit-distance 

calculation based on dynamic programming using low [86,87], medium [88,89] and high 

level [32,90,91] features, and (ii) resemblance estimation by HMMs for low [92,93,94,95] 

and high [96,97] level features. The strong theoretical framework provided by HMMs 

make it the most frequently used technique in the recognition task. However, the 

recognition performance is more affected by the feature set involved than the 

implementation methods used. At the moment, there is no single class of feature set that 

can be considered optimal. High-level features cannot distinguish among similarly 

structured words whilst low level features are sensitive to noise and writing style.

In perception-oriented recognition methods the recognition process is based on an 

attempt to model the human reading scheme. When using this method, a bottom-up 

manner is adopted to identifying letters anywhere in the observation sequence derived from 

a word image. This is similar to a human reader trying to match consecutive segments with 

possible characters without searching a word image from left to right. Humans usually 

seek for the most reliable characters that can be recognized and then match the remaining 

gaps with candidates from the lexicon that agree with the preliminary recognized characters 

[98]. Because of its similarity to the human reading scheme, this method is often referred 

to as a human-like reading system. Several methods have been developed using this 

recognition approach based on alignment of letter prototypes [99], cyclic bottom -up/top 

down neighbouring features excitation [100,101,102,103], word superiority effects [104], 

and segment aggregation [91]. Because of its nature, this method is more robust and 

independent of segmentation issues since the recognition of all letters in the word is not 

necessary. However, the method is based more on a discrimination between the words in a
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lexicon than on thek recognition. Thus, perception oriented recognition is only really 

suitable for applications that involve a small (20-30 words) static lexicon [74].

2.3.2 CSR Applications and Performance

Despite the generally lower performance of CSR, as compared to other recognition 

technologies such as OCR and barcode recognition, many applications based on CSR have 

been successfully knplemented, in particular bank check reading and postal applications. 

Unfortunately, it is almost impossible to compare the recognition performance achieved by 

each of these different systems due to the following reasons. Fkstly, many methods use 

proprietary databases or are tested on relatively small lexicons. Secondly, the recognition 

performance o f a system relies on many factors such as pre-processing, post-processing, 

segmentation etc. The chosen lexicons and recognition methods used also inevitably affect 

the final recognition performance. For instance, a segmentation-free recognition system 

using holistic (high-level) features will perform better with lower-case or mixed-case 

lexicons than with an upper-case word lexicon due to the fact that upper case words have 

less features (no ascender or descender) than lower and mixed case words. Finally, some of 

the methods have not been fully investigated or are still under development. Thus 

comparing such preliminary results to others in the literature would be misleading. The 

availability of public domain data such as NIST [105] and visual toolkit [106] is part o f the 

community’s effort to produce a convenient platform for comparing recognition 

performances among researchers. However, until a complete data set that encompasses all 

of the different application and research requkements is available, many researchers will 

continue to use thek own data making the task of comparison almost impossible. That 

said, whilst we cannot dkectly compare the performances of the recognition systems at the 

moment, the reported results can be viewed as an indicator of the state of the art o f the
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recognition system performance under specific application or conditions. Papers that 

attempt to comprehensively compare recognition system performance can be found in 

[74,107,108].

One of the most important commercial applications for off-line CSR is the machine 

reading of bank cheques. The main reason for this is that there are millions of cheques 

passing through the banking system each day. Even if a recognition system is only able to 

confidently verify half of the cheques requiring processing, this would save much labour 

being expended on a tedious and often unpleasant job. There are several key factors that 

allow for CSR success in a check reading application. Firstly, the lexicon size is small - the 

reading of legal amounts typically consists of only 25 to 30 words. Secondly, the presence 

of a courtesy amount written in digits. By reading both the courtesy and legal amount, the 

recognition system has a better chance of recognizing the words correctly - courtesy 

recognition is easier than legal amount recognition. As described in [109], the developed 

CSR methods are good enough to be used in commercial products, and a family of systems 

that can work on French, English and American cheques has been developed that claim to 

have a performance close to that of a human reader albeit with a rejection rate of 30-40%.

Table 2-2 shows a summary of some of the reported results in the literature for bank 

cheque reading. As mentioned earlier, no direct comparison can be made between each of 

these systems but die best recognition performance that has been achieved so far is from 

Dimauro [114]. This result is based on 300dpi resolution images with well-separated digit 

and character data sets. In [109], the human like performance of 99% accuracy can only be 

achieved by using manual human intervention to discard the ambiguous samples. From 

this, it is clear that the problems involved in cheque reading are still far from being fully
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resolved. Until a more robust CSR system can be produced, research into cheque reading 

methods will continue be the focus for many researchers.

Task Data size Performance Conditions
Courtesy Amount [110] 10,000 cheques 60% 300dpi, 26% confusion rate
Courtesy Amount [111] 500 cheques 85% unknown rejection rate
Courtesy A mount [112] 3374 cheques 74% 5.52% rejection
Courtesy A mount [113] 503 amounts 71% With Verifier and Post Processor

Both [114] Courtesy 
Legal 

Whole field

1500 samples 98% 300dpi, well separated digit

1000 words 95% Italian basic words in check
80% Whole worded amounts

Both [115] N /A 80% 3.5% misread, commercial system
M onth W ord Only [116] 402 words 91% 12 lexicons

Legal Amount [117] 500 words 60% 12% confidence, 0.2% rejection
Legal Amount [118] 2515 words 72% 32 lexicons
Legal Amount [119] N /A 97% 76% rejection
Legal Amount [120] 1083 words 44% 2-10 lexicons
Legal Amount [121] 2378 words 80% 26 lexicons, 6.9% rejection

Table 2-2. Summary of the overall recognition results that have been achieved in check reading application.

The next most popular CSR application is postal processing. Again, like the cheque 

reading systems, even a recognition system that is able to confidently read only half of the 

envelope address/z ip  codes, would save much labour time and cost. Mail sorting can be 

seen as an ideal application for CSR since it is tolerant to relatively large amounts of error 

and allows a large rejection rate. Many mail reading/sorting systems have already been 

installed in many post offices around the world. By using the machine to locate and read 

the postcode on an envelope, many of the mail pieces can be directed automatically. Table 

2-3 shows a summary o f some of the reported results in the literature.

Application Data size Performance Conditions
Address Reader [122] 451 address 50.6% 50% confidence threshold
Address Reader [123] 908 samples 90.6% Manual word extraction
Address Reader [124] 450 samples 71% 0.7% error rate, 28.5% rejection

Zip Code Reader [125] 930 zip codes 49.8% 49.3% rejection
City Name Reader 

[126] 2500 mail 61.7% 1.3% error rate

Table 2-3. Summary of the overall recognition results that have been achieved in postal reading application.
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As expected, the recognition results are not as good as that in the Cheque reading 

application. This is due to the fact that address reading requires a far more sophisticated 

CSR system that has to cope with larger lexicon sizes and a mixture o f words and digits.

With successes in cheque and postal applications, it is no surprise that the next target 

application for CSR researchers is form processing. Several form processing applications 

have already been proposed and developed. For example, the tax form reader developed at 

CEDAR [127] (modified from a postal address reading machine), invoice-processing 

system proposed by Bayer et al and Kosiba et al [128,129], flight coupons processing 

developed at IBM [130], USA Census form processing system [36] and credit card slip 

processing system proposed by Paik et al [131]. Some of these systems deal with machine 

printed text only, while others deal with specific fields such as name, address and hand 

printed digits. Many of the form processing systems are still in their preliminary stage and 

many issues have yet to be folly resolved. Generally though, when recognition of 

handwritten data is the primary concern, the recognition performance is poor. For 

example, the average recognition rate reported on the tax form reader in [127] is only 

36.6%. While waiting for the ultimate breakthrough in CSR performance, most o f the 

form-processing packages in the market today use a degree of human intervention in 

several stages o f the processes (for instance form registration and data verification) to 

increase the overall performance. It is obvious then that if a fully automated system is ever 

to be achieved, a more robust CSR method is needed so that this human intervention can 

be eliminated.
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2.3.3 Recognition Improvement -  Future Direction

There are many ways that have been proposed to improve the CSR performance. 

These range from front end (digitization, noise removal, segmentation, skew/slant 

detection and features extraction) to back end processing (recognition methods, use of 

style, linguistic and other knowledge).

Table 2-4 summarizes some o f the strategies and methods that have been published in 

an attempt to help improve the recognition performance. All of the reported techniques 

have been proven to be able to improve the overall system recognition performance but 

again, due to the nature of their testing environment, a direct comparison between them is 

impossible. Some of these ideas and concepts are application specific; for example 

trigraphs, linguistic and semantic strategies [139,140,146,59] are more suitable to 

handwritten page or sentence recognitions environment than form or cheque processing 

applications. There are also outstanding issues that need to be resolved before these 

concepts can be applied in a real life application.

Strategies to improve the system performance
Pre-processing Word length estimation [132,133]
Pre-processing Segmentation enhancement [134]
Pre-processing Word quality enhancement (tilt & slant correction) [135]
Recognition Used of position, contour and bending point features [136]
Recognition New normalization & segmentation strategy using HMM [137]
Recognition Multiple recognizers combination [138]
Recognition Used of trigraphs in context dependent recognition [139,140]
Recognition Combination of word level and feature level recognition [141]
Recognition/
Post-processing

Lexicon reduction using recognizered characters [142] and 
recognized features [143,144]

Post-processing Used of semantic information from corpus [145]
Post-processing Used of linguistic information incorporating recognizer’s 

confidence and word sequence [146]

Table 2-4. Summary of the techniques that have been proposed to help improve the recognition performance.
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A specific example of using high-level knowledge to help CSR in a form-processing 

environment is the use of contextual information from the template [14]. In this case, 

contextual information is manually associated to the filled-in word in a form processing 

system during the form description process. Whilst this contextual information does 

provide extra information to the recognition system to help improve the recognition 

performance - either limiting the search domain of the recognizer or validating the 

recognition results - the manual mark-up method is somewhat tedious if a large number of 

different forms are to be processed by the system. Thus, a method needs to be developed 

that can automatically link this contextual information to the filled-in word.

2.4 Summary

This chapter provides an overview of existing form extraction system techniques 

together with a discussion of the colour handling techniques and the CSR methods & 

applications presented in the literature. In the first section, the two basic approaches used 

to extract data from a filled form are presented. The first approach uses a template, which 

can be created manually or automatically, to facilitate the extraction process. The second 

approach uses the techniques developed in DLA (Document Layout Analysis) to remove 

the form frames without using a template. The most commonly used features to represent 

a form structure are lines. Most of the systems reviewed were able to identify and extract 

the line components with a very high degree of confidence. A lot of systems also employ a 

fairly reliable text-repairing algorithm that can restore most of the damaged text that results 

from the line removal process. Recent efforts have concentrated on reducing the system 

complexities and increasing the system efficiency (speed and extraction rate). Colour has 

been shown as one of the potential features that could be used to further enhance the 

system performance. However, section 2.2 has also shown that current colour handling
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techniques ate not efficient enough to handle colour document images. Many techniques 

developed in the past reduce the number o f colours in an image to a given number of 

colour domains and then search through each domain for possible text or characters before 

converting the colour image into a black and white image. Consequently, the form colour 

information is lost after the text searching process. This limits the potential for using the 

colour information in the subsequent processing stages.

The third section introduces the 3 general methods used in CSR — segmentation based, 

non-segmentation based and perception oriented. The implementation techniques were 

briefly discussed, followed by examples of real life application with their respective 

performances. Despite a low recognition rate, CSR has been successfully applied in both 

cheque and postal applications. Thus, focus has now moved on to form processing and 

improving the CSR performance. Currently, many of the processes involved in form 

processing require human intervention -  i.e. template creation and recognised data 

verification. In order to process form documents efficiently and fast, human intervention 

has to be minimized. The desire to produce a fully automated form processing system has 

therefore motivated many researchers to develop more reliable CSR and data extraction 

techniques, such as the work presented in this thesis.
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3. COLOUR BASED FORM EXTRACTION

The concept of using colour to improve the performance of an automatic form 

processing system is not new. For instance, non-read inks* are extensively used in the 

form design & printing industry to help improve form capturing efficiency by allowing the 

automatic removal of pre-printed entities from the filled form. However, aside from 

taking advantage of the ‘colour-blind’ behavior of the scanner, colour knowledge has 

never been used in any of the post scanning form-processing techniques.

This chapter introduces the concept of using colour information to improve the 

extraction o f handwriting data from forms. Section 3.1 describes a new colour handling 

technique that can successfully reduce the colour content of form images using a direct 

comparison of the pixels’ RGB value. The method forces the form image colour content 

to less than or equal to eight colours — a balance set between reasonable computation 

overheads and the need to provide sufficient information to aid the form extraction 

process. Section 3.2 presents an overview of a new colour based form extraction system 

that incorporates colour information to produce a better and more efficient extraction 

system. Section 3.3.1 then presents the results of an experiment investigating the effect of 

using such a colour reduction technique on the machine printed text quality. This is 

followed by another two experiments that quantify the performance gain obtained by using 

such a method in terms of extraction efficiency (section 3.3.2) and extracted text quality 

(section 3.3.3).

*non-read inks are die colours that are invisible to the scanner device. Different light sources used in each 
scanner will have different non-read inks and colour responses [refer section 2.2.1].



Chapter 3 Colour Based Form

3.1 A N ew  Colour H andling Technique

Unlike other types o f document, a form contains relatively few colours. This is due to 

the nature of the form function. As a form is used to capture data from people, the area of 

interest (filled-in data area) often contains simple or single plain colours as the background. 

Empirical results show that the majority o f forms in use today can be adequately 

represented using just a few colours from a group of 8 pre-defined colours.

As a scanner digitizes colour documents using an RGB model, methods that work 

directly on the RGB model will eliminate the extra processes needed to convert this colour 

model to other models. Processing time is crucial in any automated form processing 

system, thus it is important to process the colour image in its original colour model in order 

to minimize the extra burden imposed on the system as a result o f the inclusion of colour 

into the process.

In the RGB colour model, colour is represented by the amount of red, green and blue 

components. A full colour image uses 8 bits per colour component to produce 16 million 

possible variations of colour in an image. However, as mentioned earlier, form images 

need only a few o f these colours. Therefore, an aggressive colour reduction method is 

proposed that can reduce the total number of colour variation in an image from 8 bits per 

colour component to 1 bit per colour component. This not only reduces the colour 

variation o f an image from 16 million colours to just eight colours but also reduces the 

memory consumption o f the image and makes the image much easier to manipulate than 

the full colour original. The only draw back for using such an aggressive colour reduction 

technique is when the original form document contains more than 8 colours; then colour 

information will be lost in the colour reduction process. However in practice, this rarely

43



Chapter 3 Colour Based Form Extraction

happens and even when it does, the 8 colout domains still provide more information than 

the conventional black and white alternatives. Fig. 3-1 shows how these eight colours are 

formed in the RGB colour model.

B

Blue Magenta

WhitGreen

Red

Black

Yellow

G

Fig. 3-1. In the RGB colour model, each colour is represented by specifying the amount of red, green and blue 
components. In an 8-bit per component system, these values will range from 0 to 255.

In an RGB colour model, a pixel’s colour can be determined by comparing the RGB 

component values. If all these RGB values are close to each other in value, then the pixel 

will appear as a black, gray or white colour. When one or two o f the component values are 

significantly higher than the other component value(s), a pixel’s colour will be more 

prominent and distinct. For example, a pixel will appear as red colour when the R 

component value is significantly higher than its G & B component values. Similarly, when 

the R & G component values are significantly higher than the B component value and the 

R & G values are close to each other, then the pixel will appear as a yellow colour. Fig. 3-2 

illustrates how the eight pre-defined colours can be formed by comparing the RGB values 

o f a pixel.
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Fig 3-2. A  pixel's colour can be determined by comparing the R, G &c B component values within that pixel. 

A pixel’s colour can thus be determined by using the following expressions:

GREEN when G>R+g and G>B+g 

RED when R >G +r and R>B+r 

BLUE when B>R+£ and B>G+£

YELLOW when R>B+y and G>B+y 

MAGENTA when R>G+w and B>G+m  

CYAN when G >R+f and B>R+^

If the pixels RGB values do not meet any of the above conditions

BLACK when (R+G+B)/3 < Ithraho|d 

W HITE when (R+G+B)/3 >

Depending on the brightness characteristic of the scanner, the Ithreshold value that 

determines a pixel’s colour as either a black or white colour may range from 170 to 220. 

The r, g, b, y, m and c values also vary according to the colour characteristic of the scanner 

[see Fig. 2-3, section 2.2.1]. For a scanner with an operating light source wavelength of 

700-800 millimicrons, the scanner will be more sensitive to the white, yellow and red
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colours compared to the blue and green colours. Thus a red colour will be digitized to a 

pixel that has an R value that is significantly higher than its G & B component values when 

compared to another scanner that employs a 500-600 millimicrons light source. This 

scanned image thus requires a different (higher) r value compared to images scanned using 

the later light source. Such a system will also need significandy smaller g, c & b values than 

the r, y & m values. Empirical results* show that the r, y & m values may range between 

35-50 and that the g, c & b values may range between 10-25. These values were 

determined by repeatedly quantizing several different kinds of colour images using different 

threshold values; starting from 0 and increasing to a point where the quantization output 

fails to quantize the image colour correcdy. For example, with a digitized image that 

contains only red and black colours, the acceptable threshold range for the r-value will be 

those r-values that allow all the distinguishable red colour pixels in that image to be 

quantized into red colour pixels. The test images in this experiment were carefully selected 

(each contains 2-3 colours) so that the colour content in these images covers all o f the pre

defined eight colours and represents all o f the most commonly found colours in form 

documents. Table 3-1 shows the experimental results for this test and a summary of the 

ranges of threshold values that produce the correct quantization results.

Threshold range
r 35-50
A 10-15
b 15-25
J 38-50
m 35-50
c 15-20

Threshold 165-215

Table 3-1. Depending on the brightness and colour characteristics of the scanner, different threshold values are 
needed to quantise the colour images correctly. These are the workable threshold ranges found using 3 different scanner

models.

+ Based on experiment performed on several different colour images that contained different colour content, 
digitized with 3 different scanners (Hewlett Packard 5200C, Hewlett Packard 3690C and Epson G T 6000)
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Since it is not possible to determine the threshold ranges for all of the colour variations 

found in all documents, these thresholds will fail at some point. However, within the 

bounds set by this experiment, it is shown that the quantization method will perform its 

job correctly using the given range of threshold values shown in table 3-1. Therefore, by 

choosing the mid-value of these ranges, the quantization method will perform its task 

correctly as long as a form does not contain a very large colour variation. The r, g, b, y, m, 

c and Ithreshold values chosen for this work are thus 43, 13, 20, 44, 43, 18 and 190 

respectively.

Besides the scanner brightness and colour characteristic considerations, the scanning 

resolution must be taken into account as well, since it plays an important role in a pixel’s 

colour generation. The effect of scanning resolution on the colour pixel production is 

illustrated in fig. 3-3. Note that as the resolution reduces, an image starts to lose the detail 

of the original picture (in this case the black line) and, at 100dpi, a black line is merely 

represented by a row of dark yellow pixels.

Original Image

Yellow

Black

300 dpi

Black
(0,0,0)

Yellow
(255,250,200)

Very Dark 
Yellow

(60,55,0)

200 dpi 100 dpi
SM

Yellow
(255,250,200)

Dark Yellow 
(100,95,20)

Fig. 3-3. The effect of different scanning resolutions on the generated pixels’ RGB values.
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Thus, if the RGB comparison method is used alone to quantise colour images, then, at 

100dpi, the dark yellow line would be quantised to a yellow colour causing information to 'J

be lost in the quantised image. To solve this problem, a maximum reference value is first 

determined for each of the colours (up to maximum of eight as pre-defined earlier) present 

in an image. This can be done by applying a first pass pixel scan before the quantization f

process is carried out. In this process, each of the pixels is provisionally labeled as one of 4

the eight possible colours based on the expressions mentioned earlier. The highest relevant 

value of each of these obtained colours can then be determined. For example, the red 

colour reference value will be the highest R-value (R)max found for a red-labeled pixel within f

the image, whilst for yellow it will be the highest mean value of the R and G components »

((R+G)/2)max. The only exception is for the black colour reference value, which uses the 

minimum average value of the R,G and B components found in the image.
M

In a second pass, each of the pixels’ colours is then decided by comparing its RGB 

values to their respective colour reference values using a distance threshold value D*. Take t

fig. 3-3 for example, by using the comparison technique on die 300dpi image, two colours 

will be identified (Yellow & Black - with a reference value of 252.5 (from 255,250,200) & 0 

(from 0,0,0) respectively). Using these reference values, each of the pixels in the image will i

then be quantized into either a black or yellow colour depending on the differences 

between the pixel and reference RGB values. For instance, a very dark yellow pixel with an 

RGB value of 60,55,0 will be quantized to black as the difference between the very dark

yellow pixels R & G values ((R+G)/2=(60+55)/2=57.5) and the yellow reference value il
I|

((255+250)/2=252.5) is greater than the threshold. fj

*By experiment, this D  value is found to be in the range o f 50-120 in order to obtain a correctly quantized
output. The value chosen for this work is the mid-value o f this range, i.e. 85 I

4
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Similarly, for the 100dpi image in fig. 3-3, the dark yellow pixels will be quantized to a 

black colour while all other bright yellow pixels will be quantized to a yellow colour. Fig. 3- 

4 shows an example of the quantization result using such an approach.

Black

Dark Yellow. 
(80,65,0)

Yellow 24-bit colour image 2-colour image
(250,220,100)

Fig. 3-4. Example of how dark yellow pixels are quantised to black colour when using the value referencing method
on a 200dpi image

This two pass method does successfully cope with the problems of low resolution 

scanning, however, as processing time is important in form processing automation, the use 

of a two pass pixel may seem computationally expensive. To overcome this, the algorithm 

is improved by taking into account the colour visibility characteristic of the human vision 

system. As explained in [147], a human being is only able to distinguish colour when there 

is a sufficient amount of light (luminance) present. Thus, if a pixel’s R, G and B 

component values are very low, then the colour is invisible to human vision and can thus 

be considered as a black colour. For instance, even when a red pixel’s RGB values are 

80,0,0, it still appears as black colour to human eye. Therefore, to speed up the 

quantization process, when a pixel’s RGB values are very low (empirically found to be R & 

G & B < 90), it is safe to quantize these low value pixels to a black colour without applying 

the above-mentioned RGB comparison method. This effectively reduces the number of 

pixels that are required to be compared to the reference values thereby increasing the 

system performance.
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3.2 Colour Based Extraction System

A new hybrid approach for extracting the filled-in data from form images is proposed. 

This novel method combines a colour dropout approach Sc subtraction techniques with the 

incorporation of colour information to provide a better form extraction solution.

Some assumptions have been made in this study to ensure that the focus of the 

experiments is on the use of colour to extract data from form images:

■ The skew angle of the scanned images is assumed to be less than 3

■ Blank (unfilled) forms are available to the system

■ Skew marks are not available

Fig. 3-5 shows the proposed colour-based form extraction system. It consists of 4 

major parts:

1. Form digitization and quantization

2. Blank form structure analysis and identification

3. Colour analysis

4. Form extraction
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Blank Form

ca>oQ
Digitisation

&
Colour Reduction

Filled Form

i i
Digitisation

&
Colour Reduction

Colour Information

Form Structure 
Identification

- Locate Horizontal Lines
- Locate Vertical Lines
- Locate pre-printed text 

and graphics
- Identify Colour information

Is handwritten data same 
colour as blank form 

entities?

Form Template

Extracted Data 
Images

Form Extraction Form Extraction
using Subtraction using colour

method on droDOUt method
specific colour

domain onlv Convert data
colour to black

Convert Colour Convert other
of Interest to colour(s) to
black white
Convert other
colour(s) to
white
Remove
unwanted
components

Save Images in Black and White, ready for 
recognition

1. Form D igitization and Quantization
2. Blank Form Structure Analysis & Identification
3. Colour Analysis
4. Form Extraction

Fig. 3-5. Block diagram of the proposed colour-based form extraction system.
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3.2.1 Form digitization & Quantization

The process flow of the system is as follow: first, a blank form is scanned and 

quantized with the previously mentioned method. This effectively segments the form into 

several colour domains (maximum 8 as pre-defined in section 3.1). Vertical/Horizontal 

lines as well as pre-printed text and graphics components in each of the colour domains are 

then located.

3.2.2 Blank Form Structure Analysis and Identification

As the skew angle of the form images is assumed to be very small, a run length pixel 

count method can be employed to locate any possible lines within the blank form. In a 

black and white image, a line can be defined as a long series of black pixels connected to 

each other in a row. Similarly, in a colour image, lines can be located in the same way as in 

bi-level images by examining each of the colour domains individually. However, in both 

cases, this method will fail to locate broken, dotted or dashed lines. Therefore, a Run- 

Length Smooth Algorithm (RLSA) [148] is needed to join the dotted lines together before 

the pixel count method is applied. For the purpose of defining line connectivity in this 

study, a line is assumed to have a maximum of 5 pixels gap between two line segments. 

This is based on the assumptions that dotted, dashed and broken lines are normally very 

close to each other and when scanned at 200dpi, should produce a gap of less than 5 pixels 

width. Thus, when locating horizontal lines, a horizontal RLSA with a constant C value of 

5 is applied throughout the image.

There are 3 possible types of lines in a form image — long run length lines that are used 

to form tables, boxes and fill-in spaces, short run length lines that are used to underline 

words or sentences and very short run length lines that are used as dashes or minus signs in



Chapter 3 Colour Based Form Extraction

a sentence. By using a tun length pixel count method, long lines ate easiet to identify than 

shott lines. This is due to the fact that text will often appear as short lines aftet the RLSA 

process. Hence, to avoid wrong classification, only lines that are obviously longer than 1 or 

2 words are considered as targeted lines. In a 200dpi image, this is equivalent to a run 

length of approximately 100 pixels. Therefore, when there is a long series o f black pixels 

connected to each other in a row for more than 100 pixels, this portion of pixels is retained 

as a potential line.

A line verification process is then applied to all these identified long run pixels using a 

contour tracing method [149]. Using this method, all the connected pixels are grouped 

together and enclosed in a bounding rectangle. As a line is always just a few pixels thick 

and is usually much thinner than text or other entities, a line can be ascertained by 

examining the height of this bounding rectangle (a typical horizontal line in a 200dpi image 

is not more than 4 pixels height). Figures 3-6 (a-d) shows an example of a blank form 

image with its identified Hnes and its corresponding output image after the line verification 

process. Once all the horizontal lines have been located and removed from the image, a 

vertical RLSA with a constant C of 5 is then applied across the image again followed by a 

run length pixel count in the vertical direction (assumed vertical lines’ gap are the same as 

horizontal lines). This process is necessary because when the horizontal lines are removed 

from the image, some of the vertical lines become broken. By applying the RLSA before 

the vertical pixel count process, all the broken vertical lines are re-connected back together 

again. The identified vertical lines are then also removed from the image using the same 

approach as described for horizontal lines.
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NameVCompany 

Contact Name 

Telephone Number

Fig. 3-6(a). A  blank form image

Fig. 3-6 (b). Image after FILS A  (C—5) process

NameNCompany

Telephone|lNumberl

Fig. 3-6(c). Image after contour tracing method applied

NameVCompany 

Contact Name 

Telephone Number

Fig. 3-6(d). Lines identified after the verification process

Once all the true vertical and horizontal lines have been located and removed from the 

image, the remaining connected groups then represent the text and graphic components 

for that form. These groups of rectangular bounding box locations, together with the line 

bounding boxes are then recorded as a template for the form removal process. Fig. 3-7(b) 

to fig. 3-7 (d) show the identified pre-printed entities (vertical lines, horizontal lines and
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other pre-printed entities) that have been processed by this proposed form structure 

process on a form image shown in fig. 3-7(a).

I THE NOTTINGHAM TRENT UNIVERSITY
\ CATERING SERVICES\

HOSPITALITY FORM

| This form Is to be used for all internal and external hospitality requests. Please ensure t 
| completed before returning to Catering Services, City or Clifton Site.

Ref No.

! Function
| D a y .......
1 Venue.....

Date
No in Party.,
Time.............

Site..............

REQUIREMENTS:

Coffee
Lunch
Tea
Dinner
Drinks (Juice/Mincrals/Wine) 

Details: ..................

Nos Time

Time for collection of crockery, etc

OVERNIGHT ACCOMMODATION: For Clifton accommodation please first check with
Hall Manager ■ ext 3445/3145

Date Breakfast

Organiser's Nome....

Department.............

FINANCE CODES:

Ext... 
Date.

CHARGE TO

CREDIT TO

EXTERNAL ORGANISATIONS: INVOICING DETAILS
For the attention o f:..................................................................
Company:................................... ..............................................
Address:.....................................................................................

OFFICE USE 
£

Via Commercial Admininistration Centre Yes /N o

AUTHORISATION:
Signed (Budget Holder/Signatory)...........................................................
(Please Note: total subject to variation - additions/substitutions, etc)

Fig. 3-7(a). A  typical blank form after the quantisation process.
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Fig. 3-7 (b). The identified horizontal lines for the form image shown in fig. 3-7 (a).
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Fig. 3-7'(c). The identified Vertical lines for the form image shown in fig. 3-7 (a).
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iTHElNOTTING H A M rm E N T tW IV E R S rrY l
ICMEMNQISEKVKESn

BQl£IIALrrYJEP£M]

iFunctionl

lDay|
IVcnuel

iDatcl
jNfflilPanyl
FTiKici
ISitel

[REQUIREMENTS: iT lm el

Ittoffccl
iL u n ch l

iTeal

iDinncrl

iD ri n k s  |fJu ic e /M  i n c ra ls /W m d ll

iDctails:!

Foĉ niMis]

lQYEMlGHTi\GCTMMOBATlQrfil iForlclifionbccommodatiionlplcaselflrstichecklwithl

IDatcl

[Department]

IFIN A N C E IC O PE S7

iB reakfasil

IexTI

iC H A R G EfTQ l 

ICREDITTTOI

I VtalCommcrc iallAdmi ninistraUonlCcntrel

Miss-detected Lines

MUTHORlSATTCSai_________
|Signed|(Budget|HoMer/Sign>torj|]

If iifj j-jj wfl m T*l lH ^  ̂  tiT* JTfl

lY csl/lN ol

iPrinllNarcrcl
^additions/8ubfttitutionBr|eu|)]

IEXTERNALIOROANISATIONS:1IINVOICING1DETAEs1
533 553 HtSffiiaa x 3
|Company^|

lA d d ress :!

l O F H g lE H

Fig. 3-7'(d). The identified preprinted components (other than lines) for the form image shoivn in fig. 3-7 (a).
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Although the line-searching algorithm just described may seem rather too simple to be 

able to identify all of the possible lines in a document image, the method does provide a 

quick solution for identifying long lines in non-complex documents such as form 

documents. It is by no means a robust method for finding lines in complex documents 

when compared to other methods reported in literature [150,151,152], however, the main 

advantage of using such a method is its ease of implementation. Besides, the main reason 

for finding lines in this case is to perform subtraction at a later stage. Thus, even when a 

line is not identified in the line searching process, it will be treated as one o f the other pre

printed entities and will still be subtracted from the filled form at the extraction stage. 

Hence, the line-searching requirement in this system is less stringent than in other 

applications and thus the line-searching algorithm described appears as a viable method.

3.2.3 Colour Analysis

After the filled forms have been scanned and quantized, the colour information in the 

filled form is then compared to the blank form colour information in order to decide 

whether the colour drop-out or the subtraction technique is to be adopted in order to 

extract the filled-in data from the image. As the number of colours and their pixel 

percentages are known from the quantization process, the filled-in data colour can be easily 

identified by comparing the differences between the blank and filled form. For instance, 

suppose a 3-colour blank form contained white (87%), black (9%) and red (4%) colours 

after the quantization process, the filled-in data colour on a completed form can be known 

instandy by comparing these figures against the quantized filled-in form values. This is 

shown in table 3-2.
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Filled-in colour
Blank form White (87%), Black (10%), Red (3%) -

FiUed form # 1 White (85%), Black (10%), Red (3%), Green (2%) Green

Filled form # 2 W hite (85%), Black (12%), Red (3%) Black

Filled form # 3 W hite (85%), Black (10%), Red (4%), Blue (1%) Red & Blue

Table 3-2. The percentage changes for each of the colours contained in a form can be used to identify the filled-in data
colour.

3.2.4 Form Extraction

When the filled-in data has been entered using a different colour to that present in the 

blank form, data can be extracted immediately using the colour dropout process. In this 

process, the filled-in data colour pixels are converted to black whilst all the other colour 

pixels are converted to white. The resultant black and white image is then ready for 

recognition. This method effectively eliminates problems such as page skew, page offset 

and abnormal filled data conditions (such as filled data out o f the designated area) seen in 

the subtraction approach.

When the filled-in data has been entered using one or more of the colours that are used 

in the blank form, then a subtraction technique must be adopted. However, unlike other 

form extraction systems, only the filled-in colour domains need to be processed. This 

eliminates the necessity to process the whole image and hence improves the system 

efficiency.

As none of the commercially available forms used in this study contained marks that 

could be used to correlate the template entities locations to their respective filled-form 

equivalents, a pixel count method is used. This method identifies the first X- and Y- 

positions that contain more than a given threshold number of pixels, starting from the 

origin (0,0) position. For example, suppose a blank and filled form image have their first
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black pixel counts of more than the threshold number of pixels at coordinates 20,10 (x, y) 

and 18,15 (x, y) respectively, the offset value for these two forms is —2, & 5. The actual 

threshold value chosen for this work (50) is something of a compromise as the number of 

pixels count in one image at a particular value of x will usually vary from image to image 

due to the presence o f image scanning noise, skew and offset. If  the threshold value is set 

at a very low value (10 pixels for example), any slight noise added to the image will give a 

sufficient number of pixels to trigger the detection resulting in an incorrect offset. On the 

other hand, setting the value too high will impose unnecessary processing time on the form 

processing system and in some cases cause it to fail to locate the correct offset position due 

to the number o f pixels in any x-position in the image being less than the threshold. 

Experimental results show that if this threshold is set at between 50 to 100 pixels, these 

problems can be avoided and a true offset obtained. Using these offset values, the pre

printed entities on the filled form can be removed from the filled form using the position 

information provided by the blank form template obtained in the form structure 

identification process.

Although the image-offset problem can be resolved by employing this pixel count 

method, image skew can still cause problems for the subtraction process. Accurate skew 

detection and correction can be very computationally expensive and time consuming 

[153,154] whilst fast skew correction methods generally produce inaccurate and inefficient 

restorations (de-skew). Nevertheless, most of the current image skew detection and 

correction techniques can correct the skew angle to within a range of +/-(1-3)° using a 

relatively fast and coarse approach [155,156,157,158]. Thus, when a subtraction approach 

is employed in a form extraction system, this skew angle must be taken into consideration 

otherwise the removal of the pre-printed entities will be incomplete. If  we assume that the
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maximum skew angle is + /-  3°, the correlation position errors (PE) will then be + /-  (Tan

Fig. 3-8. The X  & Yposition errors (in term of number of pixels) determined by the width (W) and height (H) of
the entities and the skew angle.

Therefore, when an entity is subtracted from the image, a margin must be allocated to 

accommodate these position errors. For example, when removing a pre-printed entity with 

a width*height of 100*100 pixels and a skew angle of 3°, the subtracted area in the image 

must be 110*110 pixels (fig. 3-9).

3° x W) pixels in the Y-axis direction and + /-  (Tan 3° x H) pixels in the X-axis direction. 

Fig. 3-8 shows this for a form’s line entity.

Position Error 
X (PE)

Start o f line

Position Error

(xl+XpE,yl+Y PE)

(*2,y2)

Pre-printed entity

Ml,
Actual

(xl.yl) (xl-XpE,y l-Y PE) subtracted area

Fig. 3-9. To accommodate the position errors induced by image skew, a margin is added to the entities sige in order to 
ensure a complete removal of the pre-printed object from the filledform image.

The main disadvantages of this added margin method is that the removal process will 

occasionally remove some portion of the filled-in text, causing degradation in the extracted 

data quality. This problem mainly occurs in the line removal process as the filled-in data is
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normally filled in near or even onto the line position. Employing some o f the more 

recently proposed text restoration algorithms (over 96% of accuracy results have been 

reported) [45,46,51,53,159] can virtually help fully resolve this problem. However, due to 

the extra processing time these algorithms would incur and the small amount of data that is 

affected by this factor (less than 5%), these text-repairing algorithms were not 

implemented. It is believed that by employing a text repairing method in the system there 

would be a slight increase in recognition results for the black and white extraction system 

which would reduce the magnitude of the performance gain claimed for the colour 

extraction system. However, this performance gain is achieved at the expense of extra 

processing time required and thus the colour system would show a greater improvement in 

terms of processing speed over the black and white system.

Once the pre-printed entities have been removed from the filled form, a noise removal 

process is then applied to remove any objects (e.g. noise) that are too small to qualify as 

text. In this study, the targeted filled-in data is assumed to be handwritten words, hence 

any connected components that are less than 8 pixels square are considered as noise. This 

is due to the fact that with typical handwriting words scanned at 200dpi, a handwriting 

word that is smaller than 8 pixels square is difficult, if not impossible to produce. 

Unfortunately, this removal process does occasionally remove some portions of some 

words; for example the dots for T  and ‘j\ However, as the handwriting recognizer that is 

used in this work is only looking for word level features such as ascenders, descenders, 

holes and cups, the removal of small dots is irrelevant and does not affect the recognition 

performance. The final resultant image after this noise removal process is then saved as a 

black & white format for the recognition process.
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3.3 Experimental Platform

The system has been implemented in C++ programming language under a Windows98 

platform on a Pentium Celeron 450Mhz personal computer. Forms were digitized using a 

Hewlett Packard HP3690C scanner at 200dpi in 24-bit RGB format (except in experiment 

I where forms were digitized at several different resolutions ranging from 100 to 300 dpi).

The methods developed are designed to work on any type of colour form that is filled- 

in with unconstrained cursive handwriting data. As there is no commercial CSR package 

available on the market at the moment, the recognizer that was used in the work is a 

modified version of a prototype CSR that has been developed within the department of 

computing at The Nottingham Trent University [17]. This recognizer extracts the vertical 

bars, loops and cups from the word image and compares these features with a list o f words 

(lexicon) and their pre-defined set of features. Every word in the lexicon is scored 

according to how well the features match with the target word’s set of features. The 

lexicon words and their scores are then ranked, with the highest ranked word being the 

likeliest match with the target word. The working resolution for this recognizer is 200x100 

dpi, with the capability o f accepting off-line (static) word image data as input. It has been 

designed and optimized to recognize unconstrained, lower case Roman script from any 

writer, with the assumption that all word images are in bi-level facsimile format. To 

accommodate the need for this work, the recognizer has been extended to recognize upper, 

lower and mixed case words.
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3.3.1 Experiment I: Colour Reduction and OCR Performance

As the colour content of an image is greatly reduced using the proposed method, a 

study is needed to access the colour reduction effect on the image quality. One o f the 

parameters that can be used to measure the output image quality is the OCR rate. This 

experiment aims to evaluate the impact on the OCR performance of using such a colour 

reduction technique under different resolutions. 15 colour forms of different designs, each 

containing 2 to 4 colours are used to compute the OCR rate that could be achieved both 

with and without the quantization process applied. The 15 form samples used for this 

experiment are shown in Appendix A.

Table 3-3 shows the experimental OCR* results that apply to the proposed colour 

reduction method output images and the original 24-bit full colour images. In total, there 

are 7596 machine printed characters for these 15 forms and the OCR rate is computed 

manually by counting die total number of correctly recognized characters over the total 

number of characters.

Scanning Resolution OCR rate 
(24-bit full colour)

OCR rate 
(quantized image) Improvement

100dpi 85.0% 90.4% +4.6%
150dpi 99.2% 98.8% -0.4%
200dpi 99.3% 99.3% 0%
250dpi 99.6% 99.6% 0%
300dpi 99.8% 99.8% 0%

Table 3-3. Overall OCR performance tested on 15 forms at various resolutions (total characters—7596).

* The OCR engine used in this work is TextBridge Pro 9.0 from Xerox Imaging System due to its ability 
to allow OCR at different image resolutions.
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The quantized form OCR rate is almost identical to that o f the 24-bit full colour image 

OCR rate above 150dpi resolution with a moderate improvement observed at 100dpi 

(4.6% increase). These results suggest that although the colour content of the quantized 

images is reduced to less than 8 colours, there is no significant detrimental effect on the 

OCR performance at resolutions of 150dpi and above. Indeed, at 100dpi, the OCR 

performance on the quantized image is greater than that on the original image. This shows 

that at 100dpi the colour reduction method proposed is better than that employed by the 

OCR engine. This is believed to be due to the fact that at 100dpi, the image details are 

smeared and distorted so much so that the original OCR colour handling techniques is not 

able to recover all of the image details (the engine is probably optimized for 200-300dpi 

images). Whereas, with the comparison method applied, some of the details can be 

recovered from the scanning process hence leading to an increase in the OCR rate. The 

slight decrease in OCR rate at 150dpi is believed to be due to the results of the ‘thickening’ 

effect of the proposed colour handling technique. This can be proved by the fact that the 

increases in miss-recognized characters are mainly with characters such as ‘e’, ‘u’ and ‘k’. 

The quantization method will tend to darken the ‘hole’ for a character e (resulting in an 

OCR output as a ‘c’) and join the open end of a character u & k (resulting in an OCR 

output as o and h respectively). At resolutions higher than 200dpi, the OCR rates become 

identical and the miss-recognized characters are then mainly due to small font size printed 

characters which are too small to be recognized by the OCR software.
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3.3.2 Experiment II: Extraction Efficiency

Two parameters have been used to measure the efficiency of the extraction system - 

precision and recall rate. Precision is calculated as the number o f correcdy extracted 

objects (connected components) over the total number of objects extracted, whilst recall 

rate is calculated as the number of objects that are successfully extracted over the total 

number of expected objects to be extracted from a given form. The recall rate provides a 

quantitative value in terms of the percentage of expected objects that the system can 

extract, whilst the precision rate provides a quantitative value on the percentage of the 

extracted objects that are correct.

Precision^ Number of correctly extracted objects /  Total number o f objects extracted

Recall = Number of correcdy extracted objects /  Total number o f expected objects

For this experiment, another 15 different types of forms were scanned and quantized, 

each containing a different type of layout design and number o f colours. All of these 

forms were filled-in by a single writer using various types o f colour pen. These 15 form 

samples are shown in Appendix B. To compare the extraction efficiency, a black & white 

based extraction system was constructed and an intensity-based threshold binarization 

method was used to convert the 24-bit colour images to black & white images, i.e.

If I< I th reshold  ( & « !  pixel=bkck)

else if I> — I threshold (pixel=white) 

where I = (R+G+B)/3

The pixel’s intensity is the average value of the pixel’s RGB value and the optimum 

I threshold value for the scanner is 190 (determined in section 3.1). The extraction method 

adopted on this black & white system is exactly the same as the subtraction technique used
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in the proposed colour-based extraction system except that instead of working in the filled- 

in colour domains only, it works with the entire binarized form images.

Form

Total 

Target objects

Best Case Worst Case Conventional

Correct Wrong Precision Recall Correct Wrong Precision Recall Correct Wrong Precision Recall

1 87 87 0 100.0% 100.0% 85 7 92.4% 97.7% 84 0 100.0% 96.6%

2 73 73 0 100.0% 100.0% 73 6 92.4% 100.0% 71 0 100.0% 97.3%

3 104 104 0 100.0% 100.0% 104 1 99.0% 100.0% 104 2 98.1% 100.0%

4 99 99 0 100.0% 100.0% 99 0 100.0% 100.0% 98 0 100.0% 99.0%

5 209 209 0 100.0% 100.0% 206 0 100.0% 98.6% 194 1 99.5% 92.8%

6 134 134 0 100.0% 100.0% 134 7 95.0% 100.0% 129 0 100.0% 96.3%

7 267 267 0 100.0% 100.0% 267 17 94.0% 100.0% 262 17 93.9% 98.1%

8 229 229 1 99.6% 100.0% 229 0 100.0% 100.0% 229 0 100.0% 100.0%

9 134 134 0 100.0% 100.0% 134 3 97.8% 100.0% 134 2 98.5% 100.0%

to 124 124 0 100.0% 100.0% 123 0 100.0% 99.2% 122 12 91.0% 98.4%
11 158 158 0 100.0% 100.0% 146 0 100.0% 92.4% 118 8 93.7% 74.7%

12 121 121 1 99.2% 100.0% 120 4 96.8% 99.2% 121 1 99.2% 100.0%

13 155 155 0 100.0% 100.0% 155 0 100.0% 100.0% 154 4 97.5% 99.4%

14 130 130 0 100.0% 100.0% 130 40 76.5% 100.0% 130 11 92.2% 100.0%

15 212 212 0 100.0% 100.0% 204 0 100.0% 96.2% 204 0 100.0% 96.2%

Average 149.0 149.1 0.13 99.9% 100.0% 147 5.3 96.6% 98.6% 143.8 4.3 97.2% 96.6%

Table 3 A. Comparison of the proposed colourform-extraction system recall and precision rate under worst and best
cases to a black and white form extraction system

Table 3-4 shows the experimental comparison results between the proposed colour 

extraction method and the black & white extraction method. On average, the colour-based 

extraction method gives a worst case recall rate of 98.6% and a best case recall rate of 

100%. This compares with a 96.6% average recall rate for the black and white extraction 

method. Thus, there is a clear 2 to 3% recall rate gain for an extraction system that utilizes 

colour information over a black & white extraction system. However, the precision for 

the worst case in the colour-based extraction system is lower than that of the black & white 

system (96.6% compared to 97.2%). This is due to the fact that since the black & white 

extraction system has a lower recall rate, fewer objects are extracted which results in a 

lower number of unwanted objects being passed through to the output. When taken
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together though, we believe the worst case recall and precision rate for a colour based 

extraction system are similar to those of the black & white extraction system.

Dimension Load, Quantise & Extract (Colour-based) Binarise + extract (sec)

X Y Best Case (sec) Worst Case (sec) (Black & White system)

FormOl 1320 852 2.14 10.98 8.23
Form02 1532 1095 2.91 5.33 7.58
Form03 1446 732 1.87 7.14 6.65

Form04 1422 736 1.80 6.20 5.50

Form05 1140 811 1.76 9.00 8.07

FormOG 1520 1540 3.90 16.73 14.88
Form07 1465 1492 3.73 9.28 12.12

Form08 1422 1525 3.13 10.98 11.70

Form09 1496 1552 3.90 15.92 14.07
Form 10 1254 1181 2.69 6.37 5.38
Form11 1614 2280 6.42 26.63 28.73
Form 12 1454 2087 5.33 13.19 15.16

Form13 1594 2268 6.49 13.79 15.11
Form 14 1492 1130 2.85 6.37 5.06
Form 15 1508 1520 3.79 10.12 10.32

Average 1447 1345 3.42 11.01 11.01

Table 3-5. Comparison ofprocessing time required under differentfilled data colour conditions for the colour-based 
extraction system and the black and white extraction system

Table 3-5 shows the total processing time required for each of the forms under 

different colour conditions. As expected, the best case for the colour extraction method is 

when the filled data colour is of a different colour to that used in the blank form. The 

worst case is when the filled data colour is of the same colour as the second most dominant 

colour in the blank form (the most dominant colour for a document usually being the 

background colour). From the results shown in table 3-5, it can be seen that, in the best 

case, the proposed colour form extraction method is 3.22 times faster than that of the 

black & white system. However, when the filled data colour is the same as one of the blank 

form colours (worst case) then the colour-based system performs with almost identical 

speed to the black & white extraction system.
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3.3.3 Experim ent III: Extracted data quality

This experiment aims to assess the extracted data quality by comparing the CSR 

performance applied to the colour-based and the black & white extracted output images. 

In this experiment, 3 more different types of form were used each filled by 10 different 

writers using a colour pen that is a different colour to the colours used in the blank form 

(blue, black & green). The writers were deliberately instructed to use upper case only as 

this was found to be the most common and natural style for data entry in form documents. 

Indeed, when a lower case word restriction was initially imposed, people regularly miss- 

spelt words when trying to fill-out a form due to the unnatural nature of data entry. The 

data samples used in this experiment are shown in Appendix C. A holistic cursive word 

recognizer [32] was then used to assess the CSR performance of the extracted output from 

the colour-based and black & white extraction methods. This recognizer extracts the word 

features from the word image and compares those features to the database. It then ranks 

the words in the database from the highest matched word (with the highest edit distance 

score) to the lowest matched word.

Colour extraction 
m ethod

Black & White 
extraction method  

(without text repairing)
Overall

Im provem ent

FormOl (266 words, 132 word lexicon) 58% @ top 1 49% @ top 1 +9%

Form 02 (314 words, 215 word lexicon) 56% @ top 1 49% @ top 1 +7%

Form03 (256 words, 189 word lexicon) 61% @ top 1 50% @ top 1 +  11%

Overall (836 words) 58% @ top 1 49% @ top 1 +9%

Table 3-6. The holistic recogniserperformance when tested on the extraction output images that are extracted with
and without the colour information
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Table 3-6 shows the CSR results obtained. As there is no broken text repairing 

technique implemented in either system and as the recognizer is originally designed fol

lower case words only, the CSR performance is lower that that reported in [17]. However, 

the results do demonstrate a clear 9% overall improvement for the colour-based extraction 

method as compared to the black & white extraction system. This is due to the fact that 

when colour is not used to extract the data, the line removal process will degrade the text 

quality, especially when there are a lot of words or characters that are overlapping with the 

form lines or boxes. The text re-construct methods developed by others would reduce this 

problem greatly, but at the expense of introducing more computational load into the 

system. Thus, a black & white extraction system that incorporates text-repairing algorithm 

could approach the CSR rate of the colour extraction system but at the expense of 

requiring more processing time.
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3.4 Conclusion

A new colour-based form extraction system has been presented, which is shown to be 

more efficient than a form extraction system that doesn’t utilize any colour information. 

The effect of the colour reduction process on the image quality has been determined. 

Experimental results suggest that the use of such a colour reduction strategy will improve 

the form images quality and is shown to work well even with a massive reduction in the 

total number of colours in an image. The experimental results also demonstrate that at low 

resolution (100dpi), the colour reduction method is better than that employed by the OCR 

engine.

The extraction accuracy, recall rate and speed of the colour-based extraction system has 

also been determined and compared to an extraction system that does not utilize colour 

information. With the proposed colour reduction method, colour information has been 

used successfully to reduce the system complexities and computational costs. By adopting 

colour features in form processing, the extraction speed has been increased up to 3.22 

times. The extraction accuracy and recall rate are also shown to improve when using 

colour information to extract filled data from forms.

The extracted data quality has also been determined by examining the recognition 

results obtained from a CSR system applied to the output images from both systems. The 

experimental results suggest that an extraction system that utilizes colour information does 

produce a better output image quality than that of a black & white system.
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This chapter has served to demonstrate the successful usage of colour in an automatic 

form processing system. The results could probably be further improved if the usage of 

colour in the forms could be altered or controlled. However, this would limit its 

applications to an environment where form design is allowed.
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4. CONTEXTUAL FOCUSED RECO G NITIO N

The advances in OCR technology over the past decades have enabled the development 

o f automatic document-processing systems with OCR accuracies of 99% or greater. Such 

systems have been used for tasks as diverse as document indexing [160,161], document 

understanding [162] and Giro and remittance statement processing [163]. Unfortunately, 

similar advances in CSR have not been forthcoming due, principally, to the vast variability 

of human handwriting. This chapter investigates a novel method by which the more 

reliable OCR technology can be used to improve the CSR performance in a form 

processing application. By taking advantage of the high OCR rate on the machine printed 

text and the consistency of cue words (instructions or guided text) within a form, the filled 

data can be automatically ‘linked’ to the contextual information that these cue words 

provide. This context can then be used to provide enough information to the CSR system 

to help produce better recognition results. Section 4.1 describes the idea of using OCR to 

locate the cue words within a given form. Sections 4.2 and 4.3 then present the character 

grouping technique to find the filled-in words and a new method for linking these 

identified words to the contextual cue words. This is followed, in section 4.4, by an 

experiment demonstrating the effectiveness of the word-finding algorithm that is applied to 

the extracted data output before the contextual linking method is applied. Sections 4.5, 4.6 

and 4.7 then detail three experiments that evaluate the effectiveness and performance gain 

obtained using the contextual focused recognition technique in terms of cue word retrieval 

rate, linking efficiency and CSR performance gain.
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4.1 Retrieval o f Contextual Cue Words From Form Im ages

Unlike other types of document, a form contains a great deal o f useful information in 

the form of its structural features. A typical filled-in form consists o f form frames 

(including lines and boxes), pre-printed data (logo and machine printed text) and user 

filled-in data (machine-typed and/or handwritten). These 3 elements are closely related to 

each other in that the lines and boxes usually signify the filled-in data areas, whilst the 

machine printed text above or adjacent to the lines and box areas are normally the guiding 

text that specifies what the filled-in data should be. Thus, if this contextual knowledge can 

somehow be fed into the data recognition process, it can provide useful information to the 

recognizers that can then be used to increase the recognition performance.

By knowing the related contextual information of the filled-in data, a recognizer can be 

directed to reduce its search domain so that only related words are used in recognizing the 

data. For instance, the contextual cue word ‘name’ will enable the search domain of a 

recognizer to be dramatically narrowed by using a ‘name’ lexicon only. Similarly, different 

recognizers can be chosen if the nature of the targeted filled-in data is known to the 

system. For example, a numeric recognizer can be selected for a telephone number data 

field, a holistic recognizer for any name data fields and a hybrid recognizer for the address 

or postcode data fields. Fig. 4-1 shows an example of a form with its identified cue words. 

These are the words that could be used to provide extra information to the subsequent 

processes in a form processing system.
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|Initials [ |Sumame

Colour TV i ^  | and w h ite TV

Expires o n  th e  last d ay  of:

I year [~f~* CjQ)

I declare that I win 
not install W use a 
colour television, 
video cas«ett« 
recorder, catdlite 
receiver, or computer 
to receive or record 
programmes in colour 
under this licence.

Nation 9* 
signature p j

1 Y«Hlf|name | a n d  laddress| 
(title) [initials] I surname

I f  youOf|addria lready have a  TV Licence b u t y*

M  w s VSfON

ABBC.TSfoRD |>fc*vE
| address j—j

j

[address | Has changed
My details have changed  since ! bought my last TV 
H ie details on  th a t  licence were:

\>.R

Fig. 4-1. A n  example of a form with the possible cue words identified that could be used to provide contextual 
information about the filled data to the subsequent processes in a form processing system.

When a blank colour form has been scanned, quantised and analysed by the form 

structure identification process discussed in section 3.2.1, the lines, boxes, text and graphic 

components can be separated from the form. These extracted components can then be 

passed to an OCR package for recognition. As shown in section 3.3.1, with the current 

OCR technology, almost 99% of the printed text will be recognised correctly.

A list of all the possible cue words within all the forms in the data set can thus be 

generated. These cue words are then grouped together according to their context. Table 

4-1 shows all the identified cue words and their final groupings for the fifteen different 

types of form shown in Appendix D. This was done by going through all the forms 

manually and identifying the ‘cue words’ that could be used to represent the meaning of the 

filled-in data. It is important to point out that these identified cue words are not sufficient 

to represent all of the possible fields that could be found in a form. This is due to the fact 

that in some cases, there were no possible generic cue words that could be used to 

represent the meaning for particular fields. This is especially true for special fields where 

the filled-in data could be any form of words used to convey additional information, i.e. 

special instructions, answers to specific circumstances or justifications etc. Moreover, there
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are thousands of types of form that exist in this world, each with their own specific 

purposes and applications. Trying to generate a list of generic cue words to cope with all 

the fields for all of these forms is impossible. Fortunately, our experimental evidence 

suggests that such fields normally account for less than 2% of the total number o f fields in 

a form.

Context
Category Cue word (s) Characteristics

Name

Name, Company, Employee, Surname, Forenames, 
Initials, Title, Author, Course, Subject, School, 
College, University, Requested by, Received by, 

Who, Organising body,

Characters only

Address (1) Address, Add, Venue, Destination, Postcode, Post Characters + 
Numeric

Address (2) Country, Town, County, City Characters only

Num ber (1)
Tel, Telephone, Phone, Total, $, £, p, Fax, Year, 

Volume, Page, Pages, Extension, Ext, Edition, Age, 
Barcode

Numeric only

N um ber (2) Time, Day, Month, Date, Number, No., Value, 
Items

Characters, numeric 
or both

Num ber (3) Amount in words Characters only
Department Department, Dept., Faculty, Fac Characters only

Position Position Characters only
Gender Sex Characters only
Status Marital Status, Nationality Characters only

Occupation Occupation, Job Title Characters only
Signature Signed, Signature Image

Application specific
Supplier, Model, Make, ID , Username, Serviced 
used, Colour, Code, from, to, Details, Location, 

Nature o f illness, Reason, Work performed, Branch

Characters, numeric 
or both

Table 4-1. A n  example of all the common cue words that could be found in 15 different types of forms to 
provide the contextual knowledge about the filled-in data to the recognizer.

It is logical to assume that if the OCR engine can recognize all of the words, it will have 

the corresponding locations for each of these recognized words in the image. However, 

due to the lack of a Software Development Kit (SDK) for the OCR engine used in this 

work, the recognized cue words locations in this study were determined manually by 

marking up the locations in the image. For any of the potential cue words that had one or 

more miss-recognized characters, the locations of such cue words were discarded from the
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list. This is to ensure that the manual mark-up process accurately reflects the actual cue 

word identification rate of the system. This cue word location information was then 

passed to a simple layout analysis process (described in detail in the next section) so that 

the filled-in data could be linked to the cue words in order to provide the crucial contextual 

information necessary for the recognition process. In this process, a mechanism is 

implemented that attempts to avoid the miss-association of these identified cue words to 

the wrong field’s filled-in words. This is done by examining the location and geometrical 

characteristics of the cue words (as found by the OCR software) and the filled-in words so 

that all of the cue words are linked to the appropriate filled-in words.

4.2 Finding The Filled-in Words

The filled data extracted from a form is frequently in the form of chains of characters 

with some of them being connected together (touching characters). As the recogniser 

used in this study is a word level recogniser, these characters have to be grouped together 

to form words before they can be recognized or linked to the contextual cue words. In 

this work, a bottom-up approach is employed whereby a connected component analysis 

(contour tracing) method is first applied to the entire extracted data image to determine the 

individual groups of touching characters. Each of these groups is then merged together to 

form words depending on the inter-component distance between them. This merging 

technique is based on the fact that the gap between characters in a word is usually smaller 

than the gap between words. However, a fixed inter-component threshold for merging the 

character groups together was found not to be useful as different people have different 

writing styles and inter-character gap sizes. Thus, a dynamic threshold was considered to 

be more appropriate.
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Ideally, this dynamic threshold value could be determined by averaging all of the filled- 

in characters widths found in a form. Unfortunately, the connected component widths 

found might not reflect the true character width due to the fact that the connected 

components could contain two or more touching characters or an image such as a 

signature or drawing. Table 4-2 shows the detected connected component distributions 

for the 10 different writers used in this study. Columns 1 & 2 show the total number of 

connected components found and the percentages of connected components that are 

actual single characters in each of the forms. Columns 3 & 4 then show the actual mean 

and median width values per writer derived from the connected components that are real 

single characters. Columns 5 & 6 show the computed mean and median width values for 

each of the writers derived from all the connected components, whilst columns 7 & 8 show 

the computed mean and median width values based on connected components that have a 

width of less than 50 pixels.

Total
connected

components
found

% of CC 
= single 
character

Actual 
mean 

width for 
CC= 
single 

character

Actual 
median 

width for 
CC= 
single 

character

Computed 
mean 

width for 
all CC

Computed 
median 

width for 
all CC

Computed 
mean 

width for 
CC<50 
pixels

Computed 
median 

width for 
CC<50 
pixels

Writer 1 185 80% 20 21 28 24 23 23
Writer 2 285 90% 17 15 17 18 18 16
Writer 3 275 90% 18 18 21 19 19 20
Writer 4 224 85% 20 22 27 24 23 24
Writer 5 235 89% 21 20 26 24 24 23
Writer 6 184 82% 18 18 22 20 20 20
Writer 7 223 90% 20 20 24 23 23 22
Writer 8 188 90% 19 19 24 21 21 21
Writer 9 231 90% 19 20 24 22 22 22
Writer 10 205 89% 21 21 27 25 24 24
Overall 2235 89% 19.8 19.4 24 22 21.7 21.5

Table 4-2. The connected components9 width distribution for 10 different writers9filled-in data.

The results shown in column 1 indicate that there are around 11% of connected 

components that are not single characters (i.e. they are a signature, drawing or touching
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characters etc). These components produce approximately 21% and 13% of the writer- 

specific character width prediction errors calculated using the mean and median values on 

all the connected components respectively. The results in the last 2 columns show that if 

the connected components that have a width of more than 50 pixels width are discarded 

from the calculations (they are unlikely to be a single character) then both the computed 

mean and median values will produce a fairly accurate character width prediction (less than 

10% error rate).

Thus, the dynamic inter-component threshold value can be determined statistically by 

identifying the mean or median value of the connected components widths that have a 

width of less than 50 pixels within a given filled-in form. Since both methods produced a 

reasonable estimation of the actual character width of a writer, either one would be 

adequate to determine the threshold value. The method chosen for this study is to 

calculate the mean value o f the connected components’ width that are less than 50 pixels.

Empirical results (based on these 10 writer samples) show that the character gap 

between characters that belong to a word is usually less than the mean width of a character 

whilst the gap between words in the same field is usually more than 1 mean character 

width. Thus, we deduced that if a horizontal gap between two connected components is 

less than a mean character width then these two connected component groups should be 

merged together. Figs. 4-2 and 4-3 show an example of the extracted filled-in data 

grouped as individual or touching character components and as the final words found.
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S i * ®
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ife P S y g a g l
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tS E a fe g B

@120 SSB
M

Fig. 4-2. A n  example of all the detected connected components (characters or groups of touching characters) after the 
CCA (connected component analysis) process has been applied to an extracted filled data output.

m w w a

W5 , VBWtSFeM)
NOTTW&WW
Vifi,3 IWD

Iwc^vivtvj TfeMtftCE

ioai Km

Fig. 4-3. A n  example of the words found after the merging process for the image shown in fig. 4-2.

For the full experimental results on this character merging technique, please refer to 

section 4.4 and Appendix E.

81



Chapter 4 Contextual Focused Recognition

4.3 Linking The Cue Words To The Filled-in Words

As mentioned earlier, forms contain cue words that are used to ‘guide’ the respondent 

to fill-ill the appropriate data or information into the space provided. There are 2 factors 

that affect the assignment of cue words to the filled-in words — the direction of the cue

word in respect to the filled-in word and the distance between them.

Table 4-3 shows the distributions o f 236 filled-in words that could be linked to cue 

words either directly or via other linked filled-in words for the 15 different types of forms 

shown in Appendix B. From the results, it is clear that cue words are most commonly 

found at the immediate left hand side of the filled-in space (56.8%). An additional 14% 

can be linked to a cue word on the left via another linked filled-in word. However, in some 

cases, cue words can also be located immediately above the filled-in area (15%) or via 

another linked word. Only in very special cases are the cue , words found at the end or

bottom of the filled-in space, e.g. signature and date fields.

Contextual Information Source Location Percentages
Cue word exist directly to the left of die filled-in word 56.8%

Contextual information obtained indirectiy via a left linked word 14.0%
Cue word exist direcdy above the filled-in word 14.8%

Contextual information obtained indirectiy via an above linked word 12.7%
Other sources (bottom, to the right of the filled-in word) 1.7%

Table 4-3. The distributions of the possible contextual knowledge sources for 236filled-in words in 15 different
kinds of forms.

Simplistically, the correct cue word that should be linked to the filled-in words is the 

one that has the smallest distance to the filled-in word. However, in real life, the distance 

between the cue word and the filled-in word can be very large. In some cases, the filled-in 

data for a specific field may contain several words and the distance between the last one or
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two filled-in words and the correct cue word is larger than the distance to other cue words 

(see fig. 4-4). Therefore, a cue word cannot be linked to a filled-in word just by relying on 

a simple distance calculation.

Filled-in words

Signed

Long distanceLong distance

Fig. 4 A. A n  example of a filled-in word that has a shorter distance to the incorrect cue word than the correct cue
word.

In this work, a sequence and set of rules was deduced so that only the most likely cue 

word is assigned to the filled-in word. According to the observations shown in table 4-2, 

most of the filled-in words can be linked to the correct contextual cue words using four 

basic rules in sequence.

These four rules are generalized based on the assumption that all writing is from left to 

right and the filled-in sequence is from top to bottom. Thus, by starting at the top left 

position of the form, the rules can be illustrated in detail as follows:

Note:

W xl, Wx2, W yl, Wy2 denote the bounding box XY coordinates of the word image 

Cxi, Cx2, Cyl, Cy2 denote the bounding box XY coordinates of the cue word 

Lxl, Lx2, Lyl, Ly2 denote the bounding box XY coordinates of the linked word image
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Rule #1:

Search to the left of the word image for the possible presence of a cue word

D Word

Cue word

Cy2

W y2

C yl

W yl

Cue word

Word
D

Cv2 Word
Cue word D

Link the current word to cue word when

{(Cyl < W yl< Cy2) or (Cyl <Wy2 < Cy2) or (Cy2 <=  Wy2 & Cyl > =  Wyl)} & {No 

other word exists in between the cue word and the inspected word (area D*)}

* There is no restriction to the size o f  area D and the width o f  the area is dependent on the distance 
between the first left hand cue word and the filled-in word
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Rule #2:

If rule #  1 fails, search to the left of the word image for a possible word image that 

has already been linked to a cue word

Wy2

Ly2

Wyl

Lyl

Word
Linked word

* *
d

Ly2

Lyl

Linked word
 Wy2

W ord

Wyl

Ly2

Lyl

.Wy2

Wyl

Linked word
Word

Link current word to linked word when

{(Lyl < Wyl < Ly2) or (Lyl < Wy2 < Ly2) or (Ly2 <=  Wy2 & Lyl > =  Wyl)}

& {d<= the average word length found in the document #} & {No other word exists 

in between them}

#  This value is chosen based on the observation that the gap between two words in the same fie ld  is 
generally less than the average word length found  within that form. Thus, it is believed that by setting 
a threshold gap o f  the average word length, the covered searching distance is sufficient to fin d  the 
potential contextual sources.
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Rule #3:

If rules 1&2 fail, search above the word image for the possible presence of a cue 

word

W xl W x2 W xl W x2

Cue w >rd

! H

Word

Cue word

*■

Word

C xi Cx2 C xi Cx2

Cu e word

K --C
H

Word

C x i Cx2

Link current word to cue word when

{(Cxi < Wxl < Cx2) or (Cxi < Wx2 < Cx2) or (Cx2<=Wx2 & Cxl>=W xl)} & {No 

other linked word exists in between the cue word and the inspected word (area }

+ There is no restriction to the size o f  area H and the height o f  the area is dependent on the distance 
between the first found  cue word and the filled-in word
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Rule #4:

If rules #  1, 2 & 3 fail, search above the word image for a possible word image that 

has already been linked to a cue word

Wx2

Wxl
Linked
word

Word Lx2
Lxl

Wxl Wx2

Linked
word

Word

Lxl Lx2

Wxl Wx2

Linked
word

j i
v h

W ord

Lxl Lx2

Link Word to Linked word when

{(Lxl < W xl < Lx2) or (Lxl < Wx2 < Lx2) or (Lx2 <=  Wx2 & Lxl > =  Wxl)} & 

{h<=3 times the current word height *} & {No other word exists in between them}

*This h value is chosen based on the observations that the vertical gap between two lines o f  words in the 
same fie ld  is normally within 3 times the current word height. Thus, it is believed that by setting a 
threshold gap o f  3x the word height, the covered searching distance is sufficient to fin d  the correct 
contextual sources.
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Unfortunately, there is a fundamental problem for this linking algorithm — the order of 

the detected words is not the same sequence in which they are written. When the contour 

tracing method is applied to the image, it starts the search for seeds (black pixels) at the top 

left corner of the image and steps through the image searching along the x-direction first. 

Once a line has been completed, the search moves on to the next line of pixels down and 

continues until the last pixel of the image is reached. Since the height of the handwritten 

words varies across the field, the order of the detected words are then in the sequence of 

the searching order (see fig. 4-5).

e l z t t t  s 1 c s 4 B t

l * / 0 T T l A / 4 r H 4 M T

If o T ' K W  g ^ s n

Fig. 4-5. The detected mrds are found to be in the order of the searching sequence.

To resolve this problem, an alignment method is needed to re-arrange the words, prior 

to linking, so that they are in the sequence of left to right, top to the bottom. This is done 

by sub-dividing the image into several regions based on the horizontal histogram profile of 

the image and re-arranging the detected words of these regions from left to right. Fig. 4-6 

shows the horizontal histogram profile for the image shown in fig. 4-5.

Fig. 4-6. The horizontal histogram profile for the image shown in fig 4-5.
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Based on this horizontal histogram profile, the words that belong to a sentence or field 

can thus be identified. The number and size of the regions are determined by the start and 

end positions of the histogram groups. For example, for the image in fig. 4-5, there will be 

3 groups of words after the region has been divided (as shown in fig. 4-7) and the words in 

each group are then re-arranged in left to right order.

Region 1

Region 2

Region 3

Fig. 4-7. The subdivided regions and the re-arranged words after the horizontal histogram analysis for image shown
in fig. 4-5.

Unfortunately, this method is not robust enough to divide the regions correctly every 

time. For some forms, the histogram projection method will group more than one 

sentence together in a region. As a result a wrong word sequence is produced leading to a 

miss linking of filled words to the context. Figs. 4-8 (a) & (b) shows an example of how 

this can happen.

Fig. 4-8 (a). The histogram projection method will occasionally fail to divide the regions correctly; especially for multi-
column forms.
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Cue Words

■ Z .
Name 

1 First Name

l  2 * 3  • Q A t^ t a l  t U | »  

A t  r S W A l  Tu m m P u RI.
Phone no ^  2 -5 ,3 -S l  I  pnQt Code 1 S ’ ?  1 O O  t

Fig. 4-8 (b). The subsequent divided regions and the re-arranged words after the horizontal histogram analysis for 
image shown in fig. 4-8 (a). Note that words no. 5,7 & 9 willfail to find their cue words since word no. 6 is linked

to the cue word only after processing word no. 5.

There are two possible methods for re-solving this issue — improving the region 

dividing technique or modifying the linking method/sequence. Since there is no 100% 

foolproof method for segmenting the regions correcdy that does not incur heavy penalties 

in terms of processing time and computational needs, a second pass method was employed. 

It was found that by performing a second linking attempt (using the same set of rules) on 

the words that have not been linked, this problem could be resolved completely.

There is another potential situation that could cause failure in the linking algorithm — 

the irregularity of the cue word position. As stated in rules 1 to 4, the contextual 

information for a word should be found at the left or above cue words or via linked words. 

However, in some form designs, the position of the cue word is positioned centrally above 

the filled-in area. This results in some of the filled-in words failing to find their related 

context. Fig. 4-9 shows an example of this scenario.
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No context 
found for 
these 2 
words

Rule#3

1 Rule#2

M i  \ t o > M ' [ S F x > A E ) H Q )
Rule#4

Fig. 4-9. Some of the words fail to locate their related context due to the position of the cue word

To resolve this problem, an extra rule is added to the second linking attempt — i.e. if 

rules #1-4 still fail to locate the context for an unlinked word in the second pass attempt, 

the system should search for possible linked/cue words to the right position of the filled 

word. This is illustrated in detail as follows:

Rule #5:

If rule #1-4 fails during the second pass, search to the right of the word image for a 

possible cue word or word image that has already been linked to a cue word

Wy2

W yl
Word

d
Linked / Cue 

word

Ry2

R yl

W yl

W y2
Word

Linked /  Cue 
word

Ry2

R yl

W yl

W y2
Word

Linked /  Cue 
word

Ry2

R yl

Link current word to right cue/linked word when

{(Lyl < Wyl < Ly2) or (Lyl < Wy2 < Ly2) or (Ly2 <= Wy2 & Lyl > =  Wyl) or (Ly2 >=  

Wy2 & Lyl <=  Wyl)} & {d<= the average word length found in docum ent} & (No

other word exists in between them}

#  This value was chosen based on the same observation found fo r rule no. 2
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Note that this rule is only applied at the second pass attempt to avoid the problem of 

linking error for some form designs such as the one shown in fig. 4-4. Since there is only 

less than 1.7% (see table 4-3) of the filled-in words that have their context cue words 

located to the right position, it is more important to get the 98% of filled words to link 

correctly. Hence, it is only when all the attempts fail to locate the cue words that this rule 

is used.
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4.4 Experiment I: Filled Word Identification

As the contextual linking algorithm and the CSR engine used in this study required 

knowledge of the filled-in data in word format, a study is needed to assess the effectiveness 

of the filled-in data word finding technique. There are 2 sets o f data being used in this 

experiment; the first one is used to assess the effectiveness of the word finding technique 

when dealing with different kinds of handwriting style, whilst the second data set is used to 

assess the word finding performance when dealing with extracted data from different kinds 

o f form design. The first set of handwritten words that were used in this experiment was 

obtained from the extracted data images used in section 3.3.3. These consist of 3 different 

types of form, each filled-in by 10 different writers. The second data samples were from 

handwritten words extracted from 15 different types of form, each filled by the same 

writer. The 30 extracted data images are shown in Appendix E whilst the 15 filled-in form 

samples are shown in Appendix D. Table 4-4 shows the experimental results for the first 

data sample. In total, there are 1382 filled-in data words identified correctly out of the 

1498 filled-in data word total for these 30 forms. The overall success rate is approximately 

92%.

Form4-1 Form4-2 Form4-3

No. of 
w ords 

Expected

No. of 
word 
found  

correctly

Accuracy
(%)

No. of 
words 

Expected

No. of 
word 
found  

correctly

Accuracy
(%)

No. of 
words 

Expected

No. of 
word 
found  

correctly

Accuracy
(%)

WriterOI 60 57 95% 57 57 100% 39 35 90%
Writer02 69 65 94% 56 55 98% 43 43 100%

Writer03 65 59 91% 58 56 97% 42 42 100%
Writer04 51 48 94% 55 52 95% 36 36 100%
Writer05 48 39 81% 44 36 82% 38 32 84%

Writer06 54 51 94% 53 51 96% 40 40 100%
Writer07 55 48 87% 54 53 98% 50 44 88%
Writer08 46 44 96% 49 48 98% 44 42 95%
Writer09 64 60 94% 58 52 90% • 40 29 73%
WriterlO 45 29 64% 49 44 90% 36 35 97%

Overall 557 500 90% 533 504 95% 408 378 93%
Table 4-4. Overall character-merging results tested on 30filled-in forms (3 forms x 10 writers).
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The results suggest that the proposed character-merging technique is capable of 

identifying the filled-in words correctly for more than 90% of the time. The 10% fallout is 

mainly due to 2 reasons — inconsistent gaps between words or characters and overlapping 

words due to poor form design (see fig. 4-10).

lo o fv jc , ftpo H o  E

Different field 
words are touching 
each other — S>TfcN

l o s 10 0

Words are placed 
very close to each 
other

[ o u s ~ i  a
Words are 
separated due to 
inconsistent 
character gaps

Fig. 4-10. Some of the words are difficult to identify due to inconsistenty in the character gap or overlapping
characters caused by poor form design.

Table 4-5 shows the experimental results for the second data sample. In total, there are 

445 filled-in data words identified correcdy out of the 493 filled-in data word total for these 

15 forms. The overall success rate is approximately 90%.

These results suggest that form design does influence a person’s writing style. A 

narrow filled-in space will force the characters and words to be packed together while 

boxed discrete filled-in areas will tend to separate characters apart. Nevertheless, the 

experimental results have shown that the merging technique was able to merge characters 

into words correcdy 90% of the time both for different writing styles and form designs. 

Figs. 4-11 and 4-12 show an example of the induence of a poor form design and box 

discrete fields on writing style
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No. of expected 
words

No. of word 
found correctly Accuracy (%)

Form #1 33 31 94%
Form #2 17 16 94%
Form #3 27 25 93%
Form #4 25 20 80%
Form #5 30 28 93%
Form #6 51 49 96%
Form #7 31 29 94%
Form #8 16 13 81%
Form #9 31 28 90%

Form #10 34 28 82%
Form #11 50 48 96%
Form #12 67 60 90%
Form #13 30 27 90%
Form #14 31 26 84%
Form #15 20 17 85%
Overall 493 445 90%

Table 4-5. Overall characters merging results tested on 15 different forms filled-in by a single writer.

Name and Address 
(as written on parcel)

Vy.S. rtau C , , AB&CTSyogfr

frgwiE: , Srt ftKVjs , UolTmfrtiVw

E 3  m  ~ f t e e ^ F e R S

SSwfc . S.T UOTtw&tlM

Fig. 4-11. Poor form design such as allocating too little space and asking too many questions at once contributed to
some of the word identification failures.

Daytime phone number
Evening phone number

1 ■: ff -T'' agjfflpg ■ t

_J  L .
?  IV «Ul

o  I I  S 3  I ffl B S 3  I
m  » a » » a E3 e s

Fig. 4-12. The proposed merging technique fails to form some words correctly where the gap between characters is
inconsistence in box discrete field data.



Chapter 4 Contextual Focused Recognition

4.5 Experiment II: Contextual Cue Words Retrieval

As the retrieval of contextual cue words relies heavily on the OCR engine, a study is 

needed to assess the effectiveness of using such a method for retrieving the cue words. 

This experiment aims to evaluate the cue words retrieval rate for form documents that are 

digitized with 200dpi resolution. As reported in section 3.3.1, the OCR performance at 

resolutions of 200dpi and above is identical for form images that are processed with and 

without the quantization process applied. Therefore, in this experiment, only the original 

digitized form images were evaluated. The forms that were used in this experiment were 

the second data set of 15 forms that were used in the previous experiment (section 4.4) — 

i.e. the form samples shown in Appendix D.

Table 4-6 shows the experimental OCR results obtained from the 15 original 24-bit full 

colour images. In total, there are 186 cue words for these 15 forms and the retrieval rate is 

computed manually by counting the total number of correctly recognized cue words in a 

form over the total number of cue words in that form.

Total number o f cue 
words

Total number o f OCR 
recognized cue words Retrieval rate (%)

Form  #  1 28 28 100%
Form  #  2 20 20 100%
Form  #  3 10 9 90%
Form  #  4 24 24 100%
Form #  5 15 15 100%
Form #  6 16 16 100%
Form #  7 10 9 90%
Form #  8 14 14 100%
Form  #  9 23 22 96%

Form  #  10 18 18 100%
Form  # 1 1 42 42 100%
Form # 1 2 16 15 94%
F o rm #  13 15 14 93%
Form # 1 4 19 19 100%
Form  # 1 5 8 8 100%
Overall 278 273 98.2%

Table 4-6. Contextual cue words retrieval rate for 15 form images digitized at 200dpi resolution.
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As expected, the cue words retrieval rate is close to 99%. There are only five miss- 

retrieved cue words, these being due to the very small printed size of the cue words in each 

particular form. Since cue words are rarely printed in small font size, this miss-retrieval 

case is considered small and negligible. The experimental results therefore suggest that 

more than 98% of the cue words can be located successfully with the current OCR 

software at an image resolution o f 200dpi.

4.6 Experiment III: Linking Accuracy

As the contextual cue words are used to guide the CSR search domain to achieve better 

recognition results, the accuracy o f the linking algorithm becomes very important in 

determining the magnitude of this gain. If the linking accuracy is poor, the CSR will be 

miss-directed and the improvement in recognition rate will be limited, if not actually 

reduced. This experiment aims to evaluate the linking accuracy by examining the total 

number o f correct and incorrect cue word to filled-in word links. The accuracy is 

calculated manually as the number o f correctly linked words to the total number o f filled-in 

words in a given form. The same 2 data sets used in experiment I (section 4.4) were used 

for this experiment — i.e. the form samples shown in Appendix D and E.

Table 4-7 shows the experimental results for the first data sample. In total, there are 

only 12 words linked incorrecdy out of the 1509 linked word total for these 30 forms. The 

overall accuracy rate is approximately 99%. The snapshots of the linking results are shown 

in Appendix F.
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Form4-1 Form4-2 Form4-3

No. of 
correct 
linked 
words

No. of 
wrong 
linked 
word

Accuracy
(%)

No. of 
correct 
linked 
words

No. of 
wrong 
linked 
word

Accuracy
(%)

No. of 
correct 
linked 
words

No. of 
wrong 
linked 
word

Accuracy
(%)

WriterOI 70 1 98.6% 66 0 100% 49 0 100%

Writer02 66 3 95.7% 60 0 100% 42 0 100%

Writer03 60 1 98.4% 62 0 100% 38 0 100%

Writer04 56 0 100% 58 0 100% 38 0 100%

Writer05 41 3 93.2% 47 1 98.0% 37 0 100%

Writer06 50 1 98.0% 53 0 100% 38 0 100%

Writer07 41 0 100% 59 0 100% 45 0 100%

Writer08 45 0 100% 49 0 100% 41 0 100%

Writer09 59 0 100% 58 0 100% 39 0 100%

WriterlO 36 2 94.7% 56 0 100% 38 0 100%

Overall 524 11 97.9% 568 1 99.8% 405 0 100%

Table 4-7. Overall linking results tested on 30 filled-in forms with 10 different writers.

The linking errors are mainly due to form design, where some of the fields are placed 

very close to each other (fig. 4-13).

Correctly linked words

r- Description

->B> oW L

Incorrectly linked words

NocMtems Value

m
< Average word

— > n  s o

Fig. 4-13. When severalfields are placed very close together (less than the average width of the filled words), then the 
linking method will fail to link the correct context to the filled word

It is important to point out that in this experiment, not all of the words found in a 

form were linked. There are 76 extracted words (4.8% of 1585 total extracted words) that 

were not linked to any context. The main reason for this is due to the fact that about 4% 

of the extracted words are formed by two or more words from different fields touching 

with each other. Thus, when the linking method applied, there will be more than one cue 

word that meets the linking criteria for these touching words (see fig. 4-14). Such ‘words’
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will then be excluded from the link list and classified as unlinked by the linking engine. 

However, the linking of a ‘word’ to more than one cue word could be used as an indicator 

to the system of possible touching words within the identified area. Additional techniques 

could then be invoked to attempt to separate them.

2 touching words were grouped 
together and associated with 2 cue 
words (Postcode & Country)

1 Town 1

Postcode H 0

C ountry  HU

2 touching words were grouped 
together and associated with 2 cue 
words (Town & Postcode)

Fig. 4-14. Some of the touching characters mil group 2 or more words togetherfrom differentfields. The linking of 
more than one cue word could thus be used to detect such cases.

There is another 0.8% of the extracted words that fail to link to any context due to the 

absence of a cue word. This is a case where no suitable cue word is available for the field 

as mentioned in section 4.1.

Total number o f correct 
linked words

Total number o f wrong 
linked words

Linking accuracy
(%)

Form #  1 34 0 100%
Form #  2 16 0 100%
Form #  3 27 0 100%
Form #  4 32 0 100%
Form #  5 32 3 91.4%
Form #  6 45 5 90.0%
Form #  7 29 3 90.6%
Form #  8 7 3 70%
Form #  9 28 1 96.6%

Form #  10 59 4 93.7%
Form # 1 1 72 8 90.0%
Form #  12 62 5 92.5%
Form #  13 50 3 94.3%
Form #  14 40 0 100%
Form #  15 22 0 100%
Overall 555 37 93.8%

Table 4-8. Overall linking results tested on 15 different types of form filled-in by one writer.
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Table 4-8 shows the experimental results for the second data sample. In total, there are 

37 words linked incorrecdy out of the 592 linked words total for these 15 forms. As 

expected, since the writing style is affected by the form design, different forms produce 

different linking results. However, the overall accuracy rate is generally over 90% for all 

but form number 8. The poor linking rate in this form is due to poor form design and 

lack of data for this particular form (see fig. 4-15).

Cue words

Cue word Incorrectly linked 
words

Bax-code
Name! rinftuST

s

Correctly linked 
words

Fig. 4-15. Sample fiorm#8, which has a very poor layout design that allocates too little space and asks more than a
single question per field.

There are 19 extracted words (3.4% of the total extracted words) that were not linked 

to any context. Most of these words (13 out of 19) failed to find their context due to the 

inconsistency of gap distance between the words, which, again, is mainly caused by the 

form design.

The results from this experiment suggest that the linking method is capable of linking 

the contextual cue words to the filled-in words with a very high accuracy rate (close to 

100%) for certain types of form. The overall linking accuracy tested on 15 different types 

of forms yields an average accuracy rate of 93.8%. The experimental results also shows 

that handwriting styles have litde effect on the linking accuracy; in fact the linking accuracy
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is only really dependent on the form design. This experiment also demonstrates that the 

linking method can be potentially used to detect touching words from different fields.

4.7 Experiment IV: Contextual Focused CSR

Research has shown that the CSR recognition results can be improved by reducing die 

size o f die lexicons used [32,164,165]. By using the contextual knowledge acquired from 

the linked cue words, it is possible to pre-select an appropriate lexicon prior to any 

recognition. Thus, die lexicon used to recognise a word could be reduced to a specific 

lexicon such as Name, Address or Postcode.

This experiment aims to quantify the overall CSR performance that could be gained by 

using contextual focussed recognition rather than the conventional CSR method. In this 

experiment, only the words (obtained from the 3 different types of form that were filled by 

10 writers in section 4.5) that are suitable for a holistic word recognizer were used. Thus, 

the data fields considered in tiiis experiment were ‘flame’, ‘month’, ‘town’, ‘country’, 

‘address’ and some specific fields such as ‘service used’ and ‘item description’. The total 

number of unique words in the CSR database was 937, which could be divided into several 

sub-dictionaries by the contextual information as shown in table 4-9. By using a different 

lexicon for each of the words (based on their linked context), the search domain for the 

recogniser could be effectively reduced by approximately 56%-99%.
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Contextual Cue word Number of words
Country 230 words
Address 524 words
Name 167 words
Town 163 words
Month 20 words

Item Description 21 words
Service used 5 words

Total unique words 937

Table 4-9. The words distribution for each of the data fields and the total number of unique words used by the C5R.

Note that effort has been made to include all of the possible words for each of these 

fields (except the name, address and item description fields). Since it is impossible to 

include all o f the names, items or addresses that exist in this world into the dictionary, the 

lexicons that were used by the CSR for these fields contained only the name, item and 

address data that appeared in the test set forms. However, the address data do include all 

the major UK town and country names. For the full list of lexicons that were used in this 

experiment, please refer to appendix G.

Table 4-10 and Figure 4-16 show the results of the CSR performance on the extracted 

data both with and without the use of contextual information. There were a total o f 807 

words from these 30 filled forms, in which 23 of them are unlinked words and only 2 of 

them are incorrectly linked words. The low number of incorrectly linked words is due to 

the fact that most of the incorrectly linked words that are reported in experiment III in 

section 4.6 were numeric words. These were not considered in this experiment as the 

holistic recognition engine used could not deal with such data. For the 23 unlinked words, 

there can be no improvement in the CSR rates since the full dictionary must be used when 

performing the recognition task.
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Top 1 Top 5 Top 10
Form 4-1 

(242 words tested)
No Context Aid 41.3% 66.9% 74.8%

With Contextual Focus 59.1% 77.3% 80.6%
Improvement +17.8% +10.4% +5.8%

Form 4-2 
(313 words tested)

No Context Aid 38.7% 64.5% 73.2%
With Contextual Focus 47.9% 74.1% 81.2%

Improvement +9.2% +9.6% +8.0%
Form 4-3 

(252 words tested)
No Context Aid 49.6% 75.8% 82.1%

With Contextual Focus 59.9% 82.5% 88.1%
Improvement +10.3% +6.7% +6.0%

Overall 
(807 words tested)

No Context Aid 42.9% 68.8% 76.5%
With Contextual Focus 55.0% 77.7% 83.1%

Improvement +12.1% +8.9% +6.6%

Table 4-10. A  comparison of recognition results and overall performance gain using either a 937 word lexicon 
(without contextual focus) or separate sub-directory sirred lexicons (with contextual focus).

The CSR Recognizer performance

■g 85%
NC(J)
8  75% a>

'o

8  55%CD
isc

45% <1) a.
35%

Top 1 Top 5 Top 10

Word Ranking (by recogniser)

Without Contextual F o c u s  With Contextual Focus

Fig. 4-16. A  graphical representation of results shown in table 4-7.

Overall, the experimental results show that a recognition system that utilises contextual 

knowledge does have a significandy higher recognition rate (9-17%) than a similar 

recognition system that does not employ any contextual information. The different 

improvements in recognition rate seen in the 3 cases are due to the fact that the specifics of 

the words tested in each case are different. For example, form 4-2 contained much more 

address data than form 4-1, thus the lexicon size reduction in form 4-2 is less than in form 

4-1 which therefore allows less scope for improvement. Thus, it is clear that when
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different types o f form are used, the performance gains achieved will be different. In fact, 

if a poorly designed form was used, the recognition results could actually be reduced. 

Fortunately, as demonstrated in experiment III in section 4.6, this will rarely happen and in 

most of the cases, a linking accuracy of higher than 90% can be achieved.

It is important to point out that if the top 5 and top 10 results are considered, the 

overall improvement is decreased. This is due to the fact that it is always more difficult to 

improve a system that has a higher recognition rate than a poorly performing recognition 

system. Nevertheless, the contextual aided recognition system does consistently 

outperform a recognition system that does not employ any contextual knowledge and 

produces a net 6-12% improvement (top 10 and top 1 results), even when taking into 

account the miss-linked words.
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4.8 Conclusion

A novel method has been presented that uses high OCR rates to help improve the CSR 

performance in a form processing application. A new character-merging technique was 

developed that can group related characters together to form words for the CSR task. By 

using the high OCR rate on the pre-printed text on a form, contextual cue words were 

retrieved and automatically linked to the filled-in word. These linked words, along with 

their contextual knowledge, are then presented to a CSR engine for recognition.

Several experiments have been conducted to evaluate the performances for each of the 

steps involved in the process. The experimental results show that the proposed character- 

merging technique is able to merge the related characters into words correcdy 90% of the 

time for different writing styles and form designs. Using commercially available OCR 

software on 15 different types of form, scanned at 200dpi, an average of 98% of the cue 

words were successfully retrieved. With the proposed linking algorithm, these retrieved 

cue words were then linked to the filled-in data words with an accuracy rate of over 90% 

on most of the forms. This linking accuracy is shown to be sensitive to form design but 

not to writer style. Consequendy, an average o f about 3-5% of the words were not linked 

to any context.

The significance of this contextual knowledge linking has been determined by 

comparing the recognition rates for the contextual focused and conventional CSR 

methods. On average, the contextual information provided a 12% CSR rate improvement 

for top 1 word classification over the non-context aided CSR system.
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5. M ODEL-LESS FORM PROCESSING

The research studies conducted in chapters 3 and 4 were based on the assumption that 

the blank form is always present. However, under certain circumstances, the blank form 

will not be available to the system. For example, in a company where thousands of 

different kinds of invoices are being processed daily, there will be no specific design of 

invoice to expect and a form processing system will need to be able to process these forms 

(invoices) without using the blank form knowledge. The same problem may also occur in a 

market research company where there are lots o f different kinds o f forms being used in 

different research projects. In this case, it could be quite difficult to process all of the 

forms that have been accumulated over the years. All sorts of awkward conditions may 

arise such as the blank form version of some forms being missing, different kinds of forms 

being mixed together etc.

This chapter investigates the possibility of using the techniques and algorithms 

developed in chapters 3 and 4 to process a filled form without using the blank form. 

Section 5.1 first describes the idea of using OCR and the line detection algorithm presented 

in chapter 3 to locate and remove the pre-printed text and lines from a form. Section 5.2 

then presents the idea of using the word finding and contextual linking algorithms 

described in chapter 4 to locate and extract the filled-in data. This is followed by two 

experiments to evaluate the system performance, using such an approach, in terms o f the 

extraction recall and accuracy rate (section 5.3) and the filled word retrieval and accuracy 

rate (section 5.4).
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5.1 Pre-printed Entities Removal

In order to reliably remove the pre-printed entities from a form without using a 

reference model, one needs to develop a method that is based on the pre-printed entities 

common characteristics. As stated in section 1.1.2, the characteristics of form pre-printed 

entities are as follows:

- Lines are commonly oriented in horizontal and vertical directions

- Most of the pre-printed text can be recognized using current OCR software packages

Based on these two characteristics, form pre-printed text entities can be easily located 

by applying the OCR software to the raw image. However, unlike the previous cases, data 

that has been filled-in using a typewriter or machine printed text will not be as easily 

distinguished from the pre-printed text as in a form processing system that has the blank 

form image. It is only the data that has been filled-in by hand that can be distinguished 

from the pre-printed text using OCR software. Experiments carried out on the 

handwriting samples in all of the forms used in this work has shown that OCR software is 

unable to recognize any handwritten words at 200dpi resolution. Hence, for a hand-filled 

form, by removing* all of the recognizable text from the form image, the remaining 

elements in the image will then be just the pre-printed lines, logos and the filled-in data. 

To further ensure that all of the pre-printed text can be successfully removed, OCR is 

applied to each of the colour domains separately. Since pre-printed text entities normally 

occupy only one of the colour domains in a form, by processing each of these colour 

domains separately the OCR will have a higher probability o f recognizing the text. This is

* In this work, this was done manually by removing all the fully recognized pre-printed text found in the 
image using commercial available OCR software package. Note that a fully recognized word is defined as 
being any completely recognized word that is in the pre-defined OCR dictionary.
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especially so for cases where the filled-in words are of a different colour to the pre-printed 

text and are not overlapping with the pre-printed text.

In addition, as the targeted filled-in text is assumed to contain handwritten words only, 

any connected components that are less than 8 pixels square can also be removed. As 

explained in section 3.2.4, this is due to the fact that a handwriting character that is smaller 

than 8 pixels square is difficult, if not impossible, to produce in a form document that has 

been scanned at 200dpi resolution. This process is done by applying the contour tracing 

method, used in section 3.2.2, to the image that has already had the larger OCR recognized 

pre-printed text removed. Any connected pixel group that is less than 8 pixels square can 

then be automatically removed. This action effectively removes most of the small size pre

printed text that was unrecognizable to the OCR. After the pre-printed text and noise 

removal process has been performed, the vertical and horizontal lines are then removed 

using the line detection algorithm developed in chapter 3. However, unlike our earlier 

work, it was not found necessary to apply RLSA to the image before line detection since 

the dotted lines will have already been removed* by the above connected component 

removal process. A smaller vertical and horizontal run length threshold was thus used in 

this system to ensure that short vertical lines (those used to form boxes or frames) were 

also removed. To avoid sections of handwritten data and other non-line components 

being accidentally removed, a more reliable line verification process is also employed. As 

handwriting stroke widths are generally thicker than the pre-printed lines in a form, pre

printed lines can be ascertained by comparing the width of the suspected lines to a given 

threshold. Since long and prominent lines can easily be detected with the algorithm

* During the connected component identification process, each o f die line dots will be less than 8 pixels 
square and will thus be removed by the system
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developed in chapter 3, only short run length lines that are shorter than the long line 

threshold are subject to this verification process. In this study, the threshold values that 

were used for the vertical and horizontal run length were 50 pixels (short) and 100 pixels 

(long) whilst the line verification threshold value was set to 3 pixels width. This is based on 

the empirical results obtained from 15 of the form samples, in which it was found that no 

‘line-like’ handwritten words (dash, T  or T character) had a width o f less than 3 pixels. 

Because pre-printed lines are generally thinner than the handwriting stroke width, we can 

selectively remove any detected short run length lines that have a width of less than 3 

pixels.

After the removal process, the remaining objects in each o f the colour domains are 

then merged together to form a black and white image ready for CSR process. Fig. 5-1 

shows the system diagram for this pre-printed text and line removal process.
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Fig. 5-1. System diagram for the pre-printed entities removalprocess that does not utilise any blank form
sample.
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5.2 Filled-In Word Extraction

Although there are a number of unsuccessfully removed pre-printed components 

(logos and unrecognised pre-printed text etc) left in the image after pre-printed entity 

removal, it was hypothesised that the cue word linking method could be used to locate the 

filled-in words and hence filter these unrecognised pre-printed components. Generally, 

filled-in data areas are unlikely to be located near to these components. This is due to the 

fact that a company logo is usually located at the top or bottom comer of a form and any 

un-recognized pre-printed text is normally the small print information that is located far 

from the filled-in areas. Therefore, when the 2-pass linking rule method developed in 

chapter 4, is applied, many of the pre-printed components that have not been removed by 

previous process can be discarded. Fig. 5-2 shows an example of how this can happen. In 

this particular example, the inability of the OCR to recognize the inverse printed text is 

believed to be due to the noise that was generated by the colour segmentation process. 

However, these words are successfully discarded using the cue word linking method.

Un-recognized
1 n V F b f c  Logo/picture /  inverse printed text

Cue Words0
Nrst nam es ~ > E g jj M C r J > |$EoHfr| ISnm nm riW W O N fl

lAddres

Cue Words
Poijtime phopg^uimberl E D  t  B  9 "  "t & ""£W 5~3r~l /
Evening phone numbeij  I  S & 8 1̂ Cue Words

Fig. 5-2. By using the cue words and linking algorithm that was developed in chapter 4, filled-in words can be 
distinguishedfrom the unsuccessfully removed pre-printed entities.

By using the cue words definitions defined in table 4-1 section 4.1, all the recognized 

cue word locations can be recorded. Unfortunately, like our previous OCR experiment, as

1.11
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there was no OCR SDK available that could be used to provide this location information 

automatically, the cue word locations were manually obtained. However, we expect that 

this information would be readily available if  an SDK was used.

The word finding algorithm described in section 4.2 was then applied to the extracted 

output obtained in section 5.2 to locate the filled-in words. By using the linking rules 

developed in section 4.3, words that met the linking conditions were then extracted and fed 

into the CSR engine for recognition.

5.3 Experiment I: Extraction Efficiency

To assess the effectiveness of this model-less form extraction system, the same two 

parameters that were used in experiment II in section 3.3.2 were employed, i.e. precision 

and recall rate. As explained in section 3.3.2, the precision rate reflects the percentage of 

correctly extracted components over the total number of extracted components, whilst 

the recall rate provides the percentage of components that the system can extract over the 

total number o f expected components from the specific form.

The same 2 data sets used in experiment I in section 4.4 were chosen for this study so 

that the final results could be compared. The first data set consists o f 15 different types of 

form, each filled-in by one single writer and the second data set comprises of 3 different 

types of form, each filled by 10 different writers. The first data set is used to test the 

system extraction efficiency when handling different form types, whilst the second data set 

is used to check if the extraction performance is affected by different handwriting styles 

within the same type of form.

1 1 2
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Table 5-1 shows a summary of the extraction recall and precision rate for each of the 

forms in the first data set. As expected, without using the blank form images, the 

extraction precision rate is dramatically reduced when compared to the model-based 

system. The precision rate of 96-99% in experiment II of section 3.3.2 compares to an 

extraction precision rate of approximately 71% for the model-less system. This decrease is 

closely related to the recall rate, which has increased from 96-100% in the system that 

utilized blank form images to 141% for this model-less extraction system. A recall rate of 

over 100% indicates that the extraction system has extracted more components than 

expected. These extra components are the pre-printed entities that the system failed to 

remove.

Total number 
of expected 
components

Total number 
of extracted 
components

Recall
(%)

Total number 
of correct 

components

Precision
(%)

Form#l 126 126 100% 126 100%
Form#2 69 72 104% 69 95.8%
Form#3 152 169 111% 152 89.9%
Form#4 137 150 109% 137 91.3%
Form#5 124 125 101% 124 99.2%
Form#6 117 119 102% 117 98.3%
Form#7 97 351 362% 97 27.6%
Form#8 69 106 154% 69 65.1%
Form#9 84 126 150% 84 66.7%
Form#10 110 351 319% 110 31.3%
Form# 11 211 236 112% 211 89.4%
Form#12 138 179 130% 138 77.1%
Form#13 125 154 123% 125 81.2%
Form# 14 129 134 104% 129 96.3%
Form# 15 71 83 117% 71 85.5%
Overall 1759 2481 141% 1759 70.9%

Table 5-1. Summay of the extraction recall andprecision rate tested on 15 different types of form without 
using the blank form image as a reference.

The total number of pre-printed components that the system failed to remove is seen 

to be directly related to the form design. For example, in the case o f form # 10, there are a 

lot o f small printed characters that were unrecognizable by the OCR but which were bigger

1.13
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than 8 pixels square size and, hence, close to some of the small handwriting character sizes. 

Consequendy these components were not removed (see fig. 5-3 and fig. 5-4).

Logo and 
tick mark

Inverse 
printed text

Small
printed text

Fig. 5-3. Sample form#10, which contains many small machine printed text, inversely printed text and logo areas.
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F/g. 5-4. FA? extracted output components for sample form# 10 shown in fig. 5-3.
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Similarly, in the case of form#7, a lot of the pre-printed text was inversely printed and 

small in size. The OCR failed to recognize these components leading to a very high recall 

rate and, therefore, a low precision rate.

Although the 70% precision rate seems low, this model-less extraction system can be 

considered a success if the recall rate is taken into account. As the recall rate is consistently 

over 100% for all o f the cases, there will be no filled-in data loss after the removal process. 

In fact, the extra miss-extracted logo and small pre-printed text components can be further 

filtered by relying on some post-processing method such as cue word linking (discussed in 

the next section) and recognizer’s confidence analysis (discussed in the future work section 

of chapter 6).

Form 1 Form 2 Form 3
Precision

<%)
Recall

(%)
Precision

(%)
Recall

(%)
Precision

(%)
Recall

(%)
WriterOl 93.4 107 96.5 104 99.4 100.6
Writer02 96.2 104 97.0 103 99.5 100.5
Wtiter03 95.7 104 98.5 102 100 100
Writer04 95.2 105 98.3 102 100 100
Writer05 92.0 109 96.5 104 100 100
Wtiter06 92.9 108 97.3 103 100 100
Wtiter07 94.0 106 98.4 102 100 100
Wtiter08 94.0 106 97.1 103 100 100
Writer09 93.5 107 97.7 102 100 100
Writer 10 93.1 107 97.9 102 100 100
Overall 94.1 106 97.5 103 99.9 100.1

Table 5-2. Summary of the extraction recall and precision rate tested on 3 different types of form, each filled by 
10 different writers, without using the blank form image as a reference.

Table 5-2 shows the extraction recall and precision rate tested on the second data set. 

Overall, the extraction precision rate is consistent across the different writers in a given 

type of form. In all the cases, the recall rate is more than 100%, which again means the 

system extracted more components than expected. Logos and miss-detected lines
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contributed almost 5% of the extra components in form 1. The experimental results 

confirm that the system extraction and recall rate is not affected by different handwriting 

styles, but is affected by the form design. This is inline with the conclusion made in [3] and 

previous chapters 3 & 4, where form design has been shown to change handwriting styles 

and affect the capturing accuracy.

5.4 Experiment II: Filled Word Retrieval Rate

This experiment aims to assess the effectiveness of retrieving the filled-in words using 

the cue words and linking algorithm in a model-less form-processing environment. Two 

new parameters were used to measure the system performance — retrieval accuracy and 

retrieval rate. The retrieval accuracy is defined as the percentage o f words that are 

retrieved correctly over the total number of words retrieved by the system, whilst the 

retrieval rate is defined as the percentage of words that are retrieved correctly over the 

total number of expected words to be retrieved. In section 4.6, an experiment was 

conducted to measure the linking accuracy of the model-based extraction system. We can 

calculate the filled-in word retrieval and accuracy rate for the results obtained in section 4.6 

by considering the number of correctly linked words as the number of correctly retrieved 

words and the total number of linked words plus the unlinked words as the total number 

of retrieved words expected.

Table 5-3 shows a comparison between the calculated filled-word retrieval accuracy and 

accuracy rate results for the model-based extraction system and the results obtained using 

the model-less extraction system on the first data set.
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Model-Based 
Extraction System

Model-less 
Extraction System

Retrieved
words

(correct)

Retrieved
words
(total)

Expect
ed

words

Accuracy
Rate
(%)

Retrieval
Rate

-

Retrieved
words

(correct)

Retrieved
words
(total)

Expected
words

Accuracy
Rate
(%)

Retrieval
Rate
(%)

Form
#1 34 34 34 100 100 34 34 34 100 100
Form
# 2 16 16 16 100 100 16 16 16 100 100
Form
#3 27 27 27 100 100 27 27 27 100 100
Form
# 4 32 32 32 100 100 32 34 32 94.0 100
Form
# 5 32 35 35 91.4 91.4 32 35 35 91.4 91.4
Form
#6 45 50 51 90.0 88.2 45 51 51 88.2 88.2
Form
#7 29 32 36 90.6 80.6 29 52 36 55.8 90.6
Form
# 8 7 10 15 70.0 46.7 7 12 15 58.3 46.7
Form
#9 28 29 31 96.6 75.7 28 34 31 82.4 75.7
Form
#10 59 63 66 93.7 89.4 59 78 66 75.6 89.4
Form
#11 72 80 81 90.0 88.9 72 83 81 86.7 88.9
Form
#12 62 67 67 92.5 92.5 51 76 67 66.6 76.1
Form
#13 50 53 56 94.3 89.3 50 58 56 86.2 89.3
Form
#14 40 40 40 100 100 40 40 40 100 100
Form
#15 2 2 22 2 2 100 100 22 25 2 2 88.0 100
Total 555 590 609 94.1 91.1 544 658 609 82.7 89.3

Table 5-3. Summary and comparison of the filled-in word retrieval accurary rates using the cue words locating 
and linking methods in the model-based and modeless extraction system on the first test set data.

The experimental results show that when using the blank form image to perform the 

extraction and the cue word linking method to locate the filled-in words, 91.1% of the 

expected filled-in words will be retrieved successfully. The retrieval accuracy rate for the 

model-based system is also seen to be 94.1%, which means that on average there will be 

extra 6 words that are wrongly retrieved for every 100 retrieved words. These wrongly 

retrieved words being those filled-in words that were wrongly linked to incorrect cue words 

by the linking algorithm.

When the same data set was tested on the model-less extraction system, the retrieval 

rate drops from 91.1% to 89.3%. This is equivalent to another 1.8% of the expected filled-
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in words being lost. This extra 11 word loss is caused by the merging o f unrecognized pre

printed components to filled-in words, causing them to be miss-treated as a single word 

during the character merging process (see fig. 5-5). The retrieval accuracy for this model- 

less system also drops from 94.1% to 82.7%. Thus, for every 100 words that the system 

retrieved, 17 o f them are incorrect. As before, 6% of these errors are due to the linking 

algorithm itself whilst an additional 11% of errors were found to be due to the failure of 

the removal process where small machine printed text was unable to be recognized and 

removed by the OCR.

Cue word

Extra Word (unrecognised 
pre-printed text)

Lost Word (filled-in word merged 
with unrecognised pre-printed text)

o
I

L a  bi»ks

Fig. 5-5. A n  example of how unrecognisedpre-printed text could be treated as a valid word or part of a filled-
in word in a model-less extraction system.

It is worth pointing out that although the linking method failed to reject all o f the non- 

filled-in components (logo and unrecognized pre-printed text), approximately 75% of these 

components were successfully filtered by the system. However, the magnitude o f the 

retrieval and accuracy rate is seen to be dependent on the form designs. Form images that 

contain many small printed text and logos near to the filled-in areas (forms #7, #8, #12, 

etc), have a lower filled word retrieval rate. For form images that keep such components 

away from the filled-in area (form #10), then many of the miss-retrieved pre-printed 

entities are filtered by the linking rules.
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Table 5-4 shows the comparison results between the calculated filled-word retrieval 

accuracy rate for the model-based extraction system and the results obtained using this 

model-less extraction system with the second data set.

Form 1 Form 2 Form  3
Model-based

Retrieval
Accuracy

(%)

Model-less
Retrieval
Accuracy

(%)

Model-based
Retrieval
Accuracy

(%)

Model-less
Retrieval
Accuracy

(%)

Model-based
Retrieval
Accuracy

(%)

Model-less
Retrieval
Accuracy

(%)
Writer 1 98.6 97.2 100 94.3 100 100
Writer 2 95.7 95.7 100 93.8 100 100
Writer 3 98.4 95.2 100 93.9 100 100
Writer 4 100 100 100 93.5 100 100
Writer 5 93.2 93.2 98.0 90.0 100 100
Writer 6 98.0 90.9 100 93.0 100 100
Writer 7 100 100 100 93.7 100 100
Writer 8 100 97.8 100 90.7 100 100
W riter 9 100 95.2 100 93.5 100 100
Writer 10 94.7 94.7 100 93.3 100 100
Overall 97.9 96.0 99.8 93.1 100 100

Table 5-4. Sumrnary and comparison of the filled-in word retrieval accuracy rates using the cue words locating 
and linking method in the model-based and model-less extraction system on the second test set data.

The experimental results further confirm that the filled-word retrieval accuracy rate is 

consistent over the 10 different writers samples for a given form. Note that the model-less 

retrieval accuracy for form 2 is lower than for form 1 despite the fact that form 2 has a 

lower number of extra components than form 1 (3% in form 2 compared to 6% in form 

1). This is due to the fact that although there is higher number o f extra components found 

in form 1 these components are further from the filled-in areas and the cue words than in 

form 2. Thus, when using the linking algorithm to locate the filled-in words, many of the 

extra components found in form 1 are discarded. In addition, there are 2 filled-in words 

lost in form 2 for writer 5 due to the merging of extra components into the filled-in word.

In total, there were 65 words retrieved incorrectly out of the 1509 word total retrieved 

from these 30 forms. O ut of these 65 words, 12 of them are caused by linking errors, with
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the remaining being the unsuccessfully removed pre-printed components, o f which 43 of 

them were miss-linked to the cue word number, 4 of them to date, 4 of them to price and 2 

of them to town. It is obvious that if the same CSR test carried out in section 4.6 was 

performed again for this model-less system, then there would be virtually no difference at 

all in terms of CSR performance. This is due to the fact that only words that are suitable 

for the CSR process are selected for the test, meaning that, in this case, there will only be 2 

extra words added to the test (i.e. the pre-printed components that were miss-linked to the 

cue word town). However, if we assume that all o f these miss-linked words are fed to a 

recognizer and are wrongly recognized as a valid word/number string, then an additional 

6.2% (53 wrongly retrieved words/807+53 total words tested) reduction in CSR 

performance would be introduced into the system. With the demonstrated average CSR 

improvement of 12.1% at top 1 position found in section 4.6 when using contextual aided 

recognition method, there will still be a clear 6% average improvement for using contextual 

focused recognition in the model-less system even when all these errors are taken into 

account.

Form 1 Form 2 Form  3
Model-based

Retrieval
Rate
(%)

Model-less
Retrieval

Rate
(%)

Model-based
Retrieval

Rate
(%)

Model-less
Retrieval

Rate
(%)

Model-based
Retrieval

Rate
(%)

Model-less
Retrieval

Rate
(%)

Writer 1 90.9 90.9 100 100 96.1 96.1
Writer 2 81.1 81.1 100 100 95.5 95.5
Writer 3 89.6 89.6 100 100 95.0 95.0
W riter 4 96.6 96.6 100 100 95.0 95.0
Writer 5 80.4 80.4 98.0 98.0 94.9 94.9
Writer 6 87.7 87.7 100 100 95.0 95.0
W riter 7 78.8 78.8 100 100 95.7 95.7
Writer 8 91.8 91.8 100 100 95.3 95.3
Writer 9 93.7 93.7 100 100 95.1 95.1
Writer 10 73.5 73.5 100 100 95.0 95.0
Overall 87.2 87.2 99.8 99.8 97.6 97.6

Table 5-5. Summary and comparison of the filled-in word retrieval rates using the cue words locating and 
linking method in the model-based and model-less extraction system on the second test set data.
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Table 5-5 shows the comparison results between the calculated filled-word retrieval 

rate for the model-based extraction system and the results obtained using this model-less 

extraction system with the second data set. The results are exactly the same for both cases. 

This is due to the fact that none of the extra components are wrongly merged to the filled- 

in words, thus there were no further filled words lost when using the model-less system 

rather than the model-based system. The retrieval rate is again seen to be form dependent 

and is fairly consistent within a same type of form. Overall, there are 88 filled-in words 

that were not retrieved using the cue word locating and linking method out o f the 1585 

total words expected. This is equivalent to an overall retrieval rate of 94.4% for both 

systems when using the cue word linking retrieval method.

5.5 Conclusion

This chapter has demonstrated how the methods developed in a model-based form 

processing system could be applied to a model-less form-processing environment. OCR 

software was used to remove the pre-printed text whilst vertical and horizontal lines were 

removed using an improved line detection algorithm. The remaining connected 

components were then merged together to form words using the character-merging 

algorithm developed in section 4.2. This was followed by utilizing the cue words and 

linking methods developed in section 4.3 to retrieve only the related filled-in words.

The first experimental results show that without using the blank form, the system 

extraction accuracy drops to around 70%. The extra errors are mainly caused by the 

unsuccessful removal of components such as small pre-printed text and logos that the 

OCR failed to recognize. On average, there are about 40% of extra components included 

in the extracted output. The number of extra components being extracted is directly
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related to the form design. Generally, the more small printed text and logos/pictures in a 

form, the lower the extraction accuracy and the higher the recall rate will be. The second 

experimental results show that by using the cue words and linking algorithm, 75% of these 

unwanted components can be successfully discarded. However, as there are still around 

25% of the extra components that remain, the average retrieval accuracy drops from 94.1% 

in a model-based system to 82.7% for a model-less system. That said, the average retrieval 

rate of the model-less system is almost identical to the model-based system, with an overall 

decrease of only 1.8% (down from 91.1% to 89.3%). This decrease is due to the merging 

of the extra components to the filled-in words during the character merging process.

The later experimental results for the second data set show that the retrieval accuracy is 

independent of writer style. The average retrieval accuracy is 95.7% for the 30 forms, in 

which 0.8% is due to linking errors and 3.5% is the extra unrecognized pre-printed 

components that are miss-linked to telephone number, date, price and town. If we assume 

a worst-case scenario where all o f these miss-linked words are wrongly recognized by the 

CSR as a valid word, then this amounts to an additional 6% of errors, which effectively 

halves the 12% CSR gain reported in section 4.7 when using the contextual focus 

recognition method. However, these errors could be further reduced by incorporating 

some post-processing methods such as recognizer confidence analysis to help eliminate the 

unwanted non-filled-in word components. This is discussed further in the future work 

section o f chapter 6.
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6. CONCLUSIONS & FUTURE WORK

This work is concerned with the extraction and recognition of filled-in data from 

colour form documents. The initial stage of the research investigated a method for using 

colour information to facilitate the filled data extraction process. The second stage of the 

research investigated techniques for improving the CSR performance through using the 

contextual knowledge contained within the form. The final stage of the research then 

investigated the feasibility of processing a filled form without using its blank form 

equivalent.

A novel colour handling technique has been presented that can reduce the colour 

content o f an image to 8 colours or less. It was found that by reducing the colour content 

of an image to just a few colours, it is possible to extract the filled-in data direcdy using a 

software based colour dropout process. It has been shown that an extraction system that 

utilizes colour information will have a better extraction performance than a black and white 

extraction system, with an extraction speed of up to 3.22 times faster. In terms of 

extraction recall rate, the colour-based system produced an improvement of around 3% (up 

from 96.6% to ~99%), whilst the extraction accuracy improved from 97.2% to a maximum 

value of 99.9%. The colour based extraction system also outperformed the black and white 

system in terms of extracted text quality, in that the CSR performance was shown to 

improve from 49% to 58%. Overall, the results of this work have proven that colour can 

be successfully used to facilitate the extraction process and help improve the performance 

of a form processing system.
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The novel concept of using OCR to aid CSR has also been demonstrated. It has been 

found that forms contain certain cue words that can be reliably located using OCR 

software and that the information so gained can be used to guide the CSR system. Several 

methods have been investigated to assist the association of the cue words to the filled-in 

words. A character merging technique was developed to group the related characters into 

words and a novel linking algorithm was proposed to identify the correct filled-in words 

for each of the cue words found in the form. The experimental results show that the 

proposed character merging technique was able to find an average of 90% of the 

handwritten words correctiy across different writing styles and form design. 98% of the 

cue words were successfully located using the OCR software and an average of 94% of the 

linked words were associated correcdy. However, it was found that these results are highly 

dependent on form designs, consequentiy, the linking accuracy can range from 70% to 

100% and the character merging accuracy can range from 80% to 96%. The significance of 

this contextual knowledge linking was demonstrated by comparing the CSR rate o f a 

contextual focused CSR method to that o f a conventional CSR method. On average, the 

contextual information provided a 12% CSR rate improvement for top 1 word 

classification over a non-context aided CSR system.

A further study has been conducted to investigate the feasibility o f using the developed 

methods to process a filled form without using a blank form image. The experimental 

results suggest that this can be done but then the extraction rate and CSR performance will 

be reduced; the magnitude of the reduction being highly dependent on the form design. 

Without the use of a blank form equivalent, the experimental results show that the average 

extraction accuracy will drop from 96% to 70% and that the recall rate will increase from 

99% to 141%. As a result, the average filled-in word retrieval accuracy rate using the
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linking method, tested on 15 different types o f form, dropped from 94.1% to 82.7% when 

compared to the model-based extraction system. However, most of this decrease is the 

result o f miss-retrieved OCR text rather than non-retrieved handwritten data. Indeed, the 

actual CSR rates would only drop by around 1.8% due to additional loss of 11 filled-in 

words. That said, these results do suggest that further work needs to be done in order to 

improve the system reliability if a fully automated system is to be produced.

The methods presented here have already been published in the proceedings of 2 

international conferences of high standing, denoting that they represent a significant 

contribution to the knowledge of the scientific community in the area o f document analysis 

and recognition. The results o f this work contain several key contributions. Firstly, the 

work has demonstrated that the inclusion of colour into a document processing system 

need not necessarily be considered as a burden to the system. It shows that when colour is 

handled effectively, the inclusion o f colour can actually improve the overall system 

performance. Secondly, the work shows that it is possible to use a reliable recognition 

engine to help improve a relatively less reliable recognition process. With the ability of 

current OCR software, it is possible to reliably retrieve the contextual knowledge from a 

form document and use this information to help recognize the handwritten filled-in data. 

Lastly, the presented methods have also been shown to be effective even when the blank 

form image is not present to the system.

This concludes the PhD work into the issues surrounding form extraction and 

handwriting recognition using colour and context. The remaining sections provide 

suggestions that emanate from the experience gained whilst conducting this research and 

the findings that these works have evolved. The suggestions serve to link this PhD work
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with other potential projects in the future and bring a variety of insights/key ideas to other 

areas of concern. The central discussion will concentrate on how to expand the developed 

methods to improve on partially working and non-working cases, and how the findings 

may be applicable to other areas of application. Section 6.1 first discusses the major 

achievements and weaknesses of the developed techniques and their possible solutions. 

Section 6.2 then presents the possible areas of further investigation that could improve the 

system performance in order to realize a fully automated form processing system.

6.1 Possible Improvements

6.1.1 Colour Reduction

In section 3.1, a novel colour reduction method was introduced to reduce the colour 

domains of an image to 8 colours or less. This method has investigated the feasibility of 

using colour to extract the filled-in data from a form and has proved to be more effective 

than an equivalent black and white system in terms of speed, extraction accuracy, recall rate 

and extracted text quality. However, there is a weakness in this colour handling method — 

only the 8 pre-defined colours are allowed to be used to represent the image. Whilst it is 

true that a colour form can be represented by using just a few colours, the use of static 

colour domains is destined to failure under certain situations. For example, when the 

filled-in data has been filled-in with pencil (i.e. gray or silver colour). Although this only 

rarely happens (normally there is an instruction to ask the respondent to fill-in the form 

using a BLACK or BLUE ink ball point pen), it can happen. Similarly, the proposed 

colour reduction method will also fail to handle other colours such as: orange, purple, silver 

or gold etc. Most of the time, when a form containing one or more of such colours is 

presented to the system, noise will be generated. This was exacdy the case for form # 10 in
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Experiment I section 5.3 (fig. 5-2) where a golden colour form was segmented across both 

the yellow and green colour domains, causing OCR errors on the machine printed text.

One of the possible methods to resolve this problem is to use dynamic colour 

reduction. Since we know that a form can be represented using just a few colour domains 

(as stated in section 3.1), we can dynamically determine the colours to be used to quantize a 

colour form after analyzing the original image colour distributions. The colour reduction 

technique proposed in section 3.1 was based on a comparison between the image pixels’ 

RGB values and a set of threshold values that were fine-tuned to the scanner colour and 

brightness characteristics. Each of the pixels was then provisionally labeled to one of the 8 

pre-defined colours. To convert these pre-defined colours to dynamic colours, a colour 

distribution analysis is suggested. Instead of labeling the pixels into one o f the pre-defined 

colours, a colour distribution histogram could be generated. From this histogram, a 

maximum of 8 distinct colours peaks could be chosen as the possible pre-defined colours, 

depending on the percentage threshold. Based on the ‘distance’ between these 8 colours, 

two or more of these colours could be merged together (similar to the clustering method 

described in [8, 65]) and the remaining number of colours could then be used to quantize 

the image. Experimental work is needed to determine the optimum distance threshold 

values for different colours. Based on our previous experience, these distance threshold 

values will be different for each colour and the colour response characteristic of the 

scanner must be taken into consideration.

6.1.2 Word Identification

A character merging technique was developed in section 4.2 that can group the related 

characters together to form words for the holistic CSR system. Experimental results show
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that the method is capable of identifying the words correcdy for more than 90% of the 

time. The 10% fallout is mainly due to the inconsistent gaps between words or characters 

and the overlapping of words from different fields. As shown in [166], high-level 

knowledge such as writing style, syntactic and semantic information could be used to help 

improve the segmentation system performance. Thus, it is believed that in the same 

context, the contextual information obtained could be used to help improve the 

segmentation performance. As demonstrated in experiment III section 4.6, touching 

words from different fields will tend to have more than one cue word linked to them. 

Thus, we can make use of this information to separate the words accordingly. Similarly, 

the cue word can also be used to help the merging process group the related characters into 

different groups of word in order to facilitate the recognition process (see fig 6-1).

Postcode data could be segmented 
into 2 words (area and sector) using 
the cue word “Postcode”arte* m m N

Telephone Number! 1 2 ^

Telephone data could be segmented 
into 2 parts (area and phone) using 
the cue word “Telephone”

Overlapped data could be separated 
when there is more than one cue 
word linked to them

B

Fig. 6-1. Cue words could be used to merge characters to form words or segment touching words to facilitate the
recognition process.

The contextual information can also be used as a guide to segment words into 

characters for character-based recognizers. For instance, segmenting a word into separate 

digits or numerals for the telephone number or post-code fields. This is especially useful if 

a discrete box design was used in a form. In this case, characters or numerals are usually
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well separated from each other. By counting the number of connected components for 

this field, the number of numerals or characters could be ascertained and any touching 

characters could be identified.

Besides using the cue words to identify the potential errors, lines can also be used to 

identify and segment joined words. If we assume that lines are used to define the filled-in 

areas, an extracted word that has a straight line at the middle of the word gives a strong 

indication of overlapping words. It is believed that by incorporating lines and contextual 

features into the merging and segmentation methods, the system will be more robust and a 

performance closer to 100% could be achieved.

6.1.3 Contextual Focused CSR

In section 4.7, an experiment has been reported which aims to evaluate the effect of 

the presence of contextual information on the recognition system. The recognizer that was 

chosen for the study is a holistic (word-based) recognizer. Only those fields containing 

word data that was suitable for the recognizer were chosen as the target data. 

Experimental results have shown that there is an average 12% increase for top 1 

classification. However, it is clear that the improvement shown merely represents the 

performance gain for word data only thus, the experiment is somewhat restricted in its 

scope. The limitations of the holistic recognizer caused inflexibility in generating the field 

lexicons, resulting in a very limited (i.e. non-real life) application. For example, whilst it 

was possible to include all the country names into a lexicon, it was definitely not possible to 

include all person names. To investigate the full effect of the presence of contextual 

information on the recognition performance, the use of a character-based alphanumeric 

recognizer is suggested. Such a recognizer would not only provide flexibility in lexicon
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creation, it would also allow postcode or numeric recognition to be performed, thus 

allowing a complete picture o f the overall performance gain, when using the contextual 

information, to be obtained. A detailed study is also needed to investigate whether 

different strategies are needed for different fields in order to utilize the contextual 

information to help improve the recognizer performance.

It is also believed that an intelligent document reading system could be employed to 

utilize the contextual information at a higher level to further improve the recognition 

system performance. For instance, by recognizing the postcode data, the search domain 

for the street and town name in the address field could be focused further. Similarly, by 

knowing the telephone number and the postcode, the address could be ascertained. Thus, 

by combining several cue words together, recognition confidence could be enhanced and 

better results could be obtained.
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6.2 Future Work

This section presents the possible areas of further investigation that could link this 

work with other potential projects in the future. The suggestion given in the previous 

section (section 6.1) obviously also form possible future extension of this work, but have 

not been reiterated here to avoid unnecessary repetition.

6.2.1 M o d e l-B a se d  F orm  P r o c ess in g

Fig. 6-2 shows the block diagram for the model-based system that has been developed 

in this work. There are several sub-processes that have yet to be fully investigated and 

implemented, namely: form recognition, form definition and form reconstruction and data 

recognition.

Form Definition 
Tool

Blank
Form

Human

Reconstructed
Fomi

Form
ReconstructionDatabase

ICR or CSR 
Recognition

Form
RecognitionFilled

Form

Form
Extraction

Scanner/
Digitization

Form
Modelling

Fig 6-2. The fnodel-based form processing system diagram that has been partially developed in this work Solid 
boxes represent processes that have been fully developed in this work whilst dotted boxes represent processes yet to be

fully investigated or implemented.
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6.2.1.1 Form Recognition

As discussed in chapter 2, many techniques had been proposed to recognize a form 

document based on its line features. Potentially, colour features could also be used to 

facilitate the form recognition process. It is believed that by adding colour information to 

the process, form documents could possibly be recognized faster and more accurately. 

Colour features such as dominant colour and number of colours will provide useful 

information for discriminating between similarly structured forms that cannot be 

distinguished by the conventional methods.

6.2.1.2 Form Retrieval and Reconstruction

A form reconstruction process is the process of reconstructing the form from the 

extracted data for visualization purposes. This process can also be developed to be a form 

retrieval system. There is a possibility o f using the methods developed in this work to 

facilitate the form retrieval process. Instead of using manual key word indexing, a form 

image could be automatically indexed by its colour, layout and data. This could be very 

useful especially when one is trying to locate a filled-in form according to its layout, 

features or even the filled-in data. For example, with such a system, it would be possible to 

retrieve accurately all forms that are filled-in by “John” (name) or by someone who lives in 

“Nottingham” (address).
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6.2.1.3 Data Recognition

In this work, a contextual focused recognition method was introduced that can narrow 

down the search space and improve the recognition performance. However, besides 

constraining the search space of a recognizer, there are other ways of improving the 

recognition performance using the contextual knowledge. One o f the possible methods is 

by using the contextual information to choose the best recognizer for each of the fields. 

Obviously, using a word-based recognizer to perform a numeric recognition is 

inappropriate and destined to failure. Therefore, it is strongly believed that by using the 

contextual information to choose the recognizer, the recognition performance can be 

further improved. Another possible method for utilizing the contextual information to 

improve the recognition performance is by employing a contextual weighted multi-expert 

system. In a multi-recognizer system, several recognizers are combined and a voting 

system is employed to decide which recognizers’ results give the most likely answer. It is 

believed that since each recognizer has different strengths for different data, incorporating 

contextual information into the voting system will allow the recognizers to be weighted 

accordingly and hence the overall performance of the system improved.
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6.2.2 M odel-less Form Processing

Chapter 5 introduced the concept o f processing a filled form without using any form 

template or blank form image. This novel idea could potentially eliminate the need for 

template creation; hence reducing the need for human intervention in the form processing 

system. However, in order to realize a fully automated form processing system, the model- 

less system performance must be improved. The experimental results in section 5.4 

showed that approximately 90% of the filled-in words were successfully retrieved for a 

model-less system. Out o f the 10% of miss-retrieved words, 6% of them were due to 

linking errors, whilst the remaining errors were due to the unavailability of 

suitable/recognized cue words. There is also a problem associated with the residual pre

printed text left behind after the OCR text removal process.

One of the possible ways to improve the retrieval rate is to employ a text type 

separation technique [167,168]. By distinguishing the handwriting data from the printed 

text, the filled-in data can be extracted. However, an investigation is needed to ensure the 

technique is robust to noise and font size. This is due to the fact that when the OCR 

software fails to recognize the printed text, there is a possibility that the printed text has 

lost its printed text characteristics. Thus, a careful study is needed to ensure that the text 

type separation method is performing better than the OCR software.

Alternatively, the filled-in data could be retrieved using the form line features. As lines 

are commonly used in a form to frame the layout of the document, there is a very high 

probability that the filled-in data is positioned right above the lines. Thus, by using the line 

information obtained in the line removal process, filled-in data can be further ascertained 

and retrieved. It is believed that by incorporating these line features into the cue word
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retrieval method, the retrieval rate could be further improved. It is also possible that this 

line information could help improve the cue word linking method.

Chapter 5 also demonstrated that the contextual aided recognition system would have a 

lower improvement gain in a model-less system due to the presence o f noise (from the un

removed pre-printed text component). This can be resolved by employing some simple 

confidence thresholding. It was noticed that all of the noise that were mistakenly treated as 

valid words would have a very low scoring confidence. Thus, by using a CSR confidence 

threshold measure, all this noise could be effectively rejected. The CSR rates in the model- 

less system would then approach those in the model-based system.

6.2.3 Other Applications

Although the methods developed in this work were mainly focused on a form 

processing application, the developed methods could also be potentially used in other 

areas. Some of the possible areas are:

1. Autom ated A ssessm ent

By using the form extraction techniques developed in this work, cursively written 

question responses could be extracted. The cue words linking method could then 

be used to locate the answer (filled-in data) and by applying lexicon constraint to 

the extracted answer, obtain a scoring confidence value for that recognized 

response. Based on this scoring confidence, the recognized response could then be 

marked as ‘correct’, ‘incorrect’ or ‘unsure’.
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2. Text Extraction from Web page and video images

Due to the limitation of current Internet bandwidth, web page images often contain 

only limited colours. Similarly, for video images, text colour usually resides in one 

specific colour domain. This characteristic coincides with the colour form image 

characteristics, i.e. a form usually contains only a few colours and the text is often 

confined to a single colour domain. By using the colour reduction technique 

developed in this work, web page and video images could be segmented into a 

limited number of colour domains and the textual information could thus be 

retrieved. The proposed colour handling method could potentially outperform the 

methods proposed in [169,170], in which web/video image based textual data was 

usually segmented into several colour domains.

3. Multi-Modal Form Processing

With the rapid development in other recognition methods, a multi-modal form 

processing system that integrates speech, OCR, CSR and other recognition 

methods has become feasible. This work has demonstrated that OCR could be 

used to help improve the CSR performance. It is believed that by integrating other 

reliable recognition methods, such as speech recognition, it would be possible to 

improve the usability and reliability of a form processing system.
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PIm v  m v r ir e  th e  u n tverw fy .ro lltfge  liv e d  ahrtve

Please debit my credit card for the advised amount 

Type o f  Card:- Mastercard Visa] |

Card N imber:

issue Number (if Switch):_______Cardholder Signature:

'Should you require tny further tnfon»ati«i regarding «ite licences. ’Ierne do not hc»t*4c to cantnct u*. 
Hrcohorc 0S0 65S6587 or I -Mail V iltx t M inilib c t.uk or Fax (til 703)6S2&Ntt

□
□
□

Access j | Swi eh  | 

l-xpiry Date.

T h e  N o t t i n g h a m  T r e n t  U n i v e r s i t y  par* timf Fhinot mfnt form
IMSTR irtlOMS- p| PA V  PF AT> .“.AqFFt I V PFFOPF CO*/»»t PtlNC, SMAfJFP APFAS

.te'tj.-j.auwu*

iwwawtr



 
r77
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Appendix A

THE NOTTINGHAM TRENT 
UNIVERSITY

1M NOTTINGHAM IMNI IMimSIIT »trfOC«»PHIC tiqutST HMM
HK'I ■»!» mi«<« IIH1III

tm'tiiM (ttWMK vrIU ttU* HtA
rraoajr** WMMS CMRMBftfl
iKmmoiAanm stlPlMUttfi-i; MM oilmum "WMMMtitt
•NUltCKtW. mn«4-.wu« WHIMS
•amtunrrtw. WTitMPW KtfMMnnnriJN
WHtnMIJp* rum UH» worn. il«»o pnv uijc'vr i i'O >-■
u«j*4(c,v» VflltVK MiK*ine
SMItUK A5«vOW*ItSI
IMKtUt) ft HOUR*
woipwuue IMM1KC
WJlliCiiKGitiwwkT,: wsrtrowr.tK) MMLt* nKn/i'
ntwtanrtui IIMtnmAr'Y’itfem vmmmmnswWtmmMv.

wnawKiR
WHIM? Sin I la*

MMHttWfeKWtE

mum w t  4 «v* PMOfi MPMrnoM wwtt m  wuom*4 W M W /l

tor TWJMT a n n tm s  41. ronrs tm »  i d k i  »h cu utnwi k k t  m cuarit k

fWfiVrm  UCTWI M r  »l (OIPUTID *W « #0t* Oft (OAMIKI.

imqkh
«m t» m n m m  JXfi mnii
cotwuM w t w w ifl iia m n iT i. w on m u m  rift *t t tm i i i r N i iN kwi

PERMIT K)R I IIF. RE'. MOV AI OK I Ol IPMEM \M) 
MV1KKIAI

n a m i  rrru

D EPA K 1 MEN"! PACT I TY C O M PA N Y :

I HI ABOVE VAMF.O PERSON HAS BEEN GIV EN PHRMI1 TO REMOVE 1HI 
E'OLi OW ING ITEM (S) FROM

N O TE ; THIS PERM IT IS O M  V V A l.ID ON OR BE TWEEN THE ABOVE 
OATES

ANY ALTERATIONS TO THE ABOVE W il l RENDER THIS 
PERM IT VOID

rfcRW> M l HPKl£l>G KLMQVAL

DEPA R TM EN T:_________________  PO SITIO N :_______

SIGNATI RE

TOP COPY 1 0  BE HANDED IN TO SECITUTY HECF.PTION

WHEN ITEMS ARE REMOVED FROM AN ARE A OR BUILDING WHERE 
THERE IS NO SECURITY /RECEPTION. IHE TOP COPY SMOUl D BE 
HANDED IN AT THE SECURITY CONTROL ROOM. WHICH IS LOCAIED IN 
NEW I ON Y ARD THE 4»64« (DIRECT LINE) OR 24*# (INTERNAL LINE)

RFF PROFORMA

0717

Mathematics
Standard 

Familiarization Test 11B

Fid in flu- fuBowiiig pa ititn la iv

H oy ■'f p H  .............. .  ................................................. ............

Schtn.»l  ........ ..... .. ................... ....... ................... ........

Class  ......... ........................... ...............................

D ale  o f  h i.tl

ToduvN date.     ......... ............. ........................................

R f . id  I h e  I n lk m in t ;  l a r e f t i l l y :
•  Do OM »|kcn or h it ovei «h - booklet on HI vmi are told to «! » *

•  wink a* «r «ffully and quickly es you can

nbv  to  d l li'T q«W»t Olt>
•  It ycu *isE tr  clter art aruHer. :^ut in the alter at,on dearly You will o n esc nurki fur 

i rowing otrl

•  Yea w t ha t  JC minute* U do he ici..

:

NOTTINGHAM POLY TECHNIC IP  Form Fin 12

CLAIM FOR IRAVFI I ING/SUBSISTFNCF EXPENSES FOR RESEARCH VISITS

Name (Capitals) _________ _____________________ . , ________________________________

D e p a r t m e n t_________________________ _____________ _________________ _ ______ ______________

H om e add ress  ( if  c laim  over T 4 0 )     _ - -

P a tc fs )  o f  journey

T ime of absence From

Destination ...............  ,

R eason for journey  __

TrairvBm  

Between __

S in g k /R e tu rn  journey

. an d  .

C a r milcawr > _________________   cc o f  vehicle —

M tleom eier read ing  ; opening  .    c losing

Mile*, c laim ed ....      a t ____________

Subsistence

O the r expenses (deta ils)

I d eclare  that the c ip cn sr*  charged  herein have  been necessarily incu rred  on  
Poly technic  business an d  I have no t been reim bursed  from  any o th e r source.

A pproved  by C ha irm an  ol F acu lty  Research  C om m ittee  

G /L C O D E  V alue f

C o llccted b y .....

A* 4



Appendix B

A P P E N D IX  B -  15 F illed  Form s (S ingle Writer)

v, s, , ft* ,
S#i>»t , VT IVvUC KCTtrOrfi^

t>£ W5 j  WON'

a; .» .>,ir-*p u*tw~̂« •»* *v ' a,
i i W * . A v  mi&femi *<1

TESCO

c 1 SIOMI R CtlMMI M  CARD

MMsamvam
W ITHDRAW AL I Uiy Mr-tr r~m |  S A J^ lX C aS
O N  DEM AND ci lei

Z fo:°l  ̂ ! 9 k  ! s) [ e ICO- t P a
Amen** In words. O t^F Hwutftrfcfr P * * ^ ___

Fu'-lnarntfi MF W  V  'rvCM'j _______ _0** OHM At 3 ;vi 1*1 Mu ft 
Add-ree__________

PiwKamJu N ^V A ^fiu
r Pleas* sign in ih* presence of thn paying other*, who mny am  tor 

evidence of Identify and cback the account detail* with National 
Savings.I tCL'OwUHJpA norm*.! ci ft* ftfcovd ATiOcV /

t Sgnatuw  t j4 ,>

Please chock

su-w k

□ , J3
o«. ot .n it 1c/$..iZac.^.!..
rim*  AlAvpr._____
Please take the time to twit us what you though! o f your vt*h to  our store today, 
and what in particular you Nked/ditlifc*d. Tha more detail you tan provide, the 
easier it will be for ut to  act upon your comment

Wfe-.; _4 Vs.
,'Cf.hf^V

Tour AUdrest — .LiAi..— Ct.HI.____ $asTU~L,**hh.
You. n n u o d ._______ M S  I N O

 csi5t-_aimi.~..
Dmytkm ^  J  fw nlng

by »»4*phon* within Jt houn vd  

W H  o< in yurHiity with.n 7 doyx J

Invest Request form

E >
Wks Ms M«ivf SftfVd* 'M-J0M
vnioC, 'Mi'rwix
W*A , P>6ficT\r<«o &SMW S t  f W ?  KCVh*A,BAAN

-'vtnirxi phoev niar-ba 
T*Cl,'C* l*kf to one-'*,* -J 

dhow co-XOii nv.1'

s -  ̂* k a i a 5
w.>u NwnV«,; iHw-fi-tA Ituarnu f/- ^

rx.>. •30.0

✓
I yn.i.wtM x' p(« k* td «*!>! Ot row orff •' r or «*. brnoc-h clast- \n n u t  office,. !“>j>r :.iy*.v lJU <tF» . ,n v, Iac 11 hi (a t 6 VA
P|<vwo tvndcw t<i*knH <>-«n er.a’.i «, withoct « tk&asme .vrtl o WulW.-.i F mu m 13 MHr.n

y  . /

y  y  ■
y v
y  Ihhuimi1' y

M ye*, ore o hafW.«n f rttwi'-r. pi ,i»v x^' rv 
shenonv .n your bro.'irf' T*h*aLi*»«5

IIH dM  u  C 1  5  I R  I S  3  1

vd
ivaari a

:«3
I Raodf

Data •< lr»v*l t*«.n ***«. w»« «*•

I ft 0 5  4  0  0  1

Ootak* o( oppftcaRt (kitonSed wwsport hoWor}

3 p * ? l™ *
w  n m Ci

» i  H i ,  s t n n C ,

w i
I I  K , A e g i O T S f c R D  D U I V E  
ST A N NX
N O T T l  N Ct " n «
u n i t r o m uiiD cr h*̂  I ^
Zmr  OT I TT 5 - x
ltd A L ft Ld fr\ Put 
i t #  u y  M f t

o iT s - S  1 H 1 A 1  cm 5- S a S n n i



Appendix B

D E PO SIT  [ n*i »<*i*/1 > w  1 * * * * »  « -*  t
( i C C>S « i l j  S A V IN G S

E * 5  [ 3!»  c j s i j j  v - M ; ^  fc - 3 ^  — '

MINIMUM DEPOSIT - CM IMVFSTMFWT ACCOUHT - 110 ORDINAKV W.COUHT
AlTtoun, m » o r t * ___ T v ® , A h o x p v i J S  5 "st.£>* .... ......

Poposrt to  lh« Mixoufit ul 
mil names MK  X .  %. 't*C'41. v. CW >T^| M- Mr> l*«i >*.
/'dJrfts \0 -  iCin^S AMtNut;

G iL cV 't^

For post a ttics  u m  
ptfr own *«•»•»*} m
C ash  1 jV j  C

Petsonol Loon Application Forni 
{jjj 'mnu'iia* mQ

Povxode N i j ,  12» 4 B>U

DnS2CP 192,XU)

Plo»c coirvac bo* pages Then de-<t

Atmfy for you? TESCO
Tpvco credil tsird totijy

VyiM-

1 Att-.xin,. > " ■ 'I !S.I-Tm-1-S ■PK'T-t}
Su'iinT« V»r

^̂ ppttlcn-T's

Pi>««n w p k i t j s r j r ^ ^  } v ’» '«»• 
U»*f

Brdrtfft._ v c rs.»1 ,
Ttuw

fi*r nppi-comdote nf Hrth : v c j  
I'V* t*K\T

M o » r< ’ iPortcnde f-sC. y . »* ft 
71-rr m r tirm  tutoress rents J  Mc.rih-. 3

u» previiM: ctocftrrit Y«»s Moitl
Residential ttqtut Owner With parent
K gou ore u hon*e owner please state 
t-jUnukt)row*vi*<* Yw rrf pittehnv '<>>'*

Moirr̂j v' Stills*

ttw.codeOa jtfcnr phiv# >v* tw#h STD rode) ’ ■ " S -' >1 • v *Tc ? 
Eveningplwneno. (withSTD aode! '■-V»S- ? **?*a

«M?ui»rJc*m Rts'tlM

Dentation > T\*W>̂ 
N-fin.- in h' &bkvi\ of wi'lMw

iitm !i i MttMrtent fvid vmpk̂tieii; 
ra w  10 bHft&eei **r«V Yi:s

rerr, ornptognwt Yeors •* Months i  lime n ptevirn.r emivogm̂-f veon Month? “

Request form

O
Mr Mix K-* M; nltws (oitosr- wvt .'-UtlNf t>P-
hrsi f«jnw!> WIN*, Sortromr '̂ Nfc
Arttw fH»oT«r̂ D fWKt

»̂JrY»N̂ M̂AÂ fentovl K<; 3 I
Ooybrne pl»?« number O' I S - H  8 ^  Hi Everwwi O' ' S -  ̂ ' 5 6C 4 O

S« e Yilotftiution or- :ne »ofloûn», H<riWe-.l u«v-rrs.
Ccwto. lt«A >/ 

Itntii fSA
Corrnvnity Dc-ntfSeT»'SMert Snantton 

aryfOph-nftA
I'VfWHW Vruirgs fcanol 

Prtwno' Souifigs 0ond  ̂ tot < Mown v
Athnwry Cc-tTfrJki S*tVCf Ytwc 30»W W.IVB-; y  faJfitJOHe 5WVh;e

/WOute ftkc V> dbcv» mv ne.’»*s wrth U FH*onr«| Mnrvtfjt'i
Ait*.*** avoii.oJ;' tor r̂vvjstne-i*, 'Ct - CtSt-
I Atim tc invest tor i  to i  uscn ^  5 >»»?<»•« <« norr

contact in«: in dt« norntoc kt toe ahtenoon
I Vbot/M pn. î’t Lhr fRKRiout tr Tnk, p»;>r. e» m, at«ct ^

h4 « W » %  *r» It* efcfltwiM. t«M le r * » . m  je-hr» :̂wr'»Ntuu<- M.» 
itwAvmad*r* M tv ̂  -R-n-rn <-rt» «V»+*3 tor» IV 'iKp,ri* *t&h*r-..40~r 41 tsiatorv i.vvwfcCi .
Derr-Hbw IW

u JXCtxh- ̂ wm to rug v ' 
mt: no«»*e o bw trh  rtou- to |w*i e

M #>.■ # vmC pielw u> fpocl or grtu aSfce,
<J| o Uun.-h rk.M- to «r.tit r.ftW\ wove pnMite moui .vT- , f̂ uc.tKV ^ C, I ^ & CA
It aMtMM'• ■ utoase leii tit TTic o* utwr fcfoitoh VU ToJtft T̂fty.lT
Your oc.cr-L’rv nurriK< ^  Q  J , S  I ^  O  ^  Vr,., m  todt ^  O  3> *> * 9

* «to»g. w  <k*i mod«  tee code 1 J - ^  / *3

IMPORTANT

oiw of the AppHcation tonr. here, tt yot are

3 .0

c  a

S i  ANhiS

& V

B- 2



Appendix B

c*Arc v- JiwTti i  *-»• •.-> •« • *•*. ft I O ■» IT
«BP'. -A.AJDHOJ ^ * hffcOT ' f Of f t  t»P'^V. 

*; r K N i
i

« a w
*an« ••»«»»'» 11* ^  6T1 S " 17 O  J ** & a
*Kr-f *•**.*. ■» a-w   f
i.M>n V» < N C s f& b c x  U T v> \.t <

• •>» .mil l*: WW I»wir f*Y fcJIKHHVW fcdl.mus HW »•»•»• <AI CM \ W V t  "WmfiHW  <TYY COUNOt
,MW1; ... ^  ...r vw»<» ►)* c*w*t*y A : uir \\fwf* I

ct fc/iYTkfWS tv*y ■» Vmli vipiyja &

t.*ny CAWTAL LETTERS

j  You* D e ta ils V 1 0
Official Um  Only

rult Hoi no ot Votncfc Kotptn
V; .Nl'_ ■ |  r N YY ̂ Itala a*r<

ComfHiry Name *apt*»&* TV»f V.'fT ^N'\tV..V •',>
r p.^tV M  6 ' . ^  . »V:1

N (T 'hl “ fr^ u .v ^
r o»»cti«le V - I *< &U

Vehicle Detail*)
V 1■ ’9 X N i -«

 rr—^ ---a -» «•»-■ • f 'T-H* £*♦>*• >', 1 - -•■
•»«er>q« **•«»•« i -v
0IW> VarUKi .V' _______ 1+L_Stt

sssasKsas:

Licence Details

o y t .  i A o

• itoimoc ip itart' ftt ! 5 'i'l

n pL’jik <nn e: ru- t -r-e iw«t«'
-iiv*. itrf^rfwo (nr a f/»• .vnwv)f\.1 orx*t*c>«Y Mtrie : Aj»-.w *ES r 1-0 _
-vwv ci usr̂  -Tk'K-sfi.i eeraclt t-i»ra.gnc <ten it> »-■ iy‘««* >0*0 couM 'ca A

Declaration * **«> , a- ^  t- -*-• -m
l tfifl «**■* i3 ii jocJs cotacte »Tiicl h cxcitpt from inMng p«wae tr* tt»a tew »/ -re tm turnpUstii 
' tfoolar? roll I t'-flYB ehttr.*»rt tf'C InfafTTwricn 0!W*> n rt(- mwUmiTVvi anil to *hn tw? at my km#, urti 
. enclose the teyntem o» ‘M A « othsr Tor jmerH ttKMrxt

Signature_____tl}')* Dale I . /  r . /  r |

\ C«AI' ...V, £i*| UV»Orf> ,"

V  TofctfN «

wrMo
Syjcto SluNvvifdt___ __

Jv̂  i ) R ^ . r * t s £

5.T (w.s

( MC nr. (-V.IC
CnS 1 ■ *;H t<• jCT «-<- '
lW  > T t  t  C(W

tt<T*&lUOK

-LIID ~3D — HcTcfT

\9i*, ft&icrt'ivtfto
s:t

W HlliiM
PUmim re«d tH«* n o t »  on tbm buck o f thi» form  
before you start to RW H In.

i». Li i.
. - t t . » — g*.qa£.

WONl

 rTgnrantnPffi(yf [►.]<■ 17



Appendix C

A PPEN D IX  C -  3 Different Forms (each filled by 10 writers)

|  Thta ton* mwA »*ji bv by cwtomrsr* whc haw ;WU>« wtoi PwwHfwre* WiMmli)* ;CtuAnmm *rt*:*n lem* nfSFC*
RF1VUL CUSTOMER CLAIM FORM

&f*tt *($ m  ;**«*<<,***?■.* toa#« .the- ̂  s.-
t̂ertwj fftfl Race**?# W&fom&Je ftxtuty Ceutt#»« R8d0/2 *4 «s # yjjn &*m* ar.y juttm fpxwm

1 Art* you Ih<i wruinr ot tbr of th* pare*!
in fltteetioe'? PnnweinaicsNs below:

SENDER i : ADDRESSEE THIRD PARTY 

Z  SENDER NAME

s*r**©w*«y H m  t H  *d*W

OftflW***** H .^ .  W$<?Aj

(6  M S }

***.«* MW **»#m HpOcfc.*'

«■ AOORESSEE NAMEI ********* ciiM........
CaMAt*f$un* ..(<Mfy*. (**X >  . .

l-wyftwv»*m»* ( f -  IIS 1 C \ } *j } I o

ALL SECTIONS MUST SC COMPlgTfiD 

Yetir tvformw*

SCMO£« ADDRESS

/  c  j m l M S  W 4 t & .......
S f -  A t Y / Y i  . j to g J X t& v tV * .#  

Attn  3  '* + 'X

 L M T S h . »-*1

A obw sseE  a d6«us«

i * 5  S f f t S S f

. .M i  i 2 -A W .. 
t<- p . .

#tM» 4M»$w H»* e<iM<»;of^M*v«rv el «w* ae«> isJoaaj «h»y» hit * *&#**

NATURE Of CLAIM 
flw <i»wwr wntf wwa wi> iMinttHwP<MM» fK» few. Owttoao. »» «

; I*******-*; t .. <j.... i

hit form mutt not bo uoed by cutkimoro who ha** )>t
a ooeount wRh PowrtftHC* Worttfwio* Ptooo* um 

fCuntmn CiMUm* <Mm toon WHICT.

retail Customer Claim form  l  .
SSXX&jmt ifc:y rtJpVefc'V PM <5«s«B*S!firA» -/ftM? ZW.-ptwu# -ttm  l> %h;- .*.:•*>•# Ol«J*ft*ft'

w*t& 9*t fWw#ferwr iVt-rftMxrf £oou*y CCrWP <v- OtJO? 44 dtJ v yyy ROW Roy hirtf >«»»• <?o#f •'** 
i •■ Are you tho ftomfeu or tho oddrwsoo ot the pure** 

inqnoMkm? Plojewt LmHc»I« bMtn*.
ALL SECTIONS MUSI BE COMPLETED

SfcNDEN :yj AOCWESSEE : THIRD PARTY

SENDeR NAME

Jv»Nfc

i i i s - I h ^ d i .........
< ,|^ '# )K > r in o .i t c m

Vow nH0im>cp

SEM1M* AODHCSS

i s - t 2 . 1e v tf i.f i < fsec> .
N *<rm  

« S '> *0  k’JAL.* i.iiM fiS i. 

M A tV tr^M

AOORtssrt NAME
y A f  *iK i< t>u -. 

S ' fW  J it tr l

ADDRESStt AOONtSB

. “Jauvn VAMCWiW 7 /i
i w w w  ; « * < .

S2<7<»|> KWNU  ̂ UOAAll* 

M A u A T riA

ft SVf 0 rl (&S>m# .4
NATURE OP CLAIM 

$ «• A*t«r xt*- raw wy twap*rfMj? vt tetmit*x%
PtoM* Pla apArrtn' I«ta

' P*w»« RnEtnttf «hnr* tjannsl can t* in»|>«c»t<f

PARCEL V SERVICE DETAILS

S5S®.
,/<&..

DESCRIPTION OF COR TENTS
awri* v>jtw

.U / . i...̂ -.̂ ..;
c *5 . ^  ............

»Xxn ̂  }>ftwa [ 3  " . ' ' fflfii it
Hteaae attach evsdtmc# o f co s t  prk*i to  

support your claim
man b* wnf ta «w *»**»». Wrtnw mm ««mi M> hf.Cftrv*3 wtTHH. •» MftOf fN4 WS» fttw t>C3tU».

PARCEL! ORCE WORLDWIDE CLAIMS CENTRE. PO BOX 3700. GLASGOW OS CYT 
OeCURATtON - —

 !<«•»
SjSSMJMMW**

« ’WtMMvfotrW *<?*«** *** y.*y j8*”*1* »W*»»«»»»W

i iyVtMH *•-' V* ii'-wi Yu , \tet\ «VI WK*W I W i .  fWSoMt *5

IL PARCEL \ SERVICE DET AILS

*w: 0 """"% < Y ; 4* 5 I > |
. J 4  <4M*

5<n4»*> .^ J A ^ '- V ......................

V. 06SCRIPT ION OF CON f ENTS
{V.*vty*wa ftt«!K(tn* v’*K-s
DIGITAL j l't& * 'ec i

j p  KaCrl AM * i :C.C /
j a fcc jf ja  .’. l l l . i l  i„ ? - il: .^

**' '‘t*T T *7,r. ^Ty^T'*' c  l  i

P loaso  attach avtdanca o f c o a i pOca 10 
support your claim

M<« 00 MVN (o«H> MMMMI Mla«» Mm WtXI IM BSCf 1V«X- Wl ’*>* M f«*-> f| 0> Tl«f IT PM *T0ili POfHO
PARC6LRORCE WORLDWIDE CLAIMS CENTRE. RO BOX 37S0. GL ASGOW 03 SYF 

OfcCLARATION

x  * *V/ ‘^ R h>» hvm muai not 0* umO by euvioman* who h«w 
n wHJi R*>ymH<kc« WoiMkMh Piwhmi u«*

|C<vt1»»c* CoatMTWf rt»kn twin PFMWr
RKTAli. CUSTOMER CLAIM FORM

&%V*f you hxv* *>*. the- W'fptefcPi ̂  h n t h t e w  .'ssYv tc £*& rx|
Pifaaa cart** /-V P»;tvPo«v W-yW***.' fctgwy «

SENDER ,./ ADDRESSEE THIRD PARTY

?. ...... SENDER NAME

•*rr*K.:,v*rw<X W/.T d*. Vl- k VV, >

-tMMMW CMC \*0 >'.

*«♦«**<■•• »*.5»o*e »5*- ?.S*2.!*

-«* F Vjw Nu<>4X* n
A ADDRESSEE NAME

Y M t m C e n a b 5 . N ;  . 

-uvS«5«t»>w v L.̂>
 .Ĉ.aS ' . «

*«»•«. -UM { i> )%'> "t Ji ;»'> 5-
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Sn*«* form mux >v» b*. .>M4 by <uetomor* who hcv« „
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PABCELFORCE WORLDWIDE CLAIMS CENTRE. PO BOX 3730. GLASGOW 06  iVF 
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Appendix C

Applicant's Details
I* b<! cottinletod in ill* p.-»<s«ne* of the 

Medic*: Pr»<;titioo«r carrying out (ft* ejamlmttkm

I S W « r

Applicant’s  I
to be completmS irt the pimtence of the 

Medicei hwctWonei icurying out the examination

PlJfAJW ****** M tm  THAT YCV HAW AAJNTED YOU* HAMC AMD DATE <0 BMW 
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v«r/WM« 3 J  S tL / f c H M i)  C U > £ £

8/tisr#*.
BRS

About four aetfkttue Prsot ̂

&<£f» Dr .̂rAi..
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Appendix CI

Applicant's Details
to on comptartod In the pwmrco ot th* 

Mxtiot Pr*cMtlon4r carryinti out tho e«ainlnotlon

Applicant’s  Details
to  b o  c o m p io to d  in  t h o  p ro iu m c a  a t  tho  

Mob lea l P ra c th lo n o r  c o rry ln s  o a t  th o  «K »inin*tton
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Appendix C

THIS TENANCY AGREEMENT

is nude oo the 3 \ day of W )Y 2COD

between

COMPANY NAME 

ADDRESS I ft l & L N l ,  il.'

p o s t c o d e  4  F -X  c o u n t r y  c f f c ,

(Hereinafter called the “Landlord”) of the one port and

NAME

CHghHi vj&s.
HOME ADDRESS HOME ADDRESS

£ m  -JAm

i£JlU d..

POSTCODE

t e l e p h o n e

JL£A3d.0±.

AU3A.K.Q&. 
K lM M h. ......

POSTCODE ^ 3 S  

TELEPHONE

I -7,  6 4-.CXZ

Use property let addicts. " & ^

Togexfrn with *W right %<* weth* furniture* jwtkhs an<i tfuxtgi abour

The tenant will hold tlic property for the period

From month_________£ __2XC w raon& J 2Z01
btcHwivt at 4 fbted rent of £  f & Q  per person per week inclusive water rates

f . ' S . ,

THIS TENANCY AGREEMENT

it made on the ) 1  day of M 200C 

between

COMPANY NAME #< £*1*  T vU H  E lQ .

ADDRESS Sy-», F g g O irft ifcH , P i.A l £. ,

M  l ^HT&fsi _______
POSTCODE £ N i 4 & A  COUNTRY bd . K  

(Hereinafter tailed tilt 'Landlord*) of the one pait and

NAME NAME

g u B I  K E H P f c U .  MARiC P u l p

HOME ADDRESS HOME ADDRESS

Ifc, W f f u ( b aar-, it, bn? k way eosd,
i-y.Ai.TSH Ra A O, IV A t  . A - I

>V,<tRrV’lt<______  jVCufEgHANHtNi
POSTCODE C Y 3 5 - ^ 7 8  POSTCODE Rf&t "Z&D

TELEPHONE TELEPHONE

Q n^  47Dgg~j fe.suftc

Tlit property let address ifcO , & ab.E Y  sSijfcR -tSLO

Together with the right to ate the furniture, an ides and things about the laid premium 

The tenant will hold t lie property for the jieriod

From month 1 ’ ei. 2000 to rotmth _2CC1

Inclusive at a fitted rent of £  j C O  per pertain per week roctariw water rat ft

THIS TENANCY AGREEMENT

is made .an the  ^  day o f  D___

between

COMPANY NAME A » )» > a A t u . .............

ADDRESS 1 5  f «>.- A Y E .

U O'T ~ • V'.lat'AfO
POSTCODE H 'SL A E v , COUNTRY ’A V- 

{Hereinafter called the “Landlord”) of the one part and

NAME

,U C *

HOME ADDRESS

<Vi . I f U C £ U PO Mf, 

a , M ty a  *•> f.

StUldhog. ___
POSTCODE ' i K S H

TELEPHONE

ch\ \  '■ t, OIL

NAME

• U g . E . R t t  T A M  

HOME ADDRESS

MbffcT t Ate- tŷw>Q

POSTCODE S i o  

TELEPHONE

( 0 |] \  j1> Id'll

The property let addrets i**. A.v- A u -* YA-: >><? AM

Together with the right to use the furniture, articles Juki things ahum the said premises. 

The tenant wdl hold die property for the period 

from  month : * “•■ v 2000to month Am,.,aS';

Inclusive at a fined rent oi £ \  err per person per week inclusive water rates

THIS TENANCY AGREEMENT

is made an the tO  day of M fly' 20X

between

C O W  ANY NAME 

ADDRESS ft*. COTy

 Lg.y n-Y Âac •/ .....
POSTCODE A ^ L J L I L  COUNTRY J ^ U a/O

(Hereinafter tailed the “Landlord") of the one part and

n a m e ;

W JS.........
HOME ADDRESS

UNH?&e5fTV fcOflp

rv-TdtTHdftru LKj^ivp
POSTCODE jg ? ?  i.AdV___

TELTPHONF.

NAME

HOME ADDRESS

fo Cc M2-T>̂  KOACv

E tf i /v f lo R .

. . .W f 5 A .. .k i . . . ............. ................

POSTCODE L l S l  ; . i X j  

TELEPHONE

ei'.T'a-S SS’iS <

The property let addreu i.tw  O -W k  l..*. .*.: A Y fc______________

Together with die right to ute the funuturn articles antlthingt aliom the said premises 

The tenant will hold the property for the period 

From month i / i  A) 20X to month El >\ 2C01

Inciosive at a fixed rent of £ <<’ Q per pcrs.m per week iticltuive water rater

C- 6



Appendix (

THIS TENANCY AGREEMENT

is made on the  <«» « ' 2 t i  . 1 2C00

between

COMPANY NAME , M i L l l c K L l I i >  .

ADDRESS 4 -S  iA 'l <■•&»• f )•* t o ' i N  AT. i

— &ibijtlw»    _...

POSTCODE VC I fe Z tfr COUNTRY Ct 6»

(Havinafta e;d!ed the “Landlord”) oi die one part and

HOME ADDRESS

$ ( M l !  N o - i-iU I

■JMMJL______
POSTCODE

TELEPHONE

..

T h eproperty let address 4 /  ' I K b l n f - c L  .VI f-

NAML

.JMMil MIMLI-
HOME ADDRESS

ici Cmnhi CiftEcr 
friRLLNhzM)

JSJJteXZiM _
p o s t c o d e

TELEPHONE

 £iSL.Zi.&lM  .

Tdj^rther with tho rig,ht use rhe rumtture. article and things about the said premises.

The- *en*m J*oiM ̂-propeny for thfc .p̂kfcl'.
From k V f l i l -  2C0Cto month ■ j L; N   2?X t

fru Iusjvv at * fix«*d rent of £ I Qfc per person per week mdusivt’ w iu t rates

li .

THLS TENANCY AGREEMENT

i» made no the 3 day of WflCOi 2000

COMPANY NAME F f m l i t V   i . i f J l X f i f l t *!

ADDRESS Z S  t e l i .K Y f tc P  le-f.Ii

f i M .
POSTCODE Kl.yi"’ i N f  COUNTRY If K 

flic re tuaittr called the ‘Landlord") of the one part and

NAME

flWf CMlN ___
HOME ADDRESS

f%3 ftWfa

p o s t c o d e  j . :

NAME

__
HOME ADDRESS

1  kMirMW' Clv 
t e -

■Jt

TELEPHONE

% i m o

TELEPHONE

li’14 {,

m iL

The property Ire address ^ 3  “I ICrN I 6 C T  8 i i.U LV L^ L 

TojStht* with die right to we the furniture, ankles anti things about the said premises. 

The tenant w ill hold the property for die period

from moittlt I v . - V  XCC in month  3 U t V  2X1

inclusive at a fixed rem of £  , v S 6  per person per week inclusive water rates

THIS TENANCY AGREEMENT

is made on the   zd2>.. day of JIH fc.aooc

between

COMPANY NAME TRftVfdX.L.. fa C- - f*...

address 4 MonrjN̂ wflM r a in „ 
USN3t gftl'ON , MOTT1MHW b H

POSTCODE.................. ....I » P  COUNTRY d K  .

(Herein,-titer called ihc *1 undlord") of the one part and

NAME

-ppdy SHARPfi
NAME

sJoNj Hiding
HOME ADDRESS

The property let address /  i-Cini J  S  C L vtS f?   ̂ S> i f t N N S

Together with the right to me the iumiture. articles and thingt aboui die said prenusci. 

The tenant will hold the property for the period

From month J U LY 20CC to month U lX ti f :  2011

Inclusive at a fixed tent of £ _ J> ft per person prr week inclusive water rates

HOME ADDRESS

3 6 .  l A i l f .7 0 M T g . g t pC 6  4 4 ,  S K y u > ^

C(te&<CNr. NElhl BflTU EMfflT.

LonBfcN \J k: ___ Jfim Kuwifb MMfiM j
POSTCODE g . ^ 4  3 S T  POSTCODE V iC i  a O   j j

TELEPHONE TELEPHONE

o t x . - % L M %Cr 0 %

TiUS TENANCY AGREEMENT

w mArlfi on the day o?

bew«ea

COMPANY NAME ...1.1....

ADDRESS  S H m  T:̂ A

 M H J A i m - k #
KLSTCODL S»<TC& COUNTRY LhM^V.Sift 

(Hereinafter ailed  tht ’ landlord”) of the one par and

NAME

U iL t f -N  K Q N tt  

HOME ADDRESS

. . U s i m

k C f'f< N f,% Y O

POSTCODE

TELEPHONE

NAME

.... . t M M H c .  S T b a h  

HOME ADDRESS

 A s i '-. .___________

  j 3 a f e » f e ^ .  ____

POSTCODE OX.T VH.tA 

TELEPHONE

. rtai‘{ - is-A)

The property let address 3*^- l e itL DRtsf , ST A n HS ,

Topither with the nght to me the Iumiture, amdes and thmp about tht said premoes. 

The tenant will hold the property for the period

from month  2000 to month \>fcc:tt*$tR200i
Inrlusive at a fixed rem of £ , - v  per person per week inclusive water rates



Appendix C

O
A l

C O U N T R Y  9 m m

part and

NAME

— -—

TFl.FPHONE



Appendix D

A P P E N D IX  D  -  15 F illed  Form s (S ingle writer)

Nultoniti H»*l»h Service Form FP9S t«SV Aphl 1997

APPLICATION FOR CERTIFICATE OF PREPAYMENT OF PRESCRIPTION  CHARGES D E P A R T M E N T  O F  C O M P U T I N G  j i | H j
R E Q U I S I T I O N  F O R MDo not w rite a n y th ing  in th is spurn  

C ertificate N o (_ < /  C  / 6 £ 6 /7 c ^  

VALID f*on> f r y  . o < f  . > o c  0  

tus* H  > 0 ‘ *  G C  ±

P ai to tWW *, «♦ wM. **»..• n HifX> CAPUA S

SURNAMF W  Q m l A M q  

Ms

FIRST NAME t V U f c U A / ’f t
R . q n . . t 6 T Rv I  l y  C  V <T

DATE OF BIRTH
Day M onth  Year

i o  n  / H z
SU=°‘_ ER3 CE'A.1.3

N um ber of last certifica te  of p rep a y m en t 
of p resc rip tion  c h a rg es  (:l a ' y)

N ational H ealth  S erv ice  N um ber 
(ns show n  or. m edical card)

COKTA.“ NAMe ) 1 i\ ' '  V ' TAaj* 

c r u f i . i v  Niwe >■- < v  1 r  -* 1 I 1 < I f »-

ADDRESS >  M l L A y j l ?

S ± ) £ g M O O D  ,  A / O f T I  V e r M 4  M

- “ DRFSS f f c / t - b i .  -'J ffc  1. t  I 

,  fe t '  I  'V  q

fv u  r  r  I  Fv t T V .  I q  / n . < t
PERMANENT ADDRESS 
(if d ifferen t f rom  a bove  1

( < ? 7  - r l V  i T .  T A t ^ j ' A / J 7 6 . ; : : K  7 a 7 a / ,

PREVIOUS ADDRESS
(if chan g e d  since  la st m edical card  issued?
If recen tly  arrived frprn a b ro a d  s ta te  d a te  
If ro ce rr 'y  dfechargeri from  M.M Forcer, s ta te  d a ta

« v .  r  f * r  -  u t ' * ? !

POP WHO* W HA“ AV HEP 5.WHY

You* N ational H w 'th  S erv ice  DOCTOR S  NAME
g e n e ia l p rac titioner AND
(if none, w rite  NONE » ADORESS

V  A 7  S c i '  i s H e  T  f - A  7  /  ^ A  ^ H £ * T £ I Z

To m e H ealth  A uthority  K 0
l en c lo se  ‘ Postal O rder/'C hCKjue lo* L (insert amou^.111 Im nde pa y ab le  to 
"MM P a y m a ste r G enera l” a n d  c ro sse d  “Payee  O nly” -
in p rep a y m en t of p roscrip tion  c h a rg es  lo* ’ FOUR MONTHS :» •»  ••

•TWELVE MONTHS 

s u i t .n g  from  ^  V  A < ?  0  1
I have r«»d and understood the notes overleaf, and 1 am fully aware of the e«rcum*tanc#* and time limit a.

S tg n ea  • - '< •  Y C  / v  ~1 D ate  o u  » - -c  *
'  fiole- Vdti oan find out tlte4<‘UMi'. ««the <4«rg<; Iron Iru'lef mCU* le t.e  ’ton’ your doctor, man* ocat 

office oi Social Security oPict.
WHO PAYS P A V  : f c P O ^ 'A r -

THK. NOTTINGHAM I RRNT UNIVERSITY 
REQUISITION FOR CROSS C HARGED SF,RVI< ES

I* KT PROVIDING WrKViCt M PU TJ N'ty | MAMk. \J£ll
DET̂ -S S T ^ f t H

| f>*Tt. 2.0 - i o p f
r»nr Rpg«>x-nha;%Ptv.CT ÂNiCAL 1 N’AMT qj/J

HN*\Cb t‘OfcS Hi* KtJV-S CilAKtHNO
chart,i* i0 GxmRDrruitKi t P TMHHT CO ’INCOMP. « a

^  . 1 1  11.111 . i
d o &i} 1 1 1 1 t 1 I I

• M i l l  !
L _L.i_i. 1 . 1...L.L................. . , .......J ..1 JJ  1J--------U -

RLQUmLNG DKP'. RL'I AiX YLU.CTO, SLNI* UUXAVHOl:
i /  /  /  . ■ t o  rw»vn>wn orarr.i i_. v > c >  immrtNo wiiT rlta^bluil send-white

I)- 1



Appendix D

T E A C H IN G  ST A ff k k  ov ic .t i!&

j^AnnrehctlM© . _

IK N l POLYTECHNIC NOT7NGHAM

APPLICATION TO ATTEND A SHORT COURSE CONFERENCE >OfrTEACHING 5TAFF 

ucnow * IO 91 t‘ow«rto ft AmtcANf

a. »»  X  It* applet* a to mkkj cppucent** *vm «r> rN» c v ^ o o ^ g t ^ ,  *.*
.-.I m s  CW!V«). if W p5?ujoi« to/ me luccy  c a s t*  -%«> SfCCV^o »3®«v

i i** g t  c* ^ loccrtcn **> rfrt *o

ji rr« anpor*? rw a* »ryn*J twtcw* - o»^ «xc«u mcv t*  c 'c : '* - - ^

4 D# t a m v w i  on ir» Data o '•**>>: c*OM ra? tn  <*t C*fO> mdcafcid

» g»rr*aaro**l^lav»mur«.|N«n# fc^ri.

■*‘ w  6  r a c e  ' « w g p «  M i l  v i z i ' s  V<:

n ^ W r , . .......
~'"TiviKt6Fi~' .rnsy 'H ew s M ? ? fc * rr.

«SwK at , v  ,.

lifrhsto er Actual
istMAT»D«X«wtti
Ns^wv , |  -.,.
CcnrCeurw tar 

S-cJl f W *  6 -v

S.>s>uMtv

* C T «*  2 TOW CCMFtHIO IT HWD Of DtMlrtMINT

1-̂ jC r*fe-£ - UtfP £ / . r * ...i .'.̂ .f?/.
iSCIIONJ KAf LIWCIOW 5 USE
*r«fCTfC: r*t ^ffjwKS •}**<<  ̂_ 

rvi*. -------------

IHI, N * > n iM ;« lM  I »K M  I 'lA T R M T V  

M l l l f  K ATIOV O f SK * > f  <> AKAfM f  KAKA*

■

s t m £

UM-1
t < hr - »r**« m 4 i » '•m ... t >c*» »► »* •!**. JtFatfMhi n  ‘i-IDl A*- \

i—  .^M w tw  r ^ ., - . .  . . . - i i - m * .

r 5»jcrtflJ.-.r;

KMM I ITt  I S  Sl-V II All NT O '  HI f U A H I S i n k

v ie ’ «  almax (*• or x ̂ :l j»r m t »

-*«rtt4ipm5 »*» n#II**r«^rtrrtihr'Yr 4*4 fL»*l bru rf « 
i. n )Arr.VRV 4  t- ti*1-..

in\iri rTvnmuM i o p a > k o i . i  svnvw *•. hihimiu m  w m>n
a. . Q. '\ :r-:PZ' -

Thr No:iin l̂fcn:i Trcr.l Um\cnity IVyroJl Scrv icrA 

O V EK m iK  CLAIM FORM FOR MON 1 HI Y PAID STAFF

IV£NSC COSO-UTt OA BLOCK LAHTAU

d e p a r tm e n t  c - 'W  j ?U  T lA ib t

LHAJ <: ic |o  r> ?  12  \ /  \ o  y [ i , / 1 .r
ir* TOT if In hr oxWr lu n Jjflcrcnt com rode!

- ........... ........................... ..........................
•»r*x fPKPoxMer ovEamn:

C<JMMSNCt_-
o'TjrnMl uvwrntf 

HDUKS
TAVKCHJ ;.TT .■'M.V

es-MAvrrwrvr

2 . a- 01 r j tc t i f e e JC o c  ’ Nfc
4 -  n> T u - f o ^ 1 <*■ • (?o i * c t  « H t :

n ' ,M b  UK1

( L -

Amhi:*isrO tor jMyrocoi (Heud ot Dcpc'^cncni 
Hu* li<iuiurc masl *prit»i rm Ow Aothoiucv) 
Sifnamo l.iM twM ii P^viuil Service*

»l TAW MINT >A>* K* ■*-E«CTC*nON hJVKlSSS

A re  you  c la im ing  to r  h p a lih  r n s K  >t«i 
h a v e  a lre a d y  p a id ?

\ 7  oom os-rm or.:
r>lf TIAIMiN', M TN-A «

D o you  h a v e  a  p a r tn e r  w ho is  living 
w ith  you?

in RSONAI D l.lA IL v I I t A Sl W K irt IN .SLOCK L A t’HAl

YOUR PARTNER

SURNAME CHl(AU M d 4 A/’cj
OTHER NAMES v m

MRSMSSMS OTHER HIS - r  Hes
dati; or DiRnt 3d  if / 9 ? j of e f  , > y ? L

NAIVYVAi MWJKAMX MMWK
c :  * 6 7 ] C S~ 6> ; ^

ADDRESS T L f t r s > o HlLH&tZ FC4D
u a«. a ynrxNT-aAY***.:.

4-cvi: inf*
m tZWPOO 

L ^ T t . « t A  p  f j  z  / y  6 t  H H

IfCAVC* -EU. j:- ( A  f '

I; uttAWi
TWS ADD3ESS

□ Arc you waiting to hear about:
- a claim for Council Tax benefit?

- a claim for Housing Benefit'*

- a  claim for any o ther benefit?

* ' « i w

1)- 2



Appendix I)

LW î^uL Ct«u/*s*»c (ITU *») 'Wii'FORCE
"ORLDWtot

* Cluu in Sc f-wlc w

*.* ****', . \*.*,
\W'vt . <*T A^tA mTTfcSfl^H

1'usiuxir 

K.C, J iK.0

/

DEPOSIT in . ,  m m . «*,j
! 10 0%

f*081 o1™-* 088
(KAu m S(*•»**y> ^ p » ^ > ]l> ia ^ i

A V I N C S  * Cash 1 ^  Chacuo 2
■ “ ■■■*■■■■ Vf^of'ewqwjW'r .

Account
NunrttW

WiNMUM Of POSIT -  ttO INVftiTMBNT ACCOUNT nOONMNANV ACCOUNT

Am« mt H AOfrts____ J i l L . JfcwP*® P ... ^ '*■*&}  ..
DupoBit to tha account of

!;!fc,s a ! ,! S te &  * - ^ --------------------------
« « »  Vc, ,A '!> * * * • €

G E W SrtM  N C T T ,u ,w ^ _______
fa&adft

0^5 KJP ;tf;

Request form

Wus M'. otftet $&0*« Vive wfnti SlflN,
i'H rv . A.e«crs.r^f> S t  rst*+s

B .
KCTt>*A.h Pa>

.tro^ *  G J t K 0
,'nywftt £ iw-e rttntor, 
;\n>h» tik«v* iJucitw

S - ^  I 3  C % *  i 
S - * » 8  h  y »  a

■• wci/d Hke «(, CtT...>-j«- .-I H rr N(»V»Ve>t Tn îuJUi I'tawi ^c-«y.rr /
'Tcr.tve ;o*«<hJ.mc i tiie u ntpi'trj htbfcVTn'Xn-. ✓  „  ' .  w r Wq
. uen iejtvrfMf .t t| nvr<artnr, 1s f » »  . ty t.c g o ^ tX X !  N ew s y
iN a t - r W ll tM I M f c tuo»: 2 ✓ T IK-'ir- «> W -

i t<Mw tu tok* plot-; in. rihj tAliw C tJfOPCh c-1.Mt to rej <iWc(
| ny

it ^w .vdc«, d prt-kT W n.x1 tir t.>« .-4Ttr tv t- Lwc-'icl- JtfiO v»»i/ao»of*■«.
p<N)Wt 3<yy>CVt Mt> e >Hv« N d, 1 U t o
PleWC >vtis.i r*v£ iit* dfc ->>Mil trvfttpf*i. >iiho*jt *, iWi.vw.ir wttl u (J.-.IVCHt ( iwhir •>! TSf't'dt*'/) n o
frtr'.Wrst Op»»t*I*SA tr-'v nt iw.-J / y
T W » >«-:• rrte l . -H«« LrtOC|T>Tti'V*‘. Of' «i« tC*.**!*, - sVvkt S
Sc<»-Setcci S* w r-n r is* ■/ Murtpy«<rf ' ntntrvn* Po^oflv. y  'JVill ••< ( • UtO( Saf
Vt3t»rrt Sndcc Dcci-t.) y etto.o ‘wKvwet V
Tofefv,Torc S-xwe Dcttir .j y  tflMMPWtfOTIhvwtj ✓
t4 «jot a t  n Nsnmnt t: r,«*--Y p*<H>'■ tt.'R i>s;
rteo Hattie oi yjK* bfljtKr T*̂ eAlN»*r> -i.T<lAAl
iSQtA -XCtH' H W;Aa% u  c *5 b  « q  \ S  i -ii •.:<Tcorte 3  1 t \

►«.A*iUv.-y gw.irs-s- tK- PK TV. tn !»*» n-.-i n

ft,*. v*ik^, s
VrouC,
i S j s . n » a s  n o ? !

» « ■ . ! « .  ... N i . l i  5 *  ft
O i t s  1 a  ■» I o  ‘1 J

W h.S.ftcT-,trit c*>„t
>,f »N »t NC.* » » s

” “•* ■’“t.
■ ■•-r 1 .W** Tras. S T

*^1V ' oi  « s
^ S O O  H ■ * * .1 f.

'S*fc»v 3 i».m HAyT
VC

A p p ly  fo r  y o u  
?sto credit ca

<1''r  APR T#

t r -  r.-'j (M em  -V •

u n  1 S  I T

P»«s  fc-'ta*. tvj

X •>*'

IMPORTANT

Please also enter the number printed beneath the barcode on page one ot the Application torm here. It you are
paying tor more than one application only complete one mandate enter one application number and the total amount 
tor all applications 

I f  t r l i  aunrtm
h i  a m  ai io

v tu  swttc&sao oetu

Cjftf Wucitel

A 5 I § 4 U I  ic 8 4  \ ^ 3 9  0^3
EswryDate

0 | 0  5
issue eu SwttctvSnff 
O  i

Sipnatuie ot canthrtnw

nil . . . rMny T̂v r.nieiug »̂fcen* wen J? ^4*^  ̂h **?

Name uncart

W I N (v St © N C, WO M C, 
AJitioss ot unBuUer

l*|ii , H f i O T S P o R D
ST ANNiS

Towi
NOTT |-MCi ^R(l\

K-illi
U N  t T  fe 0  TL !Tn D O <T)

Toiophone nwttber s! onltwldet A
O i l  5  -  H 8 “ ? 4 a

DR IV C

PMtrwle

NC» t  ̂ & X

1)- 3



Appendix D

* fJSuW * 7>"5(#ir WTdK fWf t«Uft»V? .SWA#; fr'4

: Oai e  ®t trav e l *  t**t hnawi «m  i*»*

R *90M oi# 0 2  , .  _
\ S 0 5  3 0 6 1

Odtafte at appftcdtrt i Intended paasporl hoWer)

Pm O New 03 ' ' X :'  T ‘,K “ r>  “»$!}«»[ •». « ■ ■-
N C  N ( |

VKI N C| S t  0  NC i
H K H U N U M *
w s 
h «  . A 6 6> o  T S f  c c o  D t ' v e
S T  A N  M X

tfO T T 1 K e* IIA <*
ifemV M*xc*
l l N \ T t  0 t l  n 6 D C I «  N ^ l #

0 1 01  I ' l l  3 i
M R  LR L O (l\ P u C

taM & sanK tfK  ttft S \
brtffrcs iu» * « m fa* * *!««**» ««-»•
o ' t S - m  M X O' ' 5 - 8 a 8 h T « 3

Please read the notes on the ba<k of this form _  4<" , |  v '  |i  | j  |v
before you start to  fill It In _  i“] n K  ^
Return th* font- to Nationwide 6 u'Ming Society We will anrange for 
imorea to be paid without tax taken o«  We will not actcnovdeog* 
receipt of the form. You may with to take a copy for your ncw di

share of the interest without tax taken off and if vi complete their 
own form

title Mr Y j  Mr* Mm I «* I ! othe-!

u r

Pirvne enter ad 
forenames “ T “ " :  ...........................  “ j

Surname 1

CMt* of Birth 1.1 ' ]■» o f t  li^ y}  1K f s l o l
Permanent addnms

• A ffirP’Tsmt MOfti*
• A tone stay 'vw  m

t l i .  A R e o t s r e p c

fkNhfS

N C T tibK H fV ^ „  . .  ........  .  _ ...... _ .......j

L I a M i 1 R W *
!» .*  UCTtlUA ST . S3CI

Saver* o v e r  16

Mi
MW the » s« i worked in the UK in the teat J year*? E  □

If A*V, enter tlw **vert National knur ante number E i E Z i s ^ E I ]

a w tffy  th a t
tlie intomwttah given above h  correct.
» am lor the person named above) it unlikely to have to  pay »nf«me ta» thn year
l wiN write to Nationwide Budding Society straight away if my income for the person's named above) 
increases and tax if W n  due.

Oat#

'JhjA V *  -

. j ID -  jdD .r.4ZeTc]T
Tkk thb box if you <«• skpuix) the farm
• As the parent or guardian of * child under tt», of .— _
• On b«h«H of icmeonc who h mentally Incapacitated

I t B i  f a n  o o s  o ffe n c e  to  m a k e  a  fa ls e  d a d a r a t lo n

1 Voui pel vvnol detosis

j '.ixnortrt VtfOld^ Mr/M»t/Ml'«/>h roferwroefe) YVONt^ Vy It^,

| AdrHtt \^H  T Sfof-D  DflUfc, i t  ,

N c r .w r f iW " . ( ?  ' B u

c>' I S - S Ng m  Ax Ofttr, o n  s  1 I j CM o

PVosc rich wrha.-c orotior ole
— zr”--

Mvtd Trto Trowel Protector. Duration of Cover: k« M hi T-pTtthM Fickn w the jwfav -A  he yaM torn lh* cMc Ihc Appictfkxt I 
ond OccvptH &y &* Insurer.
E mwccc.ii Covtr 0». Wdikkdcc Covtf v
AdfkCovr V  Fam^Crtwr
IWy>.->»)e orvf .Mmxn; Covnr kv td iil ^  ExchdfM

j thwKU L?** Inch tied ^  F>rk«k-.1
| Cm.urvJWef -1 trrhdni s /  Luh-Jcc

Sywh Lucmio-i

I)- 4
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Appendix fi

A P P E N D IX  E  - E xtracted  O utput

FormOl (writer 1) extracted words

FW  VJotnJ\
E 29 HoeW WoOaJ 

[o t t s i a  
B ^ § -  HtklftKTu.rtci/H

O  M etL rtB
U -  W a/ s  \Narr/A/&HJrfM

S O  EEEEI
IA>ITSN b/V6itiav1

rM VJ  PK Q  |CHo*J6j 

p r o  ic ^ s ^

B M 3  R 'iq iiq

KbS  Nm ?i>ex1 iSTfcgrr

r a t n

Z3 \tu*Ai 
IS * IS * E23 
W O m A ihH fiM  .

s r s  g r o 0

7 ^ 0 A T ~ J ^ k \ kJ^Wl T ^ W 339



Appendix E

FormOl (writer 2) extracted w ords

g w a
rexzi, M mM  k m h , 
1MJAN 6-i M l ,  
ESiQq KSKE Luhpukj 
r a l a w a

B50  m m  m  

g l i i^  E u S  
DUS -  Mil 2 2 1 1

□  Q ALAN E 3SM S  EEZD 
M P f f l  D'aYAJ 
IC/HSRASI
520fld KUALA LuMPUfei
M AtAY^A

H U  E2S

S  j g g  | 4  s  I 
£U£04-3
Q0 s a a  ™

lPkJ.T AKlfirl

PifrrTAU EgHEga 
b I SC MAN 
BOOKS!

I
a szo .

Xuisje YAP B U S -  B  <13 5 0 1



Appendix E

FormOl (writer 3) extracted words

sa

561

MJQNq HQB
Mo<^Cl FCô g

crg g M o j

f ^ g n  sa l a m
AMPANOI 
R-u a l AI U u m P u R  

^ g jo o l
Ma l a y s  i AI

esls

E S 3  B3

Co z s  1 H £  5 ¥ ^  

M  0 3 2

0 3  , ^.L.p c H 
E ^ T - tA'lJ d ^ E i
IVGpcJLo<gsa|
E S  n s s s
[Ko n>4 borACi

0
IZf

o

GE33

ES 15^32 1-768^? Pj.5 H 
[iMTef̂ vtATtoMAL EcpNoMYl 

[> S /lo /* ?q l  

H&uAkS E5@E53Z@

EE3 ipQp ia scz ( g 5 g ^

L->Q M t* feoVc ILq^H nregyszs 
B§ FaAY Bggo.Q|

E- 3



Appendix 17.

FormOl (writer 4) extracted words

ft £ 0 ,1 0  £.6
do(_ ^S .̂(X<L i)kj

£>o<> hj 
g»eeSTb/v/
^ 6 3  s m a
B 5H  i/v&HAh-1

ESP- CO ^ t L 6 ^  

ITo/vy

|S 4 -sa -6 g 4

^i^g .ctec.'- Ktu| ^c. ufej

r I RgA/T UAUU£72£J7
teogT g;y & TK ^ert 

14-SU
rrw

2]

b<? o q

m  t o *  i s - a ^ r r a i  
r a  aso  
EH2 . gT O  • E3LfiZ3

/V O T 7  A /U g jH f lM

13 5 3 ^

5 g g g

MAMOAAJfl IgBfiiOiAAJi 
[✓£/ j

FfajU pfl-g 
g>P • TWVj '^-Q^

E- 4



Appendix I7.

FormOl (writer 5) extracted words

7

[79 £>0rt/M6fcCW/ATflb u v e -R  i c  WopiE-LiN tf ie a o n
fcoBfeM » /6H 7A L J mTr/NGH-AM
E E S  H S Z S I 2 2 I H&-4- 2sJ\

O)£ob<sfl&lcj (jjtynfcap-lWM E E

W 5W W  T o N E S r s  P e & U  r a e e n
H oJT /N qn W

b /L S  s + £ 4 - 7 * 2 . \NGri i_l
E N G L A N D

S3
,  «BJ IS C H M -* *

W A S E H S ^ Z S I
r f K N b N K b
q j o s  j o  o

yvo7T//yft#*w

S 3  S 3  
3  Png

B o B  E H ] E  ISLZ3

JO /p a eN  SCH&F(£lX P//C 1S2S/ZZ  
l o j o s j o o



Appendix E

FormOl (writer 6) extracted words

0* s* E S S  
m m

E tdI
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Parcel Number_________

f  5 /o //»

<pfl
Office of Posting 

Service Used___________

’PflfLte.LFogce

Name

Oils - 
‘Oflx, 

WfVN(S| Tdf

s l ^ l n
N0T7Zn G\UGM
Not Tagged

A 3 + s r ^

Y U h iC ,

& ow »rt
^Vofcsyfy

(K o «.o m 4

^mCrj

Y M N lJ j

A d d ress

TtfcRftCE
IWCV\\JVE\M

NGTt\U6fcN<V

A660TS?oW>
W 5
Postcode

f r t a
w
IW I>

U C , 3
Country

vxv.
IX-Vs
Telephone
oyu

8A8Wa
0U5
Month
Pound/£
1 5 T 0 0 6

O O

5
✓
SO
*T
T 5
<v\
Fax/Email
ttK 
Xc 
wtu
V«n£@&0C
Signature

M
Date

Value
\S0.6b
\
Description

s e t

Parcel Number__________

ViS0oWD303HM-
Ofllce of Posting

W TTW W iA
Service Used____________

Bad Word
s

V < « N ^

Not Tagged



Appendix F

CHONfe,
C ttfcC
CttftH
CHONG,

CHfeG
C?W M

s m

ikn
Uytii
&>N«a
A ddress

• s t e e d

jjoa
D R V ^ ,

fte&<XTS?e*ls
Anns
• 3 T
\W
Postcode_____________
S B  0 0  
I
N t ,
Ib-lCS

Country

€ S « j f c f r t
efcYTMfc
€<ft&n
Telephone

OllS
<H l° lltO  
a  15

o u s
Month_______________
Pound/£______________

3 ^
103
q *
A  
3 ^ -  
I o s
Fa:

o o
i*
5
° I R
A
A S .
Value
i0 3̂<t- 
t
Description

PtWfcfcs
ilvofe©
Parcel Number

u au -s6*8^o i*
P A
Office of Posting

biOTtib^^MN
Service Used

Ord

Bad Word

Not Tagged

7 /
4

5T&/E. 
LXHf  
STBVB 
5 HAotfiM

sHAoMifif

5£/-g£7
Bartod

HOLE STRBEf 
NoTTJMGHMj 
VfT 7 A y  
i
NOTTlMfHAM  
N fr l 4 o ti
Country

UK
Telephone

U I U I 1  
I S' 
ot
84-24142  
o n s
M onth_______________________
P ound /f_____________________
00
100
O
0
tro
00
IPO

ac.uk
zAMjfentu.
Shdf/ni'/i
Signature

Date________________________

/ m
14
ja m
V alue_______________________

00
too
1
Description

W f
qvkF
Parcel N um ber______________

0002-4S/P-Z44-2
PA
Office of Posting

JjBBOS
Service Used_________________

stm o M o
B ad W ord___________________

-8484743-, J2.Q00
Of I

sffAOHiH ZifiAtfy

N?
Ml
Not Tagged

7
/

F- 4

...J



Appendix F

I ooa/  
H U /i  
S U
KO Nbt

m
f W
T e e

W S E
CHoM (a
W /H (a
k o k

Name N am e

o c
k .
-TA-/NMJ
k O f i -0
WtLL/M&TO/J
/ S 3
klklb\hdiv\
w w rc b
M ftU T c / /}
S/OTVMbHftM
AiYkS.
£ 1
iJOHML.
5 1 0 0 0
K u i A l
k/AtX
/ 0 t A / £
fO
t t t k h
M lM M
S b t - A r i
S .6
A V H A Y M
Im W fL
PiiALA
CHEKA*.
K m
pasa-k
4

I
Postcodo_______________
Country
Telephone

T I W z
? /< ?

E O T
s-T-s-7-
s
4
s
sr
T f 4}
a
l
H
Month

jr * 
1

0 0
r
3-4
m i
A n n
A H '
IU 6
M A Y
A H
V alue
D escription

Parcel Number

J A H E 5
S lM O M
EASTWOOD
G-K6AME
SrOH
PETER
S T 6M E S
KA*BH
Address

3 * J >

H  6r  8
U O T T J N f r t f ^ f i
ROAD,
K IMG-

H O S P lT A U
& U £ E n 1
P
T Z
YK5-
Y o r k

3K5
i
o x
& 4RDEN,
kENSlrtfrToM
OXFORD
i
C o l w w :  K  
STREET 
RE&6MT 
I 
1
AVEKU E,
BURTOM
I
I
8
5M&
H f r S
NorriRfrHAM  
CARLTOFl 
GrROVfi,
ST6KE
55",
Postcode________________
Country
Telephone

2 4 5 1 4 3 )  "
0 8 1 2
1 1 2  3 6 8 8
0 4 5 5
8 7 6 4 3 3 2 -
0115
1 4 5 1 7 1 2
0115
Month_________________
Pound/£________________
F a x /E m a i l_________________
Signature

Z ooo
M AY

zooo
A P R I L

g
>*»68
MA*6H
8
Value
Description

Parcel Number
Office of Posting

f c l - Z V c t T  
V i - M '?  
S S N G H

D A
XtviC.
C A R E -
M E P t
Y©ot4
K&V
vdAt
Address
SP-utAEI
a m p a n < ;  
H A 3 1 
Uo 
2 3 7
KAUATsaA
MALAYSIA
LM M Puft
VtUAV-A
puA-NTAN
8 >a& *a

FO'jfl^oT
d e s a
I A K A m

5 - 7
SlRfeET 
BP-oin mi w 
A 
36
MALAYSIA 
MALACCA 
B A feu v  
PEPSI Af^AtO
W l %
•3 M-AN 
9 - 7
Postcode
Country
Telephone

4 $ 2 7
3 7 1
C o S ')

4 3 , 2 - 1

7 6 5

C o « Y

1 7  1 7
~rfg
C o s t

43 12 
3 2.3 
C o s t
Month

Fax/Email

Date______
1 7 7 7
M o m

3 o

17 7 C
A u g u s t

9 t
1 1 6 G
3 L L Y
9-1-
Value______
Description

Not Tagged

Parcel Number 
Office o f Posting 

Service Used 
Bad W ord 
Not Tagged

S u e z *ast
t V p iS S & R .
C L f i k K  
c i m k  
cT5 A F ) M  

XK//V
DZHMSHKi 
N IMA
Address________________

s>
an
n &t t

e>eesroro
a v

CBNTRAL 
t&NTKE 
M<5 C>r C A L
A B & e i
7
2-S-D

/VaTT/A^NAM
X T L .
/v < a i
£ H l  L.XOGL.L-
&6£t>ToN
AV»
C H R R U S Z ’

2 5
AV
C e t f T R A  L
g o

X T L .
A/<a>
AloTTf/vSWAM/
G 5£6T 0 /V
R£>
P e v / f f « i u e
1 5
Postcode________________
Country
Telephone

p - 6 a s i s /
a  S o < t

6 6 5
3l 5 >̂
7
0 1 1 5

7 S 2 .6  2 .0  
o //5
H & r U .Z S '
0 I1 5
M onth__________________
Pound/£
Fai/Em all
Signature

*7 ;— ^ ----------------------------------- S ig n a tu re

- U U S n l ^  W fo M *
Pate_____________________  U Date

le * = o

» 8

g
W 7 2 -

M A Y
5
Value
Description

Parcel Num ber
Office ofPosting

B ad W ord 
N ot Tagged



Appendix F

Name
T J iO N R
B L T o N

Pe t ul a  
D l& u A l—
B o & B N
/\LF  IE S H oOt b K,
Address
o
6
4-
ess
E.SS&Y-
C E N T R E
R /N 6 r
r u b b e r
st r e e t
A L L E 1
D E A T H
17-
S \N l
N oTT /N 6H fAA \
L o n D oN
Gr&DUN6r
R oA h
D o  WRfTOlNN  
18
K o f o
CoUNT'l
17
RV1
RRS
gRlSTOL.
C LOSE
B L U E H E A O
37
Postcode
C o u n try

T elephone

7 7 6 + 2 * -  
c>/g/
S O +-Z 78  
O f  7 4 -2  
&PB4-T4-2- 
o n &
< l S Z £ f l2 -
OWS
Month_________________
Pound#_______________
Fax/Email______________
Signature

zsjsjov  
2- fs{  71 
Z \ i z l7 \
Value
Description
P arc e l N um ber
O ffice o f  Posting

S erv ice U sed 

B ad W ord  
N ot T agged

5tfe&UAT
M
Mud
Jc
3R
jLowsp^e
JR
yon
CHUs-fNe
3N£>
N 6 6

Ro/Jnp

im  y 
*hsm/)L 
/ H 6 D | i 4 l  

Greens,
/© X
MGS'
I F F

tfC .1

AlofflNSIMnl
AJoniNfilfeMl
to
/ U p F v t o

itoAj)
5iW-ptsAme 
cehiinc 
iWE<3>/c4L

LemtE 
iiieD iq9t
city
4*w
Aie*3
Ajeweufiv
t o / t o

'futoPitt
2 ?
Postcode___________
Country
Telephone

‘f a U i l l
w s v f
E u io -i^  
m u  o n

Signature

PX R JD

A -C trO
i
n
Mfl-y
N ls
septeiM&€R.
C.
Value___________
Description

Parcel N um ber
Office of Posting

Service Used 
B ad W ord ~  
Not Tagged

H O
?
niche  u x
B V n o J S
C PA U L

D R
cS j M

3 oC >w

I X M

&OH
T M
Address____________

S o ^ B f i T

RoftD,
/)MgL£^XO£

Matar-saji
A u s T ^ i ^
T>ARfc

MAff eR-tf 

L u w p w * .

fcUAiA 
C N £ R A S  ,

F E L ^ T E f i O  
>2-1 ,
3 W c U - e  Y

M A t-f tY sz f i  

J-UfctfUR. 
fcUALA 
STS | o o

i-'A
gftTu
s t c v i ^ e .

t a m a n

4 6
Postcode _____
Country
Telephone

f
l< ? 3 &

< 5 1
I
0 0 6
< } S
i

Month

Signature

Date

SEfrsw&R.«
/<>
2.000
A U ( g M S ,7

2.
S6C£MgeR J# 
2 J S
Value
Description
Parcel Number
Office of Posting

^ \A C >

T A K
smxrt
tfcoM iM
* L C

HftHDSotflS

K \U(h 
s r w m
Address
SCOTt^ND
m v t ^ E s s
f t \ l E N U l E

EASTPtEV-D
M-8
SC0T1WNO
SCoTlANO
ABERDEEN
HAC

PETfeRCUttER
& U \S6ovrt
v n A j*

CoRONfVTwN 
t *
R o a d

RuTttEWitEl*
ou>
la
W5TTwtf»RWT\
m >
Mf«a
GtEDi-iMC*
LAWE
STOfcE
1 ,
Postcode
Country
Telepiionc

Su4ia4 
<3U 4 1 4 5  
8*«Ua3
Month
Pound/£
Fax/Email
Signature

Date
A O G O

WAX
3 t 6

m a
OCTOBER
14
m z
3 M 4 &
0 1
Value
Description
Parcel Number
Office of Posting

Not Tagged

Service Used 
Bad Word 
Not Tagged

£’■■■ 6



Appendix F

dCOEM

c ^ M w y
HCNOH.IX
3 t f c l «

ftWGjtJV̂
4 W A
BRIO

C (tM

oAues
ANODIC
Address

<C
w
UAB
N fe l

LOKDOM
wftRxuaBoHe
* u j e y
2toiy4
SlRfc»VT
I D

H H * n
K203
BHGiUftNO
C^QuU^HWIpTOfA
i c A
NCR
BlAV=€*H'ftW-
fCORKXCrt
m x t (?o
( f tN t ,

fiocsrn
wtcufvm
s a
ROAD
MARUN6f6RO
&
STR6€T
CbVieKTRM
<=tE0
Postcode______________________
C ountry
Telephone

o a v *
R I O
o & o j t

m
QttQ
R l l
M onth
Pound/£_____________________
Fnx/KtnaH_____________________
Signature

& r \ s \ Q G

TO
3 * n
IR
(R 8 1
wi& y
0 1
Value
Description

Parcel Number
Office of Posting

eta E5T
RObtON
BRIAN
JOHN
tt&LAHb
B 6 U

MA2- __n
mahch& tz1*-
s t r e t p o r p

'sAS
m o  jr
OAUrHU/~M£

COLE
J f c , 7 0 E
Address ------------

K
U

a & r

5TAWthHtfTOH
S H ElW -lfc
STREET
YORK
& A .

4AA 
NOS . 
N o R t i iw  
UK 
I A/P 
MA4
CftlHOrLEFoRD
tffiHCU£*TS(L
L E IfH  
ROAP 
JCE5 WICK 
I

c r a ft
SMBRSOm  
I$
P o s t c o d e ___________
Co u n t r y  _

|f  phone

/ >

$ 4 2 -
7 2 .
1 4
411
Month

Signature

^ M W
Date
!
MAY *ow

' / W ?

M U S T
_??,

MAY
o i
Value__________
Description 
Parcel Number 
Office of Posting

Service Used

Not Tagged Not Tagged



Appendix F

IH
J 
Jut

I
WLE. YFF, 

HWiMtiS
i c M
m m .
Address_______________

£ T * O T

& (/R T W
8 :^ -

k l
t 4 £ ~
U
f m
Tonofu 
ku/.Ai
JA M A /

/
JWrt
8UM&A
TAlAA/

WoTrmiiKftM
stamwa
M M
lOfLM.
0
I
Postcode

s
1000
s
A F X
! W
Country

u £
Telephone_____

6
5
7
m o n -
G 6
Month________________

J M L
AlfcKSf
Pound/£

7&0
Fax/Email _____ __
Signature

Description 
Parcel .Number 
Office of Posting

Name___________

M a r io

K e n d e l l

Ruth
LTD 
CTlUfT 
£ \£  hi
Address

Name Name

SH E FFIE L D
STREET
£fiU_EY
1 6 0
W o l k e k  Ha m p t o n ! 
W A K w i g k
WALSALL
ROAD
WALTbH
ROAD
(xOR WAY
l* i
Ht>U6£

WELLE S gdU ^N E  
\b,
ig u t o m

6 *
PLA6E
F r e d E k i g k

3 b
Postcode

3 B D
W £ |

C V  3 5
4 BA 
B N )
Country

K
U
Telephone

6 3 i2 £ £ >

0 ^ 2 . 2
4100CTJ 
OnV\
Month
T u n e
OLTogER.
Pound/£
too
Fax/Email
Signature
Date
Value
Description
Parcel Number
Office of Posting
Service Used
Bad Word

Not Tagged

31

Not Tagged

Puzo
q
IT

TANi
T e
L1H.vjo 

A xto K A"V\ C
Address______________
j o t t i n g  tfAM 
W
ABBot 
I ^
<SELANJ6o (L 
‘SCo t u ^m D 
^ T F ^ E T  
A  M ?A ^  ^
^  U A Si M o  C\ A NJ
I
A
7 ?
Y :F f o w c  # 

T A L A S i

t^O TTlvii& H A bA
A v e
P o U i

L q n » 0
2 %
Postcode
2 P Q
S l O

A F > t\
M & L
Country

¥ “•
u
Telephone

7 0 7 4
z i S
( c m s i ^

4 o ? 2 >

Month_______________

Au Cv̂ A^T
T T u si%
Pound/£______________
T T o
Fax/Email____________
Signature
Date________
Value________________
Description 
Parcel Number 
Office ofPosting
Service Used 
Bad Word 
Not Tagged

<J7iMSH/0
/ V I H 0  
T V  TU
Address___________

/ w e
C H M <  L 6 6  
a o

W AL65
IZ S L A U b
N o r t h  e £ n
ES/T/V G O  k
& e L r f l & r  
£ 0  A D

l o
H o f i D
u/vi v e £ 5  iTy 
A&&&y 
L & n t o a j  
AV
d r y
t q -
Postcode

2 . D 3
U - 5 ?
I N N
?
B 1
2.TL

Country

£A /< aC A A ^D
Telephone

J
3 5 H 5
o '

^ o ^ ^ 5 l 3 ' S

Month_____________

P £ B
J U A l
Pound/£___________
l o o
Fax/Email
Signature
Date
Value_____________
Description
Parcel Number 
Office ofPosting
Service Used 
Bad Word 
Not Tagged

M a y
1 1
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Name

£ETfJA LL
S A R R JE
H a m l e t

A R N O L D
L T b
U)C£btf
Address

STREET
T R U M P E T
4 2

/vi E fc z y s ib E
BRISTOL.
&IRJZENH e A D
sob&vfii
CHlPPJN*
STR EE7
comxl
21
HILL
£ < M L J N < r

7
V o R K
HuDSfl̂  STREET 
0TEOfar£
4-3
Postcode

4 T P
l -m
6JX 
B 5 3 7
62-6r
SOI
Country

< r £ >
Telephone

74&IW
<5151 

6 3 3 3 3
Month

nIU/V£
AP|?IL
Pound/£
100
Fax/Email
Signature

Date
Value
Description
Parcel Number
Office ofPosting
Service Used
Bad Word
Not Tagged

J l / W
2 S

iibi
[AJeBie
C H iM

P m y

( j ) K ? m T {  o N

Srnmv
Address______________

Bo Ui £Vj(HU>

Lum/>u R
|Cu&lA

F u c f h M ^

Cio
S w f l L e ^ f l L F

t

PfrNDfal 
148
(k ipG fofcp
6fl*f
L4N£
(AlUYftRP
Postcode_____________

^ 2 / f / S o
2SX

^ 2 c r t )

|W3
Country

ic
u
Telephone

^ ¥ w T “
M onth_______________

M l}
'July
Pound/£_____________

0
Fa i/Email___________
Signature
Bate_______________
Value_______________
Description
Parcel Number_______
Office ofPosting

Service Used_________
Bad Word
Not Tagged

(Wtecfj 
3

K id j z n G)
C F o i \ |

Sh a r pe
TSM Y
G r R o u f
T R A vA iL
Address

ANNS
I
s
i
Cl-OSG
law is

iA m , *

OAlan

E M fO T s
Bf5TU

N EW 
I
Cfeescew
skypLta
t A m am

4L,
terrace
WILTONi
^ 6 ,
MOTTiM(nHAVl 
EATO N
Lc>NG\
Ro A E ,
NOTTINGHAM

4
Postcode__________________

X ^ I O O
3<ST
G}H4
/AP
N G / 0
Country

UK
Telephone

o a
% / 3 / a ^
021.
Month____________________

JJU-NE
J u ly
Pound/£ _______

3*
Fax/Email
Signature

Description
Parcel Number
Office ofPosting

Service XJsed

Not Tagged

UK
JLaNbotJj
JUNE
• 2 3

F- 9



Name Name Name
STEVJfcN
w m w ivu
KoN(Jj

U\1_T6̂
TL<*WoU>CtY
IT
Address

PiNMS
ST
$>R\vey

S S t

NCTTlK^A^
/
AsWW<ft$>
GvEDUnA
sa
Cf\R.LTo^
& &
\,
CJ-OSL
Ivy

W(vM<
YjjAVA
NoR T^
\

ZX'&Hfy
M fsT
i m
3ftlF\N
\ 5 2 2
Postcode_________

\ m
O x 9l

m
HO) A 
ssk tsd
Country

W M S k A
Telephone

SWH Z \U  
o^\T 
SA SnaS ' 
ons
Month___________

■£>£c.g «$5R

tSvxMt
Pound/£__________

4o
Fax/Email________
Signature
Date_____________
Value
Description
Parcel Number
Office ofPosting
Service Used
Bad Word
Not Tagged

w
a8

m
% m \
cHOUo
sah
yoN
iioNe,

Address

5evvg

iq^
saru
T1W\AH

Lo RoH ^
ajuft
3RAH

H4

£ 4 ,

cwBsm
- w w
P/B
b l o c k :
gso
Postcode

30355

BfoVOO
Country

SftfiftH
Telephone

f v ^ x
3*̂
O B
^ u q m
03>
Month______________

3u>-̂
KihH
Pound/£

do
100
Fax/Email___________
Signature
Date_______________
Value______________
Description
Parcel Number_______
Office ofPosting
Service Used_________
Bad Word___________
Not Tagged

b m H A
lftcKHA+4
v m b
MLCK0$£?TT
Address_________________

QiA$(rOuJ 
g&tf-tu] sweet, 
2.
U N 0 6 M

STiZEEj

JBUJlfl Y
I
-3
s r t e r
L m o t i
2 5
£A/H/H
c h t l  I
s r R S B j
H i ^ t f
2.

Postcode________________

•xey
pc3/v
W
M K fc
4 A Y
<Si52
Country

K
U
Telephone

I 0 (H )

73 ̂ 0  
0X0

0 { >  34
Month_ _ _

MAKcfj
Pounds________ ________

5 ^
Faxffimail_______________
Signature
Date
Value__________________
Description
Parcel Number___________
Office of Posting
Service Used __________
Bad Word ~ ™
Not Tagged

X M iG
7 mr



Appendix G

A PPE N D IX  G — List o f Lexicons used in Experiment IV (section 4.7)

Page G1 Service Used (5 words)

Page G1 Month (20 words)

Page G1 Item Description (21 words)

Page G1 Name (167 words)

Page G2 Town (163 words)

Page G3 Country (230 words)

Page G4 Address (524 words)

SERVICE USED (5 words)

ECONOMY, EURO, INTERNATIONAL, PARCELFORCE, STANDARD

MONTH (20 words)

JANUARY, JAN, FEBRUARY, FEB, MARCH, APRIL, MAY, JUNE, JUN, JULY, 

AUGUST, AUG, SEPTEMBER, SEPT, OCTOBER, OCT, NOVEMBER, NOV, 

DECEMBER, DEC

ITEM  DESCRIPTION (21 words)

BOOKS, BOWLER, CAMERA, CARD, DIGITAL, DISCMAN, DOCUMENTS, 

DRY, FOOD, GOLF, HAT, JACKET, LINED, PC, PILE, PLAYER, 

PLAYSTATION, SET, SOFTWARES, SOUND, VIDEO

NAME (167 words)

ADAM, ADVANTAGE, AH, ALFIE, ALL, ALLEN, ANDREW, ARNOLD, 

AXIOMETIC, BARRIE, BECKHAM, BENG, BETHALL, BIZK3T, BOBBY, BOH, 

BOON, BRIAN, CARE, CHAN, CHEE, CHEUNG, CHIN, CHONG, CHOW, 

CHRISTINE, CLAIR, CLARK, COLE, CORPORATION, DAVID, DAVIS, 

DEHMSHKI, DIGITAL, DR, EASTWOOD, EBADIAN, EE, ELTON, EMMA,

G 1



Appendix G

EVANS, FORSYTH, GOH, GORDON, GREAME, GROUP, GUEST, HAMLET, 

HANDSOME, HENDRIX, HILTON, HOCK, HOE, HOLDINGS, HON, HUI, 

IMAGE, INC, IRIN, IT, JACKY, JAMES, JAMSHID, JERAM JIH, JIM, JIMMY, 

JIUN, JOE, JOHN, JOHNSON, JON, JONES, JUI, JUNE, IC, KAI, KAREN, 

KAUR, KENNY, KING, KOK, KONG, L, LAM, LIEW, LIM, LIMP, LIN, LO, 

LONGSDALE, LOON, LTD, MANDANA, MARHILL, MARIO, MAY, MEDI, 

MICHAEL, MICHELLE, MICROSOFT, MORGAN, NARAIN, NASSER, 

NICEDAY, NIMA, OLIVER, OWEN, PAUL, PENNY, PETER, PETULA,

PIAO, PLC, PUZO, RENDELL, RIDING, ROBSON, RUTH, SAN, SCAN, 

SCHOFIELD, SHAOMIN, SHARON, SHARPE, SHEQUAT, SHERKAT, 

SHOOTER, SIEW, SIM, SIMON, SIN, SINGH, SMITH, STANNARD, STEVE, 

STEVEN, STONES, SU, TA, TAN, TECHNOLOGY, TEO, TERENCE, 

THENG, THONG, TNTU, TONY, TONY, TRAVAIL, WAI, WANG, WEBIE, 

WEE, WHITE, WING, WONG, WOODHOUSE, WOON, YAP, YEE, YEN, 

YIM, YONG, YOON, YUAN, ZHANG

TOW N (163 words)

ABERDEEN, ALCESTER, ALEXANDRIA, ASHFORD, BAKAR, BAKEWELL, 

BALDOCK, BARFORD, BARNES, BASFORD, BATH, BATHGATE, BAYTON, 

BEDFORD, BEESTON, BELFAST, BIRKENHEAD, BIRMINGHAM, 

BLACKPOOL, BLAKENHALL, BOLLINGTON, BOSTON, BOWLING, 

BRICKYARD, BRIDGFORD, BRIGHTON, BRISTOL, BRIXTON, BROMLEY, 

BUCKINGHAM, CALLINGTON, CAMBERWELL, CAMBRIDGE, CAMDEN, 

CANTERBURY, CARDIFF, CHATHAM, CHELSEA, CHELTENHAM, 

CHESTER, CFIILWELL, CHIPPING, CORBY, COVENTRY, CRESCENT, 

CRINGLEFORD, CROYDON, DARTFORD, DAVYHULME, DERBY, 

DORCHESTER, DUBLIN, DUNDEE, EALING, EAST, EASTBOURNE, 

EATON, EDINBURGH, ENFIELD, ESSEX, EXETER, FOLKESTONE, 

FOXTROT, FREDERICK, GEORGE, GLANMORGAN, GLASGOW, 

GORWAY, GRANTHAM, GREEN, GREENWICH, HALIFAX, HAMPSTEAD, 

HARLOW, HASTINGS, HATFIELD, HERTFORD, FIONITON, HUDSON, 

HULL, HYTHE, INVERNESS, IPSWICH, JERSEY, JEWRY, JINJANG, 

KINGSWEAR, KLANG, KLUANG, KUALA, LANCASTER, LEEDS,
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LEICESTER, LEIGH, LINCOLN, LIVERPOOL, LONDON, 

LOUGHBOROUGH, LUMPUR, LUTON, MAIDENHEAD, MAIDSTONE, 

MANCHESTER, MANSFIELD, MARLOW, MARYLERONE, MELBOURNE, 

MERSEYSIDE, MIDDLESBROUGH, NEW, NEWARK, NEWBURY, 

NEWCASTLE, NEWHAM, NEWPORT, NEWTOWN, NORTH, 

NORTHAMPTON, NORTHERN, NORWICH, NOTTINGHAM, OXFORD, 

PENARTH, PERTH, PETERBOROUGH, PETERCULTER, PLYMOUTH, 

PORLOCK, PORTSMOUTH, READING, RENFEW, ROYSTON, RYE, 

SALISBURY, SANDHURST, SANDWICH, SEAFORD, SELANGOR, 

SHEFFIELD, SLOUGH, SODBURY, SOLLEY, SOUTHAMPTON,

STANNINGTON, STRETFORD, SUDBURY, SWALEDALE, SWAN,

SWANSEA, SWINDON, VAUXHALL, WALSALL, WALTON, WARWICK, 

WATERFORD, WELLESBOURNE, WELLINGTON, WESTERN, WILTON, 

WIMBLEDON, WINDSOR, WOLVERHAMPTON, YORK

COUNTRY (230 words)

AFGHANISTAN, AFRICA, AFRICAN, ALBANIA, ALGERIA, AND, 

ANDORRA, ANGOLA, ANTIGUA, ARAB, ARABIA, ARGENTINA, ARMENIA, 

AUSTRALIA, AUSTRIA, AZERBAIJAN, BAHAMAS, BAHRAIN, 

BANGLADESH, BARBADOS, BARBUDA, BELGIUM, BELIZE, BELORUSSIA, 

BENIN, BHUTAN, BOLIVIA, BOSNIA, BOTSWANA, BRAZIL, BRITAIN, 

BRUNEI, BULGARIA, BURKINA, BURMA, BURUNDI, CAMBODIA, 

CAMEROON, CANADA, CAPE, CENTRAL, CHAD, CHILE, CHINA, CITY, 

COAST, COLOMBIA, COMOROS, CONGO, COSTA, CROATIA, CUBA, 

CYPRUS, CZECH, DENMARK, DJIBOUTI, DOMINICA, DOMINICAN, 

ECUADOR, EGYPT, EL, EMIRATES, ENGLAND, EQUATORIAL, ERITREA, 

ESTONIA, ETHIOPIA, FEDERATION, FIJI, FINLAND, FRANCE, GABON, 

GAMBIA, GB, GEORGIA, GERMANY, GHANA, GREAT, GREECE, 

GRENADA, GRENADINES, GUATEMALA, GUINEA, GUINEA-BISSAU, 

GUYANA, HAITI, HERZEGOVINA, HONDURAS, HONG, HUNGARY, 

ICELAND, INDIA, INDONESIA, IRAN, IRAQ, IRELAND, ISLANDS, ISRAEL, 

ITALY, IVORY, JAMAICA, JAPAN, JORDAN, KAZAKHSTAN, KENYA, 

KINGDOM, KIRIBATI, KITTS, KONG, KOREA, KUWAIT, KYRGYZSTAN,
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LANKA, LAOS, LATVIA, LEBANON, LEONE, LESOTHO, LIBERIA, LIBYA, 

LIECHTENSTEIN, LITHUANIA, LUCIA, LUXEMBOURG, MACEDONIA, 

MADAGASCAR, MALAWI, MALAYSIA, MALDIVES, MALI, MALTA, MARINO, 

MARSHALL, MAURITANIA, MAURITIUS, MEXICO, MICRONESIA, 

MOLDOVIA, MONACO, MONGOLIA, MOROCCO, MOZAMBIQUE, MSIA, 

MYANMAR, NAMIBIA, NAURU, NEPAL, NETHERLANDS, NEVIS, NEW, 

NICARAGUA, NIGER, NIGERIA, NORTH, NORWAY, OMAN, PAKISTAN, 

PALAU, PANAMA, PAPUA, PARAGUAY, PERU, PHILIPPINES, POLAND, 

PORTUGAL, PRINCIPE, QATAR, REPUBLIC, RICA, ROC, ROMANIA, 

RUSSIAN, RWANDA, SABAH, SAINT, SALVADOR, SAMOA, SAN, SAO, 

SAUDI, SENEGAL, SEYCHELLES, SIERRA, SINGAPORE, SLOVAKIA, 

SLOVENIA, SOLOMON, SOMALIA, SOUTH, SPAIN, SRI, STATES, SUDAN, 

SURINAME, SWAZILAND, SWEDEN, SWITZERLAND, SYRIA, TAIWAN, 

TAJIKISTAN, TANZANIA, THAILAND, THE, TOBAGO, TOGO, TOME, 

TONGA, TRINIDAD, TUNISIA, TURKEY, TURKMENISTAN, TUVALU, 

UGANDA, UK, UKRAINE, UNITED, URUGUAY, UZBEKISTAN, VANUATU, 

VATICAN, VENEZUELA, VERDE, VIETNAM, VINCENT, YEMEN, 

YUGOSLAVIA, ZAIRE, ZAMBIA, ZEALAND, ZIMBABWE

ADDRESS (524 words)

ABBEY, ABBOT, ABBOTSFORD, ABC, ABERDEEN, ABU, AFGHANISTAN, 

AFRICA, AFRICAN, ALBANIA, ALCESTER, ALEXANDRIA, ALGERIA, 

ALLEY, AMBLESIDE, AMPANG, AND, ANDORRA, ANGOLA, ANNS, 

ANTIGUA, ARAB, ARABIA, ARGENTINA, ARMENIA, ASHFORD, 

ASHWOOD, AUSTRALIA, AUSTRIA, AV, AVE, AVENUE, AZERBAIJAN, 

BAHAMAS, BAHRAIN, BAKAR, BAKEWELL, BALDOCIC, BANGLADESH, 

BANGOR, BARBADOS, BARBUDA, BARFORD, BARNES, BARU, BASFORD, 

BATH, BATHGATE, BATU, BAYTON, BEDFORD, BEESTON, BELFAST, 

BELGIUM, BELIZE, BELORUSSIA, BENIN, BHUTAN, BIRKENHEAD, 

BIRMINGHAM, BLACKPOOL, BLAKENHALL, BLOCK, BLUEHEAD, 

BOLIVIA, BOLLINGTON, BOMBAY, BOOTH, BOSLY, BOSNIA, BOSTON, 

BOTSWANA, BOULEVARD, BOWLING, BRAZIL, BRICKYARD, 

BRIDGFORD, BRIGHTON, BRISTOL, BRITAIN, BRIXTON, BROMLEY,
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BROWNING, BRUNEI, BUCKINGHAM, BULGARIA, BUNGA, BURKINA, 

BURMA, BURTON, BURUNDI, BV, CALLINGTON, CAMBERWELL, 

CAMBODIA, CAMBRIDGE, CAMDEN, CAMEROON, CANADA, 

CANTERBURY, CAPE, CARDIFF, CARLTON, CENTRAL, CENTRE, CHAD, 

CHARLES, CHATHAM, CHELSEA, CHELTENHAM, CHERAS, CHESTER, 

CHILE , CHILWELL, CHINA, CHIPPING, CITY, CLO, CLOSE, COAST, 

COLLEGE, COLOMBIA, COLWICK, COMOROS, CONGO, CONINGSWATH, 

CONWAY, CORBY, CORONATION, COSTA, COUNTY, COVENTRY, CRAFT, 

CRESCENT, CRINGLEFORD, CROATIA, CROYDON, CRYSTAL, CUBA, 

CYPRUS, CZECH, DARTFORD, DAVYHULME, DEATH, DENMARK, DERBY, 

DESA, DJIBOUTI, DOMINICA, DOMINICAN, DORCHESTER, DOWNTOWN, 

DR, DRIVE, DUBLIN, DUNDEE, EALING, EAST, EASTBOURNE, 

EASTFIELD, EATON, ECUADOR, EDINBURGH, EG Y PT, EL, EMIRATES, 

EMPAT, ENFIELD, ENGLAND, EQUATORIAL, ERITREA, ESSEX, ESTONIA, 

ETHIOPIA, EXETER, FEDERATION, FELSTEAD, FIJI, FINLAND, 

FOLKESTONE, FOXTROT, FRANCE, FREDERICK, GABON, GAMBIA, 

GARDEN, GB, GEDLING, GEORGE, GEORGIA, GERMANY, GHANA, 

GLANMORGAN, GLASGOW, GOOD, GORWAY, GRANTHAM, GREAT, 

GREECE, GREEN, GREENWICH, GRENADA, GRENADINES, GROVE, 

GUATEMALA, GUINEA, BISSAU, GUYANA, HAITI, HAJI, HALIFAX, 

HAMPDEN, HAMPSTEAD, HANG, HARLOW, HASTINGS, HATFIELD, 

HEMSHILL, HERTFORD, HERZEGOVINA, HIGH, HILL, HOLE, 

HONDURAS, HONG, HONITON, HOSPITAL, HOUSE, HUDSON, HULL, 

HUNGARY, HYSON, HYTHE, ICELAND, INCHVIEW, INDIA, INDONESIA, 

INVERNESS, IPSWICH, IRAN, IRAQ, IRELAND, ISLANDS, ISRAEL, ITALY, 

IVORY, IVY, JALAN, JAMAICA, JAPAN, JAYA, JERSEY, JEWRY, JINJANG, 

JOHOR, JORDAN, KAMPUNG, KAZAKHSTAN, KENSINGTON, KENYA, 

KEPONG, KESWICK, KING, KINGDOM, KINGSWEAR, KIRIBATI, KITTS, 

KLANG, KLUANG, KONG, KOREA, KOWLOON, KUALA, KUANTAN, 

KULAI, KUWAIT, KYRGYZSTAN, LAMA, LANCASTER, LANE, LANKA, 

LAOS, LATVIA, LEBANON, LEEDS, LEICESTER, LEIGH, LENTON, LEONE, 

LESOTHO, LEWIS, LIBERIA, LIBYA, LIECHTENSTEIN, LINCOLN, 

LITHUANIA, LIVERPOOL, LONDON, LONG, LORNE, LORONG,
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LOUGHBOROUGH, LUCIA, LUMPUR, LUTON, LUXEMBOURG, 

MACEDONIA, MADAGASCAR, MAIDENHEAD, MAIDSTONE, MALACCA, 

MALAWI, MALAYSIA, MALDIVES, MALI, MALTA, MANCHESTER, 

MANSFIELD, MAPPERLY, MARINO, MARLOW, MARSHALL, 

MARUNGFORD, MARYLEBONE, MAURITANIA, MAURITIUS, MEDICAL, 

MELBOURNE, MERSEYSIDE, MEXICO, MICRONESIA, MIDDLESBROUGH, 

MOLDOVIA, MONACO, MONGOLIA, MOROCCO, MOZAMBIQUE, 

MYANMAR, NAMIBIA, NAURU, NEPAL, NETHERLANDS, NEVIS, NEW, 

NEWARK, NEWBURY, NEWCASTLE, NEWHAM, NEWPORT, NEWTOWN, 

NICARAGUA, NIGER, NIGERIA, NORTH, NORTHAMPTON, NORTHERN, 

NORWAY, NORWICH, NOTTINGHAM, OLD, OMAN, OXFORD, PAKISTAN, 

PALAU, PANAMA, PANDAN, PAPUA, PARAGUAY, PARK, PASAR, PEEL, 

PENARTH, PERSIARAN, PERTH, PERU, PETERBOROUGH, PETERCULTER, 

PEVERILE, PHILIPPINES, PLACE, PLYMOUTH, POLAND, PORLOCIC, 

PORTSMOUTH, PORTUGAL, PRINCIPE, PUCHONG, QATAR, QUEEN, 

QUEENS, RADFORD, RAYA, RD, READING, REGENT, RENFEW, 

REPUBLIC, RICA, RING, ROAD, ROC, ROMANIA, ROW, ROYSTON, 

RUBBER, RUSSIAN, RUTHERGLEN, RWANDA, RYE, SABAH, SAINT, 

SALISBURY, SALVADOR, SAMOA, SAN, SANDHURST, SANDWICH, 

SANERSONS, SAO, SAUDI, SCOTLAND, SEAFORD, SELANGOR, SENEGAL, 

SEYCHELLES, SHAKESPEARE, SHEFFIELD, SHELLEY, SHERWOOD, 

SIERRA, SINGAPORE, SKYLINE, SLOUGH, SLOVAKIA, SLOVENIA, 

SODBURY, SOLLEY, SOLOMON, SOMALIA, SOUTH, SOUTHAMPTON, 

SPAIN, SQ, SQUARE, SRI, ST, STANNINGTON, STATES, STOKE, STREET, 

STRETFORD, SUDAN, SUDBURY, SURINAME, SWALEDALE, SWAN, 

SWANSEA, SWAZILAND, SWEDEN, SWINDON, SWITZERLAND, SYRIA, 

TAIWAN, TAJIKISTAN, TAMAN, TANZANIA, TEMPLE, TERRACE, 

THAILAND, THE, TIGA, TOBAGO, TOGO, TOME, TONGA, TOWER, 

TRENT, TRINIDAD, TRUMPET, TUNISIA, TURKEY, TURKMENISTAN, 

TURNPIKE, TUVALU, UGANDA, UIC, UKRAINE, UNITED, UNIVERSITY, 

URUGUAY, UZBEKISTAN, VALE, VANUATU, VATICAN, VAUXHALL, 

VENEZUELA, VERDE, VIETNAM, VINCENT, WALES, WALK, WALSALL, 

WALSALL, WALTON, WARWICK, WATERFORD, WELLESBOURNE,
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WELLINGTON, WESTERN, WILLIAM, WILTON, WIMBLEDON, WINDSOR, 

WOLVERHAMPTON, YEMEN, YORK, YUGOSLAVIA, ZAIRE, ZAMBIA, 

ZEALAND, ZIFFA, ZIMBABWE




