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ABSTRACT

Despite the advances in computer technologies, the automatic processing of form
documents, especially those that are filled with cursive writing, remains an unresolved
problem. In many cases, incoming forms must still be entered manually into the document

management system before the data can be electronically processed.

This work aims to contribute ideas to improve the form data extraction and recognition
processes to realize a more reliable automatic form processing system. It investigates the
possibility of using colour to improve the data extraction process and Optical Character
Recognition (OCR) to retrieve contextual knowledge to improve the Cursive Script

Recognition (CSR).

An innovative colour reduction technique is proposed that can successfully reduce the
colour content of form documents based on a direct comparison of the pixels’ RGB value.
Using these quantised forms, the use of colour to aid the extraction of the filled data is then
investigated. Three experiments are conducted to assess the effectiveness of such a method.
Experimental results show that an extraction system that utilizes colour information will
improve the recall rate from 96.5% to 99% and accuracy rate from 97.5% to 99%, with an
extraction speed that is up to 3 times faster than a black and white extraction system. The
effectiveness of the new extraction method over a black & white technique is reflected in a
significant improvement in the CSR rate (up from 49% to 58%) and at the same time as

reducing the need for the commonly used text repair algorithms.

The novel concept of using OCR to aid CSR by extracting the contextual knowledge has
also been demonstrated. OCR generated cues are used to reduce the CSR search space by
limiting the lexicon size for a given field. The experimental results show that using current
OCR technology, cues can be successfully located 99% of the time resulting in an

improvement ofthe CSR rate by an average 12% (from 43% to 55%).

Finally, a further study has been conducted to investigate the feasibility of using the
developed methods to process a filled form without using the equivalent blank form image.
The experimental results show that although the extraction rate drops from 94.1% to 82.7%
when the blank form is not available, most of this decrease is the result of miss-retrieved OCR
text rather than the filled-in words. The actual CSR rates reduction only drops by around
1.8%.
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Chapter 1Introduction

1. INTRODUCTION

A form is a special type of document that is used to capture data and information.
Once captured, this data must then be extracted and processed in order to fulfill the
purposes for which the data was required. Traditionally, most of this data has to be
manually ‘keyed’ into the computer system before it can be processed. This is especially so
for form documents that are filled-in with cursive handwriting. Unfortunately, this manual
capturing process is both tedious and prone to errors. The process also requires many staff
hours and can be very cosdy. According to [1], it costs 7-8 cents to process a single
payment (one bill and one Cheque) in most utility companies in Canada. In the United
States, the cost of manually capturing data from a form has been estimated to be about
$2.50 per form [2]. Considering the amount of payments or forms that need to be
processed every year, there is a huge amount of money involved. Another problem
associated with the manual capture of data from forms is that, even after the data entry
process, the original forms need to be kept for legal or audit purposes. Without the
automatic indexing of form images on the basis of their entered data, subsequent
inspection of these documents can be a labour intensive process. Automatic form
processing and data capture, with its potential to rationalize the situation, has thus become

a major research area.

Ideally, an automated form processing system should be able to capture all of the data
from a form. Unfortunately, this is not the case and most of today’s form-processing
systems still require the need for human intervention to verify and correct errors produced
by the system. Proper form design has been shown to be effective in reducing the
automated data capture errors [3] but in many cases, the re-design of a form is difficult, if

not impossible. If the targeted forms have been in existence for some time and thousands
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of forms have been filled out well before the automated processing system has been
implemented, then the potential for system improvement via form modification is limited.
Moreover, even if the form can be redesigned, many of today’s automated form-processing
systems still fail to reliably process hand-filled data forms; especially those filled with
cursive writing. This is due, principally, to the poor performance of the handwriting
recogmzer(s). These restrictions thus limit the potential of current form processing
solutions and point to the need for a better and more reliable system to realize the full

potential of office automation.

1.1 Overview of An Automatic Form Processing System

Manual Process

Database

Form Registration "
g Data recognition

Form extraction

N A
Form digitization
Automatic Process

Fig. I-1. A manualform processing system versus an automaticform processing system

In general, there are 4 main processes in an automatic form processing system. These
include the digitization process, form registration, form extraction and data recognition

(fig. 1-1). Unfortunately, each of these processes can produce error and noise effects that,
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when propagated through and multiplied by subsequent processes, can lead to problems or

even eventual failure within the entire automation system.

1.1.1 Form Digitization

Form digitization is the process of transforming a paper form into an electronic format
ready for computer processing. The most common device used to digitize a form is a
scanner. Traditionally, forms are digitized into either gray-scale or black & white images
for reasons of cost and computational overhead. Although these images require much less
computer storage space than colour images, the loss of colour information from some
forms can produce noise effects that could introduce errors into the automated system (fig.
1-2).

FOB@L

SPL at Colour form

images
MN T W THMME

BQX BY COURSE AOViSLR

NAME
couifefc NAME.

APTENDANCE

Black & White
II()URS]\}I’L})-'_RO\‘;VFEK 355" llT ! form images

END <51 SESSION

I MON | TUES. | WED jTHIRS.[ FRL

Fig. 1-2. Scanningforms in black Sc white canproduce noise and cause loss ofsome ofthe image details when
compared to scanningforms in colour.
With the development and cost reduction of colour scanners and storage media,
processing forms in colour has now become feasible. Currently, research into handling
colour features in document analysis has become the focus for many researchers

[4,5,6,7,8,9].
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1.1.2 Form Registration

A typical filled-in form consists of the following three components:

1. Preprinted components - such as logos & machine printed text
2. Structure components —such as lines & boxes
3. Filled-in data - including machine-type, machine printed and handwritten data

(cursive words or hand printed characters)

The first two components are regarded as the preprinted entities. Distinguishing these
entities from the filled-in data is one of the fundamental problems in form processing.
According to the work in [10,11,12,13], the characteristics of these entities can be classified

as follows:

m Forms contain many straight lines oriented mostly in horizontal and vertical

directions
m  The information that should be acquired from a form is usually the filled-in data

m Pre-printed texts in form documents often contains a fixed set of known words,

which can be recognized with current OCR software

Currently, a manual process is needed to determine the position and purpose of the
fields on a form. Thus, for each form design that the system is required to process, a
person must manually create a form description file, describing the geometry of the fields
on the form and the contextual information associated with each of these fields
[10,14,15,16]. Form registration is the process of mapping the filled form image to this
form description file so that the information provided by the description file can be used to
help extract the filled data. There are two processes involved in form registration - form
identification and mapping. In a form processing system that is required to handle several

different kinds of form, a form recognition process is needed so that the correct
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description file is invoked to process the form. Many techniques have been proposed that
can reliably recognize a form based on geometric features such as lines and cells
[17,18,19,20] as well as pixel level features such as block reduction & comparisons [21].
Several robust algorithms [2,22,23] have also been proposed to map the pre-printed entities
from the template to the filled form using affine invariants [24], geometric hashing [25] and

statistical analysis.

The major draw back in using a template to extract the data is that the description file
must be re-created whenever there are changes made in the form design and different
description files must be created for different forms. Interactive tools that provide a
graphical interface for manually marking-up and creating these description files [26,27] do

facilitate this process but do not solve this problem completely.

Another potential problem with this process is that when there are many form types
that the system needs to process, form identification accuracy will be reduced and the
wrong template could be invoked to extract the data. Although current form identification
or recognition techniques can achieve accuracies greater than 96%, the recognition rate
generally reduces as the number of form types increases. Thus, a more robust form
recognition method might need to be developed as the total number of form types

increases.
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1.1.3 Form Extraction

Form extraction (or form dropout) is the process of extracting the filled data from a
form. This process involves the removal of pre-printed entities (lines, boxes, logos and
machine printed text) so that only the filled data is presented to the recognizer(s).
Generally, there are two methods for extracting the filled-in data from a form - an image
threshold method and a subtraction technique [28]. If the thresholding technique is
considered, several colour dependent strategies must be adopted. Whilst this technique is
simple to use and implement, it requires a careful design of the forms and thus limits its

usage to applications where form re-design is allowed.

The subtraction technique on the other hand, is strongly dependent on the effects of
noise, offset and skew between the template and the filled forms. It requires complicated
and time consuming analysis to overcome problems such as capturing filled data that is
outside die pre-defined boundaries and minimizing the distortion to an image which results
from removing pre-printed lines that intersect the data. Fig. 1-3 shows a typical flowchart
for a form extraction system that employs a subtraction technique.

Pre-printed entities

removed
by subtraction

Form
Identification Text repairing
Filled-in form
image
Form templates Extracted
(created in form Filled-in data

registration process)

Fig 1-3. A. typicalform extraction systemflowchart based on the subtraction methodology.
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Pre-defined fill-in area

Fig. 1-4. Page skew will cause an entity mismatch with the corvesponding entities in the template, reducing the
extraction efficieny and accuraty.

Fig. 1-4 shows how page offset and skew, induced by the digitization process, can
cause errors in the registration process and consequently reduce the form extraction

efficiency and accuracy.

The following is a list of problems that could be found in a subtraction process:

m Broken text due to line removal process
m Distorted text due to imperfect text restoring algorithms
* Incomplete entities removal

m Correlation position errors between the blank (template) and the filled form

1.1.4 Data Recognition

In any automatic form processing system, data recognition is the most important
process. After all, it is the filled-in data that an automated form processing system is trying
to capture. The more data a system can Tead’ correctly, the less human dependent the
machine will be. Many recognition technologies had been developed over the past 40 years
to help automate this data capturing process. These range from Barcode and Optical Mark
Recognition (OMR) readers to Optical Character Recognition (OCR), Intelligent Character
Recognition (ICR) and Cursive Script Recognition (CSR) systems. In terms of speed,

accuracy and cost, barcode technology is well proven and is far superior to keyboard entry.
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However, barcodes can only be pre-printed onto a form and, therefore, can only be used to
help improve processes such as form identification and recognition. OMR technology, on
the other hand, is widely used for data entry in multiple-choice applications. The key
function of OMR is to detect and identify an entry in a particular location on a form and
interpret the information according to a pre-defined set of rules and values. Major
applications of OMR are the National Lottery, multiple choice exam paper marking, market
research and mail order catalogues reading. However, form design is critical for OMR
applications. Under controlled environments where the respondent has only a few options

to choose from, OMR is the best choice for data entry and recognition.

OCR is a character-based recognition technique that is capable of recognizing machine
printed fonts and alphanumeric handprint. This recognition is based on a matrix or
template matching technique where each character is compared to a set of prototype
characters in the database. The recognition rate varies, but for a well laid out document
(such as a pure text letter or article), scanned at 300dpi resolution, a recognition rate of

99% can generally be achieved.

ICR is now the most commonly used technology to read handprint characters within
an automatic form processing system. It normally incorporates neural network methods to
cope with the high variation in human writing styles. However, as style varies dramatically
from person to person, ICR can only classify the characters to within a given confidence
level. In addition, ICR suffers from the same problems as OCR in that the recognition
rate drops dramatically when hand-printed characters ate touching or when low quality
texts are to be recognized. The recognition rate for ICR is also much lower than OCR as

human writing styles have a much greater variation in character formation than machine
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printed text where the character shape and spacing is relatively predictable and consistent.
Table 1-1 gives a summary of the error rates for each of the key recognition technologies as

reported by the industry in [29].

Typical Error Rate

thcc(;lilil:lt:lzn (based on raw techniques Comments
without validations)
Barcode 0.05-0.5% Depend upon code used
OCR (single font) 0.05-0.5% Assume standard fonts and
good printed quality
OCR (Omni-font) .59, The more font there are, the

greater the error rate

ICR (Constrained
(Constrained) Brackets show the error rates

- Numeric 10% (5%) A .
- Alpha 15% (8%) after Vahdatl(;gcz;r;csi edit checks
- Alpha numeric 20% (10%) P

Manual Key Input 0.5-2% Involved verification such as

manual re-key again

Table 1-1. A summary ofthe typical error ratesfor each ofthe capture methods as reportedin the industry in [29].

Cursive Script Recognition (CSR) is, by far, one of the most challenging research areas
in recognition technology. Again, this is due to the vast variability in human handwriting,
both between different writers (inter-writers) and within the same writer (intra-writer).
Although much research has been done in order to address the problems of reliable cursive
handwriting recognition, results are far from satisfactory (see chapter 2). Fig. 1-5 (overleaf)
shows an example where all these key recognition methods are applied to a filled form in

an automatic form processing system.
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Barcode Skew Detection
Reader Mark

EMPLOYEE TIME CARO

ICR . WmCEE)-O3 50 «w«,
Joly 111 ; '
o Fjelr w ill IT11i11 OCR
T8 opl
03-(S; CEDED
OMR 1) 1€
lelifsTol
-mm R
-CM ] C
Signature TOTJ*. VTAMDAMO MOO*A
Identification M C
1d _ m m
Utk OvIf -(% a Cr Ofp*. On Pridoq
CSR
Fig. 1-5. A sampleform that requires several key recognition technologies in order to automate the data capture

process.

As stated earlier, one of the fundamental problems in handwriting recognition is the
variability of handwriting. The characteristics of handwriting such as slant, height of
ascenders, letter connectivity, word length etc. differ from person to person. Clearly,
coping with such diversity is a challenge for most of today’s recognizers. According to

Tappert [30], handwriting can be characterized into 5 basic categories:

m Box discrete characters

m  Space discrete characters

m  Run-on discretely written characters
m  Pure cursive script writing

m  Mixed cursive script writing

10



Chapter 1 Introduction

Fig. 1-6 shows an example of each type of handwriting that could be found in a form

document.

BloX[EDx*1 foil is]c]ft|E|T-|S[ rciHIAjg

Spaced Discrete Characters

Run-on discnertejy ofrrHtn characters

i CUAMArO 4Crujifc
MixjuLl Curt.su*, "T> iuAjrfiL

Fig. 1-6. Types ofhandwriting as defined by [22].

The difficulty of the problem can be described in terms of the character segmentation
required. Generally, the more the characters are touching with each other, the lower the
recognition rate will be. Most of today’s ICR engines can recognize a boxed or spaced
discrete character with an acceptably high accuracy rate. However, ICR will normally fail
to produce good recognition results with run-on discretely written characters and cannot
handle cursive script at all. The poor CSR performance on the cursive and mixed cursive
discrete characters serves only to deepen this problem. To help over come this, most of
today’s forms contain boxes or lines to guide the writer into using boxed discrete
characters. Unfortunately, as proven in [3], even with all these guidelines in place, writer
idiosyncratic responses on forms continues to be one of the major sources of error in an

automated form processing system

Besides variability, recognizers are also required to cope with ambiguity. Some pairs of

characters, such as 1 Sc I, 0 Sc O, 5 & S, Z Sc 2, G Sc 6 are very difficult to disambiguate.

11
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Many upper and lower case characters, such as C & ¢, K & k, P & p etc. can be identical
when written by a human. In cursive words, some character-pairs are also confusing, in

[3

particular 'cl” and 'd’, ‘m’ and ‘nn’ and ‘uu’ and W’. Another problem in handwriting
recognition is the illegibility of poorly written handwriting. Sometimes, words are distorted

to a point where they are illegible. Humans then make use of contextual information [31]

and, in extreme cases, often resort to guessing when reading such distorted words.

Many techniques have been developed in the past to help improve the handwriting
recognition rate. One commonly used technique in form processing applications is to
manually define and link the filled-in data to the contextual information related to that
field. In this way, different lexicons can be used to recognize the data. This information
can also be used to choose different recognizers to perform the recognition task so that
better recognition rates can be achieved. However, this technique is limited in its
application to a specific form and is as sensitive to skew and page offset as is the form
extraction process. In addition, every time there are minor changes made to the form
design, the areas have to be manually re-marked-up and linked to the contextual

information again. The same is true when a new form is added to the system.

12
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1.2 Overview And Contribution Of This Work

This work investigates the problems involved with form extraction and handwriting
recognition in a colour-based form processing system. The initial stage of the study
focuses on developing an efficient method for handling colour images so that colour
information could be utilized for form extraction. As processing a form in a 24-bit full
colour format requires much higher computational overheads than an equivalent black and
white system, a novel colour reduction technique is introduced. The speed, recall, accuracy
rate and extracted data quality improvement of this colour-based form processing system

has been fully investigated and compared to its black and white equivalent.

The later stage of the research concentrates on studying the feasibility of
automatically obtaining high-level contextual knowledge from the pre-printed text in a
form (using a commercial OCR+ engine) to assist the CSR. A novel linking algorithm has
been proposed to link the cue words to the filled-in words. The method has been tested

with a developmental CSR engine [32] and the recognition performances are reported.

The final part of the work then attempts to investigate the possibility of using the
developed techniques to process a filled form without the use of blank form knowledge.
The work demonstrates a feasible method for using just an OCR engine and a line

searching method to extract the filled-in data without using a blank form template. The

+The OCR package chosen for this work is TextBridge Pro from Xerox Imaging System. It can perform
recognition task at different resolutions and can handle most images formats (from black & white to colour).

13
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extraction performances has been assessed and compared to the results obtained from a

form extraction system that utilizes blank form knowledge.

The following publications describe the novel methods that have been devised as a

result of this work:

[33] Wing Seong Wong, Nasser Sherkat, Tony Allen, “Use of Colour in Form Layout
Analysis”, IEEE proc. in International Conference In Document Analysis and

Recognition, pp. 942-946, 2001

[34] Wing Seong Wong, Nasser Sherkat, Tony Allen, “Contextual Focus for Improved
Recognition of Hand-Filled Forms”, IEEE proc. in International Conference In

Document Analysis and Recognition, pp. 748-752, 2001
[35] Wing Seong Wong, Nasser Sherkat, Tony Allen, “Form Extraction by Colour

Information”, 4th IAPR International Workshop on Document Analysis Systems, pp.

109-120, 2000

14
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1.3 Outline Of The Thesis

This chapter sets the scene for this work by introducing the issues involved in
automatic form processing. Chapter 2 provides a review of the state of the art in colour
handling, form processing, form extraction, handwriting recognition and other related
areas. Chapter 3 looks into the concept of using colour information to aid the extraction
of handwriting data from colour forms. It explains, in detail, how the colour content of a
form can be reduced and how form colour can be used as a tool to aid the form extraction
process. The effectiveness of the developed method is shown by comparing the extraction
recall, accuracy and CSR rate to that of a black and white extraction method. Chapter 4
provides a comprehensive explanation of the methods used to automatically link the
contextual knowledge contained within a form to the handwriting data in order to improve
the CSR performance. Quantitative findings of the advantages gained by using such a
method are presented in the latter part of this chapter. Chapter 5 investigates a possible
method for the processing of a filled form without using the blank form knowledge.
Chapter 6 concludes the work and provides suggestions that emanate from the experiences
gained whilst conducting this research and the findings that this work has produced. These

suggestions also serve to link this PhD work with other potential projects in the future.
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2. LITERATURE REVIEW

This chapter provides an overview of the methods that have been proposed to address
the problems involved in an automated form processing system; in particular those
appropriate to the areas of form extraction and handwriting recognition. In addition, as
this thesis deals with form extraction utilizing colour information, problems associated with

colour reduction and colour-handling techniques are also discussed.

The techniques and problems involved in form extraction in an automated form
processing system are first described in detail in section 2.1. This is followed by the colour
handling techniques that have been reported in the literature in section 2.2. Section 2.3
then provides an overview of the principal approaches to Cursive Script Recognition and

their application together with a summary of results.
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2.1 Form Extraction

There are two fundamental approaches for extracting the filled-in data from form
images —Model based and Model-less. In a model-based approach, the filled-in data is
extracted by using a reference template created from a blank form image. This template
can be created either manually, semi-automatically or fully automatically. Fig. 2-1 shows a
typical model-based form processing system diagram [2]. Note that in a manual template
creation and recognition system, the form modelling process might not be present.
However, in each of these cases, a blank form sample must be available. A model-less
approach, on the other hand, is a form processing system that does not utilize any blank
form knowledge to extract the filled-in data from the filled form images. Whilst it is much
more difficult to achieve good results using this approach, the model-less approach gives
far greater flexibility to the system when dealing with different kinds of form design. This
is especially important if there are a large number of form types that have been produced at
different places and times (for example scaling and design variations within the same form
type). Most of the time, methods that are developed in a model-less system can be applied
to a blank form to automatically generate the form template for the extraction process in a

model-based system.

Blank Form Form Definition

Human
Form Modelling Tool
Reconstructed
Form
Scanner Form
Database Reconstruction
Filled
Form ICR or CSR
Form Form R i
Recognition Extraction ecognition

Fig 2-1. A tpical model-basedform processing system diagram [2].



2.1.1 Form Modelling and Recognition

The form modelling and form recognition processes are sometimes referred to as form
classification in a form processing system. Most of the time, the techniques developed for
the form modelling process are the same as those for the form recognition process. This is
due to the fact that the aim of a form modelling process is to extract the features of a blank
form to create the template for registration and extraction purposes whilst the form
recognition process is required to compare the features of a filled form to the template
database in order to choose the right template for extraction. Obviously, the features that
were used to create the template and the features that are used to distinguish between

forms must be the same.

Generally, there are 3 form classification strategies - semantic (extraction of a region of
the image that provides discrimination information amongst the form types), pixel-level
(block reduction and comparison) and geometric (analysis at a higher level of abstraction
than the pixel-level but below the semantic level) approaches. The semantic approach is
normally implemented using OCR or barcode recognition methods. A fixed identification
string or barcode is used to label and distinguish between forms. In [36] however, attempts
have been made to use the purposely-added solid black squares and fixed black lines (at
given locations) in a form to identify the topology of a form and locate the targeted fields.
Unfortunately, no quantitative data on the field registration accuracy and extraction rate are
reported. The major problem using this semantic approach is that the position of this
semantic information must be consistent and that the printed information (either barcode

or machine printed identification number) must be of good quality. This limitation has
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thus reduced the usefulness of such an approach in real life applications, where form re-

design is sometimes difficult and impractical.

The pixel-level approach on the other hand is normally implemented through a block
reduction method. The form image dimension is normally reduced by averaging the pixel
values within each of the blocks whilst ensuring that enough detail is left to discriminate
between forms. However, such an approach has proved to be inadequate and difficult to

optimise [23] for effective classification.

The third approach in form classification is by geometric analysis. There are 2 different
interpretations of geometric information; one is by geometric structure - which
corresponds to the physical characteristics of each entity found within a form, the second is
by logical structure - which describes the inter-relationships between each of the entities in

a form.

One of the most common structure-based form classification techniques makes use of
the line features that exist within a form. This is due to the fact that lines are often the
most prominent and important features within a form. In [2], the locations of long
horizontal and vertical lines are used to distinguish form images and select the appropriate
template. The matching process is based on a feature-matching threshold, which is
proportional to the number of features that exist within a form. A template is chosen
based on the number of feature matches between the template and the filled form, which
must be over the threshold setting. A similar approach was also developed in [37] where
the length, width and position of horizontal and vertical lines is used to facilitate the

classification process. Both methods are sensitive to physical structure variations in the
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form and are prone to failure if the lines are broken. To counter the broken line problem,
a more robust line-crossing feature was introduced in [23]. A neural net classification
engine was employed that uses nine types of line crossing feature to distinguish between
form images and a success rate of 98% was achieved. However, this approach requires a
training stage that is not conveniently implemented in a practical setting. In addition, the
classification performance is greatly affected by the number of filled-in data words that
cross the form lines, to create nonessential intersections. In [38], features such as line
segments, regions and landmarks were used to perform the form classification and
registration process. The mediod is implemented successfully but unfortunately no

quantitative results on the field registration accuracy are reported.

Logical structure on the other hand defines the inter-relationship between each form
entity and thus represents a higher-level feature than a single entity such as a line or
intersection. Data structures that are commonly used include strings and trees. The use of
strings for form classification has been proposed in [39,40,18]. In these works, the
geometric layout of objects such as lines, text and spacing on a form is converted into a
linear string representation. This approach is claimed to be quicker and more robust than
any of the other methods and, with optimum setting, can achieve nearly 100% accuracy.
However, such an approach will not be useful if the geometric layout is liable to change
with time and if a higher level of layout knowledge is needed. To retrieve higher level
layout knowledge, a generic top down approach was proposed in [41]. Three binary trees
are constructed, two of them are for global and local structure and one is for classification.
Besides lines, some of the pre-printed data is also used. Unfortunately, the detail of the
implementation is not given and no experimental results were provided. The hierarchical

representation of form documents was then used in [17] to perform data extraction and
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form retrieval. Promising results had been claimed but again no further details were

disclosed.

2.1.2 Form Extraction

In a typical form extraction system, the processes involved in extracting the filled-in
data from a filled form are form registration, pre-printed entity subtraction and data

restoration.

Form registration is the process of mapping the template created in the form
classification and definition process to a filled form so that the filled-in data can be located.
This process is needed due to the skew and page offset that could be induced during the
scanning process. Many robust methods had been proposed and developed that can
produce a skew angle estimation accuracy of between H-/-(1-3) degrees. Methods proposed
include connected component projection profiles [42], Run Length encoding & Hough
transform [43] and histograms analysis [44]. Skew detection and correction is considered a
fully resolved area now and many skew detection methods have even been implemented
within the scanning devices themselves. The methods that are used to determine the
vertical and horizontal offset between the template and the filled form rely on the same
features that are used in the classification process. For example, in [23], line-crossing
features are used to measure the displacement. Within a +/- 25 pixel region of each of the
template positions, the registration system will try to find a mapping offset value. A
threshold of 3 pixels value is used to map a vertical or horizontal displacement point to the
template. Mapped points are then summed and the scores used to determine the best-

offset value for the form. Alternatively, in [2], a simple line location comparison is used to
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calculate the offset value. In this case, the form is first de-skewed and then the line
positions found in the blank and filled forms are compared. The difference value obtained

is then the offset value used for the form.

Once the page offset has been determined, the filled-in data is then extracted using the
information supplied by the template. This information is normally in the form of pairs of
corner points indicating the positions of the filled-in areas or the pre-printed entities. In
the case of filled-in areas, every pixel enclosed with the boxes formed by the comer points
will be extracted and a further non-data removal process applied. The non-data removal
process is needed because, in some cases, pre-printed entities are enclosed within the boxes
and are, thus, accidentally extracted by the system. If the template information is in the
form of pre-printed entity location, a subtraction process is employed. All the pixels

enclosed in the boxes will be removed and the remaining pixels should be the filled-in data.

In both of these cases, some portions of the filled-in data will be inevitably removed,
especially when the filled-in data is touching with the lines or pre-printed text. Text
restoration is a process developed to resolve this degradation issue. In [2], a method is
proposed to minimize the distortion of the filled-in data during the line removal process by
using an intersection point analysis. In this process, pixels that touch form lines are
recorded and when the intersect points are bigger than a given threshold, the line portion at
the intersect points is retained. In [45], several patching techniques were employed to
restore all of the broken characters that result from the line removal process. Arc patching,
binding arc patching and quadrilateral patching were employed to restore the detected
intersection points between die lines and the text. The preliminary experimental results

were promising but several issues were left unresolved, namely: filled-in words touching
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pre-printed text, confusion between filled-in characters and small check box areas and the
differentiation of filled-in data from the pre-printed text. These problems were addressed
later by X. Ye et al in [46] where 97.4% of the characters that were touching with pre-
printed text were successfully separated using stroke width comparison. Unfortunately, the
limitation of this method is that the filled-in stroke width must be different to the pre-
printed text. This thus limits its scope to handwritten filled-in data that has a different
stroke width to the pre-printed text. In [47], Hidden Markov Models approach was
employed to distinguish the handwritten text from the machine printed text. A 72.2%
recall rate and a 92.9% accuracy rate were reported. Unfortunately, in this work, there is no
text separation process employed and thus, the reported results were the overlapping

identification rate rather than the actual separation rate.
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Application Name
(Approach/template creation method)

US IRS form processing system
(Model-Based/Semi-Automatic)

Intelligence Form Processing
System
(Model-Based/Manual)

Generic Form Dropout System
(Model-based/ Automatic)

Generic Form Dropout System
(Non-Model based)

Method

Extraction by line intersections
features [48]
(Geometric Structure)

Extraction by using ten line
junctions features [23]
(Geometric Structure)

Extraction by form mapping
using line and boxes features
(Geometric Structure) [2]

High level morphological
subtraction [49]
(Logical Approach)

Four Directional Adjacency
Graphs to locate form fields
(Logical Approach) [50]

Extraction by Block Adjacent
Graph (BAG) method
[51,52,53]

Connected Component
Analysis method with dilation
and erosion for extraction of
lines component [54]

Extraction by using types of
line segments features and
fuzzy matching for form
recognition [55]

Form structure detection using
strip projection [56,57]

Chapter 2 Literature Review

Achievement

Field Registration = 95%
Form Recognition = 100%
(Test set size = 25 forms)

Extraction rate = 99.5%
Form recognition = 98%

Extraction speed = 10 seconds

Very robust method for
extracting data from grey-scale
images

Preliminary results are claimed
to be promising but no detailed
results are given

Solves most lines/text
overlapping issues

98.5% of fields detected
99.1% of'lines detected
0.7 to 1.6 seconds

Feature Extraction time
= 1.77s to 6s

Fast and robust, better than
Hough transform and run
length based algorithm

Table 2-1. Summaryfor some oftheproposedform extraction systems, theirproposed approaches and reported

performances.

Table 2-1 shows a summary of other proposed systems, detailing their approaches and

reported performances. From the reported work, it appears that problems related to

finding vertical and horizontal lines are well addressed and close to being fully resolved.
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The text degradation problems that are caused by the line removal process have also been
fully investigated by many researchers and some very efficient methods have been

developed.

Line features are the strongest and most prominent characteristics in form documents,
thus it is no surprise that most of the systems proposed are based around these features.
However, as this feature has been fully explored it can no longer be used to help improve
the system performance and so other features must be exploited. As demonstrated in [5§],
one of the possible features to be used is colour. In this work, colour has been used
successfully to extract the signature and seal imprint from cheque images. It is thus
believed that this concept can be extended to a form-processing environment where it has

a greater potential for further improvements in the current form processing systems.

2.2 Colour Reduction

Basically, there are two reasons for reducing the colour content in an image —first, to
save memory consumption and second, to reduce the system complexity and
computational cost [59]. The first approach is to reduce the colour information in an
image as much as possible whilst minimizing the visual degradation that could be caused by
this action [60,61,62,63]. Its main advantages are: smaller images file size for faster
transmission and lower storage cost for image storage and retrieval systems. The most
common procedures for such applications involve a transformation of the colour format
from a RGB colour domain to a human visual model domain [62]. These techniques
attempt to keep the images as close as possible to human perception even after the colour
reduction process. The second approach, which is most closely aligned with this work,

attempts to reduce the complexity of the document analysis and processing system. Many
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techniques [4,5,6,7,8,64,65] have been proposed that attempt to address the colour issue for
text extraction from colour documents. Some of these work directly in the RGB colour
model [4,6,64,65], while others convert the images to a HVS (Human Visual System)
colour model [5,7,8]. The disadvantages of using a HVS model for such applications are
the accuracy and efficiency loss during the conversion [66]. In fact, as suggested in [4], a
better segmentation result can be obtained for colour text document when applying the
colour reduction method directly onto the RGB space. Fig. 2-2 shows a summarised
process flow for each of the techniques proposed. It is important to point out that all of
the techniques reported so far make very limited use of colour information for document
analysis. Their main purpose is to reduce the colour content in order to simplify the text

extraction process.

24-bit Reduce Colour by:

Analyse each Merge text
colour Luminance grouping [5] colour components Text output
document N ¢ grouping domains to from each (black and
(RGB Bit dropping [6]
. . search for colour white image)
model) Histogram analysis [4,7,64] potential text domains
Clustering [8,65]
components

Convert to
HVS model
[5,7,8]

Fig. 2-2. Theprocessfloivfor the techniques that have beenproposed to extract text componentsfrom colour
documents

The colour reduction process generally consists of two steps. First is the palette design,
in which the total number of palette colours (i.e. the targeted number of colours that the
image is intended to be reduced to) is defined. Second is a pixel mapping, in which each

colour pixel is assigned to one of the colours in the palette.

26



Chapter 2 Literature Review

Bit dropping is the simplest method to use to reduce the number of colours in an
image. The idea is that only a given number of significant bits are important for the
representation of a pixel colour. For example, in a 24-bit RGB colour image, each pixel is
represented by an 8-bit R, G and B value. If we used only the first two significant bits to
represent the colour and ignored all the other bits, then the image will effectively be
reduced to a 6-bit colour image. This method is fast and effective, especially for colour
images that have just a few very distinct colours. However, the major drawback for such
method is that the total number of targeted colours that the image can be reduced to
cannot be less than 64 (2 bits for each R, G and B component) without losing a significant
amount of information. In addition, the number of colours that it can be reduced to is

rigid.

Colour histograms are one of the most commonly used techniques to facilitate palette
design. Palettes are first found by searching for the dominant peaks in the image colour
histogram and assigning each of these peaks as one of the palette colours. The number of
peaks defines the total number of colours that the image will reduce to. The main problem
for this technique is that not all of the colours in an image give a clear peak in the
histogram. This is especially so for complex colour images, where most of the time, text
will be separated into several colour domains after this process. A text searching and

merging process is then needed.

Luminance and chrominance distances have been used in [5] to classify pixel colours
into one of 42 pre-defined colours. A basic group of 21 quantized colours is first defined
using the combination of chrominance (Red, Green, Blue, Yellow, Magenta, Cyan and

Grey) and luminance values (Dark, Middle and Light). A derived group of another 21
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quantized colours is then defined at run-time. This method suffers from the same problem
as the histogram method, in that a separate technique is needed to re-merge the text that

has been separated into different colour domains.

Pixel mapping is the process of merging the nearby pixel colours into one of the pre-
determined palette colours. This process is sometimes referred to as clustering, where a
cluster is used to represent each of the palette colours and a mapping process is applied to
merge the pixels colour value to its nearest cluster. A frequently used clustering algorithm
is the C-means clustering algorithm (CMA) [67], where cluster representatives are iteratively
updated and labelled. Other clustering algorithms include Fuzzy C-means clustering [68],
learning vector quantization [69] and Kohonen self-Organizing Maps (SOM) [70], All
these techniques have been implemented successfully and all have been shown to be
effective in mapping the pixel colours into the palette colours. Unfortunately, for all of
these cases, no quantitative results have been given and the evaluation is mainly based on
the image visual output. Thus, the performance for each of the methods is very subjective

and there is no simple way to compare their effectiveness.

2.2.1 Colour Issues in a Form Processing System

Whilst most of the current form-processing solutions deal with images in black and
white or grey-scale, colour has been widely used in the form design stage to enhance the
data capturing process. With a careful selection of the colours used in a form, the
capturing process can be improved. This is due to the fact that a scanner is sensitive to
certain colours under a given operating light source (fig. 2-3). Thus, when colour is used
correctly in the form design, certain entities (such as lines & boxes) will be invisible to the

scanner and, when digitized, will dropout from the form instantly. However, this method
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is restricted to applications where form design is under full control. Furthermore, the form
colour information is no longer available to the system beyond the digitization stage. This

therefore limits the potential for using the colour to help the processes in the subsequent

stages.
Colour Spectrum
-4 Ultra-Violet k Visible Light A Infra-Red— »
a 4on * I
‘White Paper

‘eltow

200 300 400 500 600 700 800 900

Wavelength (millimicrons)

Fig. 2-3. Optical scanners work on the relationship between the type oflight, paper reflectance and non-read ink
reflectance. For example, ifa scanner’s light source is at 500 millimicrons, the scanner will be more sensitive to red
andyellow colour than green and blue [71],

As mentioned earlier, some of the colour reduction techniques concentrate on reducing
the amount of colour present in a given image whilst attempting to preserve most of the
visual features that are noticeable to the human eye. Although this is acceptable in cases
where file size and visual quality are the only concern, such methods are not of much help
when it comes to automatic character/word recognition. This is due, principally, to the
fact that a machine vision system fTeads’ differently when compared to its human
equivalent. This is a direct consequence of the way in which the optoelectronic sensors

operate compared to the human eye.
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The main difference in behaviour can be viewed as follows:
1. Sensitivity to colours

2. Sensitivity to brightness levels

In a fully automated form processing system, the transformation of a raw RGB colour
space to a human visual perception model is thus inappropriate and unnecessary. Current
quantisation techniques also effectively segment a document into several colour domains,
causing problems for text recognition systems when they attempt to separately recognize
the words in a given colour domain. This problem has been explored in [9] where a
conventional colour reduction method is employed to handle a colour form image.
Currently this effect is not very pronounced as existing recognition systems do not make
use of the colour information for text recognition and documents are always converted to

black and white prior to the recognition process.

However, if a system were to attempt to utilize colour for processing purposes, the
effect could be disastrous. Take for example a 2-colour document (blue text and white
background) that has been scanned as a fall colour image. With the conventional colour
reduction methods, the number of colours that would be used to quantise the document
could be 3, 4 or even more. This is due to the fact that, the colour of the text edges can
often be miss-classified as one of the targeted colours in the image. This can effectively
segment the text into different colour domains (see fig. 2-4). In a conventional form
processing system, documents are converted to black and white prior to any recognition
process; hence the different blue colour pixels (light or dark) need to be re-united back to
the black domain before processing can begin. However, if the system attempted to

process the document in colour, the separation of the text into several colour domains
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could cause a failure in the text recognition process. A colour reduction process that is

more amenable to CSR is therefore still needed.

4 Colours E

Dark Blue \/ery light B lue
3 Colours
Dark Blue Light Blue
©)
2 Colours
Blue White

P

Light Blue White

White

Fig. 2-4.  The number of colours chosen to reduce the images will significantly affect the quantisation results. The
number of colourusedin (@)(b)(c) above is 4,3 & 2 respectively.

There are two possible methods for resolving this separation issue:

I). Employing a merging process after the quantization process

2). Defining a smaller number of palette colours before the quantization process

Since a form usually contains only a limited number of colours, the second method is

more appropriate if speed of processing is also taken into account.
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2.3 Handwriting Recognition

Off-line handwriting recognition remains an extremely challenging and difficult task to
accomplish due, primarily, to the vast variability in human handwriting. Although much
research has been done in order to address reliable cursive handwriting recognition, current

results are far from satisfactory.

2.3.1 Recognition Techniques

There are 3 general approaches for recognizing cursive words:

1. Segmentation-based (character) recognition.
2. Segmentation-free (word) recognition

3. Perception-Oriented recognition

In segmentation-based methods the recognition process is based on an attempt to find
the best match between blocks of primitive segments in the word image and the word’s
letters. It is a difficult and inherently error prone process (see Sayre’s paradox* [72]) if the
isolated primitive segment is expected to be a character and, until now, no method has
been developed that can successfully segment a handwritten word exacdy into individual
characters [73,74]. Thus, words are always either over or under-segmented. However, the
major advantage of using a segmentation-based approach is its flexibility with respect to the
size and nature of the lexicon. This is a direct result of the method being character-

oriented, i.e. each of the primitive segments could only be one of the 26 alphabetical letters.

*According to Sayre, a letter cannot be segmented before having been recognized and cannot be recognized
before having been segmented.
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There are 3 basic approaches to achieving an optimal recognition performance in a

segmentation-based recognition system, these are:

m Dynamic Programming [75,76,77,78]
m  Shortest Path [79,80]
m Hidden Markov Models (HMMs)+[81,82,83,84,85]

Dynamic Programming is mostly applied to explicit segments (i.e. mapping word
segments into individual letters). This requires precise segmentation and minimum
spurious ligatures. By mapping a compatible graph to the dynamic programming algorithm
and identifying the shortest path from left to right using the Viterbi algorithm, it is possible
to handle under or over segmented words (implicit segmentation). HMMs on the other
hand can cope with more variation and noise, and are thus able to work on fragments that
are not individual letters. HMMs algorithms are therefore most commonly applied in

implicit segmentation methods.

In segmentation-free recognition methods the recognition process is based on an
attempt to find the best interpretation possible by comparing a sequence of observations
derived from a word image with ideal models of the words in a lexicon. There are 3 classes
of features that could be used to construct the sequence of observations. These 3 classes
are characterized by the features that they extract from the word image, i.e. whole word
(high level) features, letter (medium level) features and sub-letters (low level) features.
High-level (holistic) features such as loops, ascenders, descenders, t strokes and i dots are
structural elements of a word, and are thus less affected by the writing style and cursive

variability. These features can also be sub-classified according to size, location or

+HMMs make use of significant segmentation, where each transition is associated with an observation
symbol that has a semantic meaning of a certain fraction of the respective character.
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orientation. Different algorithms have been developed for comparisons between a pair of
observational sequences. The most common methods are (i) a minimum edit-distance
calculation based on dynamic programming using low [86,87], medium [88,89] and high
level [32,90,91] features, and (i) resemblance estimation by HMMs for low [92,93,94,95]
and high [96,97] level features. The strong theoretical framework provided by HMMs
make it the most frequently used technique in the recognition task. However, the
recognition performance is more affected by the feature set involved than the
implementation methods used. At the moment, there is no single class of feature set that
can be considered optimal. High-level features cannot distinguish among similarly

structured words whilst low level features are sensitive to noise and writing style.

In perception-oriented recognition methods the recognition process is based on an
attempt to model the human reading scheme. When using this method, a bottom-up
manner is adopted to identifying letters anywhere in the observation sequence derived from
aword image. This is similar to a human reader trying to match consecutive segments with
possible characters without searching a word image from left to right. Humans usually
seek for the most reliable characters that can be recognized and then match the remaining
gaps with candidates from the lexicon that agree with the preliminary recognized characters
[98]. Because of'its similarity to the human reading scheme, this method is often referred
to as a human-like reading system. Several methods have been developed using this
recognition approach based on alignment of letter prototypes [99], cyclic bottom-up/top
down neighbouring features excitation [100,101,102,103], word superiority effects [104],
and segment aggregation [91]. Because of its nature, this method is more robust and
independent of segmentation issues since the recognition of all letters in the word is not

necessary. However, the method is based more on a discrimination between the words in a

34



Chapter 2 Literature Review

lexicon than on thek recognition. Thus, perception oriented recognition is only really

suitable for applications that involve a small (20-30 words) static lexicon [74].

2.3.2 CSR Applications and Performance

Despite the generally lower performance of CSR, as compared to other recognition
technologies such as OCR and barcode recognition, many applications based on CSR have
been successfully knplemented, in particular bank check reading and postal applications.
Unfortunately, it is almost impossible to compare the recognition performance achieved by
each of these different systems due to the following reasons. Fkstly, many methods use
proprietary databases or are tested on relatively small lexicons. Secondly, the recognition
performance of a system relies on many factors such as pre-processing, post-processing,
segmentation etc. The chosen lexicons and recognition methods used also inevitably affect
the final recognition performance. For instance, a segmentation-free recognition system
using holistic (high-level) features will perform better with lower-case or mixed-case
lexicons than with an upper-case word lexicon due to the fact that upper case words have
less features (no ascender or descender) than lower and mixed case words. Finally, some of
the methods have not been fully investigated or are still under development. Thus
comparing such preliminary results to others in the literature would be misleading. The
availability of public domain data such as NIST [105] and visual toolkit [106] is part of the
community’s effort to produce a convenient platform for comparing recognition
performances among researchers. However, until a complete data set that encompasses all
of the different application and research requkements is available, many researchers will
continue to use thek own data making the task of comparison almost impossible. That
said, whilst we cannot dkectly compare the performances of the recognition systems at the

moment, the reported results can be viewed as an indicator of the state of the art of the
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recognition system performance under specific application or conditions. Papers that
attempt to comprehensively compare recognition system performance can be found in

[74,107,108].

One of the most important commercial applications for off-line CSR is the machine
reading of bank cheques. The main reason for this is that there are millions of cheques
passing through the banking system each day. Even if a recognition system is only able to
confidently verify half of the cheques requiring processing, this would save much labour
being expended on a tedious and often unpleasant job. There are several key factors that
allow for CSR success in a check reading application. Firstly, the lexicon size is small - the
reading of legal amounts typically consists of only 25 to 30 words. Secondly, the presence
of a courtesy amount written in digits. By reading both the courtesy and legal amount, the
recognition system has a better chance of recognizing the words correctly - courtesy
recognition is easier than legal amount recognition. As described in [109], the developed
CSR methods are good enough to be used in commercial products, and a family of systems
that can work on French, English and American cheques has been developed that claim to

have a performance close to that of a human reader albeit with a rejection rate of 30-40%.

Table 2-2 shows a summary of some of the reported results in the literature for bank
cheque reading. As mentioned earlier, no direct comparison can be made between each of
these systems but die best recognition performance that has been achieved so far is from
Dimauro [114]. This result is based on 300dpi resolution images with well-separated digit
and character data sets. In [109], the human like performance of 99% accuracy can only be
achieved by using manual human intervention to discard the ambiguous samples. From

this, it is clear that the problems involved in cheque reading are still far from being fully
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resolved. Until a more robust CSR system can be produced, research into cheque reading

methods will continue be the focus for many researchers.

Task Data size Performance Conditions
Courtesy Amount [110] 10,000 cheques 60% 300dpi, 26% confusion rate
Courtesy Amount [111] 500 cheques 85% unknown rejection rate
Courtesy Amount [112] 3374 cheques 74% 5.52% rejection
Courtesy Amount [113] 503 amounts 71% With Verifier and Post Processor
Both [114] Courtesy 1500 samples 98% 300dpi, well separated digit
Legal 95% Italian basic words in check
Whole field 1000 words 80% Whole worded amounts
Both [115] N/A 80% 3.5% misread, commercial system
Month Word Only [116] 402 words 91% 12 lexicons
Legal Amount [117] 500 words 60% 12% confidence, 0.2% rejection
Legal Amount [118] 2515 words 72% 32 lexicons
Legal Amount [119] N/A 97% 76% rejection
Legal Amount [120] 1083 words 44% 2-10 lexicons
Legal Amount [121] 2378 words 80% 26 lexicons, 6.9% rejection

Table 2-2. Summary ofthe overall recognition results that have been achievedin check reading application.

The next most popular CSR application is postal processing. Again, like the cheque
reading systems, even a recognition system that is able to confidently read only half of the
envelope address/zip codes, would save much labour time and cost. Mail sorting can be
seen as an ideal application for CSR since it is tolerant to relatively large amounts of error
and allows a large rejection rate. Many mail reading/sorting systems have already been
installed in many post offices around the world. By using the machine to locate and read
the postcode on an envelope, many of the mail pieces can be directed automatically. Table

2-3 shows a summary of some of the reported results in the literature.

Application Data size Performance Conditions
Address Reader [122] 451 address 50.6% 50% confidence threshold
Address Reader [123] 908 samples 90.6% Manual word extraction
Address Reader [124] 450 samples 1% 0.7% error rate, 28.5% rejection
Zip Code Reader [125] 930 zip codes 49.8% 49.3% rejection
City Name Re[allczlg]r 2500 mail 61.7% 1.3% error rate

Table 2-3. Summary ofthe overall recognition results that have been achievedinpostal reading application.
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As expected, the recognition results are not as good as that in the Cheque reading
application. This is due to the fact that address reading requires a far more sophisticated

CSR system that has to cope with larger lexicon sizes and a mixture of words and digits.

With successes in cheque and postal applications, it is no surprise that the next target
application for CSR researchers is form processing. Several form processing applications
have already been proposed and developed. For example, the tax form reader developed at
CEDAR [127] (modified from a postal address reading machine), invoice-processing
system proposed by Bayer er al and Kosiba er al [128,129], flight coupons processing
developed at IBM [130], USA Census form processing system [36] and credit card slip
processing system proposed by Paik er a/ [131]. Some of these systems deal with machine
printed text only, while others deal with specific fields such as name, address and hand
printed digits. Many of the form processing systems are still in their preliminary stage and
many issues have yet to be folly resolved. Generally though, when recognition of
handwritten data is the primary concern, the recognition performance is poor. For
example, the average recognition rate reported on the tax form reader in [127] is only
36.6%. While waiting for the ultimate breakthrough in CSR performance, most of the
form-processing packages in the market today use a degree of human intervention in
several stages of the processes (for instance form registration and data verification) to
increase the overall performance. It is obvious then thatifa fully automated system is ever
to be achieved, a more robust CSR method is needed so that this human intervention can

be eliminated.
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2.3.3 Recognition Improvement - Future Direction

There are many ways that have been proposed to improve the CSR performance.
These range from front end (digitization, noise removal, segmentation, skew/slant
detection and features extraction) to back end processing (recognition methods, use of

style, linguistic and other knowledge).

Table 2-4 summarizes some of the strategies and methods that have been published in
an attempt to help improve the recognition performance. All of the reported techniques
have been proven to be able to improve the overall system recognition performance but
again, due to the nature of their testing environment, a direct comparison between them is
impossible. Some of these ideas and concepts are application specific; for example
trigraphs, linguistic and semantic strategies [139,140,146,59] are more suitable to
handwritten page or sentence recognitions environment than form or cheque processing
applications. There are also outstanding issues that need to be resolved before these
concepts can be applied in a real life application.

Strategies to improve the system performance
Pre-processing Word length estimation [132,133]

Pre-processing Segmentation enhancement [134]

Pre-processing Word quality enhancement (tilt & slant correction) [135]
Recognition Used of position, contour and bending point features [136]
Recognition New normalization & segmentation strategy using HMM [137]
Recognition Multiple recognizers combination [13§]

Recognition Used of trigraphs in context dependent recognition [139,140]
Recognition Combination of word level and feature level recognition [141]
Recognition/ Lexicon reduction using recognizered characters [142] and

Post-processing  recognized features [143,144]

Post-processing ~ Used of semantic information from corpus [145]

Post-processing  Used of linguistic information incorporating recognizer’s
confidence and word sequence [146]

Table 2-4. Summary ofthe techniques that have beenproposed to help improve the recognitionperformance.
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A specific example of using high-level knowledge to help CSR in a form-processing
environment is the use of contextual information from the template [14]. In this case,
contextual information is manually associated to the filled-in word in a form processing
system during the form description process. Whilst this contextual information does
provide extra information to the recognition system to help improve the recognition
performance - either limiting the search domain of the recognizer or validating the
recognition results - the manual mark-up method is somewhat tedious if a large number of
different forms are to be processed by the system. Thus, a method needs to be developed

that can automatically link this contextual information to the filled-in word.

24 Summary

This chapter provides an overview of existing form extraction system techniques
together with a discussion of the colour handling techniques and the CSR methods &
applications presented in the literature. In the first section, the two basic approaches used
to extract data from a filled form are presented. The first approach uses a template, which
can be created manually or automatically, to facilitate the extraction process. The second
approach uses the techniques developed in DLA (Document Layout Analysis) to remove
the form frames without using a template. The most commonly used features to represent
a form structure are lines. Most of the systems reviewed were able to identify and extract
the line components with a very high degree of confidence. A lot of systems also employ a
fairly reliable text-repairing algorithm that can restore most of the damaged text that results
from the line removal process. Recent efforts have concentrated on reducing the system
complexities and increasing the system efficiency (speed and extraction rate). Colour has
been shown as one of the potential features that could be used to further enhance the

system performance. However, section 2.2 has also shown that current colour handling
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techniques ate not efficient enough to handle colour document images. Many techniques
developed in the past reduce the number of colours in an image to a given number of
colour domains and then search through each domain for possible text or characters before
converting the colour image into a black and white image. Consequently, the form colour
information is lost after the text searching process. This limits the potential for using the

colour information in the subsequent processing stages.

The third section introduces the 3 general methods used in CSR —segmentation based,
non-segmentation based and perception oriented. The implementation techniques were
briefly discussed, followed by examples of real life application with their respective
performances. Despite a low recognition rate, CSR has been successfully applied in both
cheque and postal applications. Thus, focus has now moved on to form processing and
improving the CSR performance. Currently, many of the processes involved in form
processing require human intervention - ie. template creation and recognised data
verification. In order to process form documents efficiently and fast, human intervention
has to be minimized. The desire to produce a fully automated form processing system has
therefore motivated many researchers to develop more reliable CSR and data extraction

techniques, such as the work presented in this thesis.
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3. COLOUR BASED FORM EXTRACTION

The concept of using colour to improve the performance of an automatic form
processing system is not new. For instance, non-read inks* are extensively used in the
form design & printing industry to help improve form capturing efficiency by allowing the
automatic removal of pre-printed entities from the filled form. However, aside from
taking advantage of the ‘colour-blind’ behavior of the scanner, colour knowledge has

never been used in any of the post scanning form-processing techniques.

This chapter introduces the concept of using colour information to improve the
extraction of handwriting data from forms. Section 3.1 describes a new colour handling
technique that can successfully reduce the colour content of form images using a direct
comparison of the pixels’ RGB value. The method forces the form image colour content
to less than or equal to eight colours —a balance set between reasonable computation
overheads and the need to provide sufficient information to aid the form extraction
process. Section 3.2 presents an overview of a new colour based form extraction system
that incorporates colour information to produce a better and more efficient extraction
system. Section 3.3.1 then presents the results of an experiment investigating the effect of
using such a colour reduction technique on the machine printed text quality. This is
followed by another two experiments that quantify the performance gain obtained by using
such a method in terms of extraction efficiency (section 3.3.2) and extracted text quality

(section 3.3.3).

*non-read inks are die colours that are invisible to the scanner device. Different light sources used in each
scanner will have different non-read inks and colour responses [refer section 2.2.1].
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3.1 A New Colour Handling Technique

Unlike other types of document, a form contains relatively few colours. This is due to
the nature of the form function. As a form is used to capture data from people, the area of
interest (filled-in data area) often contains simple or single plain colours as the background.
Empirical results show that the majority of forms in use today can be adequately

represented using just a few colours from a group of 8 pre-defined colours.

As a scanner digitizes colour documents using an RGB model, methods that work
directly on the RGB model will eliminate the extra processes needed to convert this colour
model to other models. Processing time is crucial in any automated form processing
system, thus it is important to process the colour image in its original colour model in order
to minimize the extra burden imposed on the system as a result of the inclusion of colour

into the process.

In the RGB colour model, colour is represented by the amount ofred, green and blue
components. A full colour image uses 8 bits per colour component to produce 16 million
possible variations of colour in an image. However, as mentioned earlier, form images
need only a few of these colours. Therefore, an aggressive colour reduction method is
proposed that can reduce the total number of colour variation in an image from 8 bits per
colour component to 1 bit per colour component. This not only reduces the colour
variation of an image from 16 million colours to just eight colours but also reduces the
memory consumption of the image and makes the image much easier to manipulate than
the full colour original. The only draw back for using such an aggressive colour reduction
technique is when the original form document contains more than 8 colours; then colour

information will be lost in the colour reduction process. However in practice, this rarely
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happens and even when it does, the 8 colout domains still provide more information than
the conventional black and white alternatives. Fig. 3-1 shows how these eight colours are

formed in the RGB colour model.

B
Blue Magenta
Green Whit
Red
Black
Yellow

G

Fig 3-1. In the RGB colourmodel, each colouris represented by specifying the amount ofred, green and blue
components. In an 8-bitper component system, these values will rangefrom 0 to 255.

In an RGB colour model, a pixel’s colour can be determined by comparing the RGB
component values. If all these RGB values are close to each other in value, then the pixel
will appear as a black, gray or white colour. When one or two ofthe component values are
significantly higher than the other component value(s), a pixel’s colour will be more
prominent and distinct. For example, a pixel will appear as red colour when the R
component value is significantly higher than its G & B component values. Similarly, when
the R & G component values are significantly higher than the B component value and the
R & G values are close to each other, then the pixel will appear as a yellow colour. Fig. 3-2
illustrates how the eight pre-defined colours can be formed by comparing the RGB values

of a pixel.
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Fig 3-2. A pixel's colour can be determined by comparing the R, G & B component values within thatpixel.

A pixel’s colour can thus be determined by using the following expressions:

GREEN when
RED when

BLUE when
YELLOW when
MAGENTA when
CYAN when

If the pixels RGB values do

G>R+g and G>B+g
R>G+rand R>B+r
B>R+£ and B>G+£
R>B+y and G>B+y
R>G+w and B>G+m

G>R+fand B>R+"

not meet any of the above conditions

BLACK when (R+G+B)/3 < Ithrahod
WHITE when (R+G+B)/3 >

Depending on the brightness characteristic of the scanner, the Itheddd value that
determines a pixel’s colour as either a black or white colour may range from 170 to 220.
The r, g, b, y, m and c values also vary according to the colour characteristic of the scanner
For a scanner with an operating light source wavelength of

[see Fig. 2-3, section 2.2.1].

700-800 millimicrons, the scanner will be more sensitive to the white, yellow and red
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colours compared to the blue and green colours. Thus a red colour will be digitized to a
pixel that has an R value that is significantly higher than its G & B component values when
compared to another scanner that employs a 500-600 millimicrons light source. This
scanned image thus requires a different (higher) r value compared to images scanned using
the later light source. Such a system will also need significandy smaller g, ¢ & b values than
the r, y & m values. Empirical results®* show that the r, y & m values may range between
35-50 and that the g, ¢ & b values may range between 10-25. These values were
determined by repeatedly quantizing several different kinds of colour images using different
threshold values; starting from 0 and increasing to a point where the quantization output
fails to quantize the image colour correcdy. For example, with a digitized image that
contains only red and black colours, the acceptable threshold range for the r-value will be
those r-values that allow all the distinguishable red colour pixels in that image to be
quantized into red colour pixels. The test images in this experiment were carefully selected
(each contains 2-3 colours) so that the colour content in these images covers all of the pre-
defined eight colours and represents all of the most commonly found colours in form
documents. Table 3-1 shows the experimental results for this test and a summary of the

ranges of threshold values that produce the correct quantization results.

Threshold range
r 35-50
A 10-15
b 15-25
J 38-50
m 35-50
c 15-20
Threshold 165-215

Table 3-1. Depending on the brightness and colour characteristics ofthe scanner, different threshold values are

needed to quantise the colour images corvectly. These are the workable threshold rangesfound using 3 different scanner
models.

+ Based on experiment performed on several different colour images that contained different colour content,
digitized with 3 different scanners (Hewlett Packard 5200C, Hewlett Packard 3690C and Epson GT 6000)
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Since it is not possible to determine the threshold ranges for all of the colour variations
found in all documents, these thresholds will fail at some point. However, within the
bounds set by this experiment, it is shown that the quantization method will perform its
job correctly using the given range of threshold values shown in table 3-1. Therefore, by
choosing the mid-value of these ranges, the quantization method will perform its task
correctly as long as a form does not contain a very large colour variation. The r, g, b, y, m,
¢ and Ithesdd values chosen for this work are thus 43, 13, 20, 44, 43, 18 and 190

respectively.

Besides the scanner brightness and colour characteristic considerations, the scanning
resolution must be taken into account as well, since it plays an important role in a pixel’s
colour generation. The effect of scanning resolution on the colour pixel production is
illustrated in fig. 3-3. Note that as the resolution reduces, an image starts to lose the detail
of the original picture (in this case the black line) and, at 100dpi, a black line is merely

represented by a row of dark yellow pixels.

Original Image 300 dpi 200 dpi 100 dpi
SM
Yellow Yellow
(255,250,200) (255,250,200)
Yellow Black Very Dark Dark Yellow
Black (0,0,0) Yellow (100,95,20)
(60,55,0)

Fig. 3-3. The effect ofdifferent scanning resolutions on thegeneratedpixels 'RGB values.
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Thus, if the RGB comparison method is used alone to quantise colour images, then, at
100dpi, the dark yellow line would be quantised to a yellow colour causing information to
be lost in the quantised image. To solve this problem, a maximum reference value is first
determined for each of the colours (up to maximum of eight as pre-defined earlier) present
in an image. This can be done by applying a first pass pixel scan before the quantization
process is carried out. In this process, each of the pixels is provisionally labeled as one of
the eight possible colours based on the expressions mentioned earlier. The highest relevant
value of each of these obtained colours can then be determined. For example, the red
colour reference value will be the highest R-value (R)nax found for a red-labeled pixel within
the image, whilst for yellow it will be the highest mean value of the R and G components
((R+G)/2)nmax  The only exception is for the black colour reference value, which uses the

minimum average value of the R,G and B components found in the image.

In a second pass, each of the pixels’ colours is then decided by comparing its RGB
values to their respective colour reference values using a distance threshold value D*. Take
fig. 3-3 for example, by using the comparison technique on die 300dpi image, two colours
will be identified (Yellow & Black - with a reference value of 252.5 (from 255,250,200) & 0
(from 0,0,0) respectively). Using these reference values, each of the pixels in the image will
then be quantized into either a black or yellow colour depending on the differences
between the pixel and reference RGB values. For instance, a very dark yellow pixel with an
RGB value of 60,55,0 will be quantized to black as the difference between the very dark
yellow pixels R & G values ((R+G)/2=(60+55)/2=57.5) and the yellow reference value

((255+250)/2=252.5) is greater than the threshold.

*By experiment, this D value is found to be in the range of 50-120 in order to obtain a correctly quantized
output. The value chosen for this work is the mid-value of this range, i.c. 85
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Similarly, for the 100dpi image in fig. 3-3, the dark yellow pixels will be quantized to a
black colour while all other bright yellow pixels will be quantized to a yellow colour. Fig. 3-

4 shows an example of the quantization result using such an approach.

Black

Dark Yellow.
(80,65,0)

Yellow 24-bit colour image 2-colour image
(250,220,100)

Fig. 3-4. Example ofhow darkyellowpixels are quantised to black colour when using the value referencing method
on a 200dpi image

This two pass method does successfully cope with the problems of low resolution
scanning, however, as processing time is important in form processing automation, the use
of a two pass pixel may seem computationally expensive. To overcome this, the algorithm
is improved by taking into account the colour visibility characteristic of the human vision
system. As explained in [147], a human being is only able to distinguish colour when there
is a sufficient amount of light (luminance) present. Thus, if a pixel’s R, G and B
component values are very low, then the colour is invisible to human vision and can thus
be considered as a black colour. For instance, even when a red pixel’s RGB values are
80,0,0, it still appears as black colour to human eye. Therefore, to speed up the
quantization process, when a pixel’s RGB values are very low (empirically found to be R &
G & B < 90), it is safe to quantize these low value pixels to a black colour without applying
the above-mentioned RGB comparison method. This effectively reduces the number of
pixels that are required to be compared to the reference values thereby increasing the

system performance.
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3.2 Colour Based Extraction System

A new hybrid approach for extracting the filled-in data from form images is proposed.
This novel method combines a colour dropout approach Sc subtraction techniques with the

incorporation of colour information to provide a better form extraction solution.

Some assumptions have been made in this study to ensure that the focus of the

experiments is on the use of colour to extract data from form images:

m The skew angle of'the scanned images is assumed to be less than 3
m Blank (unfilled) forms are available to the system

m  Skew marks are not available

Fig. 3-5 shows the proposed colour-based form extraction system. It consists of 4

major parts:

1. Form digitization and quantization
Blank form structure analysis and identification

Colour analysis

Bl

Form extraction
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Colour Analysis
Form Extraction
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Fig. 3-5. Block diagram oftheproposed colour-basedform extraction system.
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3.2.1 Form digitization & Quantization

The process flow of the system is as follow: first, a blank form is scanned and
quantized with the previously mentioned method. This effectively segments the form into
several colour domains (maximum 8 as pre-defined in section 3.1). Vertical/Horizontal
lines as well as pre-printed text and graphics components in each of the colour domains are

then located.

3.2.2 Blank Form Structure Analysis and Identification

As the skew angle of the form images is assumed to be very small, a run length pixel
count method can be employed to locate any possible lines within the blank form. In a
black and white image, a line can be defined as a long series of black pixels connected to
each other in a row. Similarly, in a colour image, lines can be located in the same way as in
bi-level images by examining each of the colour domains individually. However, in both
cases, this method will fail to locate broken, dotted or dashed lines. Therefore, a Run-
Length Smooth Algorithm (RLSA) [148] is needed to join the dotted lines together before
the pixel count method is applied. For the purpose of defining line connectivity in this
study, a line is assumed to have a maximum of 5 pixels gap between two line segments.
This is based on the assumptions that dotted, dashed and broken lines are normally very
close to each other and when scanned at 200dpi, should produce a gap ofless than 5 pixels
width. Thus, when locating horizontal lines, a horizontal RLSA with a constant C value of

5 is applied throughout the image.

There are 3 possible types of lines in a form image —long run length lines that are used
to form tables, boxes and fill-in spaces, short run length lines that are used to underline

words or sentences and very short run length lines that are used as dashes or minus signs in
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a sentence. By using a tun length pixel count method, long lines ate easiet to identify than
shott lines. This is due to the fact that text will often appear as short lines aftet the RLSA
process. Hence, to avoid wrong classification, only lines that are obviously longer than 1 or
2 words are considered as targeted lines. In a 200dpi image, this is equivalent to a run
length of approximately 100 pixels. Therefore, when there is a long series of black pixels
connected to each other in a row for more than 100 pixels, this portion of pixels is retained

as a potential line.

A line verification process is then applied to all these identified long run pixels using a
contour tracing method [149]. Using this method, all the connected pixels are grouped
together and enclosed in a bounding rectangle. As a line is always just a few pixels thick
and is usually much thinner than text or other entities, a line can be ascertained by
examining the height of this bounding rectangle (a typical horizontal line in a 200dpi image
is not more than 4 pixels height). Figures 3-6 (a-d) shows an example of a blank form
image with its identified Hnes and its corresponding output image after the line verification
process.  Once all the horizontal lines have been located and removed from the image, a
vertical RLSA with a constant C of 5 is then applied across the image again followed by a
run length pixel count in the vertical direction (assumed vertical lines’ gap are the same as
horizontal lines). This process is necessary because when the horizontal lines are removed
from the image, some of the vertical lines become broken. By applying the RLSA before
the vertical pixel count process, all the broken vertical lines are re-connected back together
again. The identified vertical lines are then also removed from the image using the same

approach as described for horizontal lines.
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NameVCompany
Contact Name

Telephone Number

Fig 3-6(w). A blankform image

Fig 3-6(b). Image after FILSA (C—5)process

NameNCompany

Telephone|[Numberl

Fig. 3-6(c). Image after contour tracing method applied

NameVCompany
Contact Name

Telephone Number

Fig 3-6(d). Lines identified after the verificationprocess

Once all the true vertical and horizontal lines have been located and removed from the
image, the remaining connected groups then represent the text and graphic components
for that form. These groups of rectangular bounding box locations, together with the line
bounding boxes are then recorded as a template for the form removal process. Fig. 3-7(b)

to fig. 3-7(d) show the identified pre-printed entities (vertical lines, horizontal lines and
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other pre-printed entities) that have been processed by this proposed form structure

process on a form image shown in fig. 3-7(a).

| THE NOTTINGHAM TRENT UNIVERSITY
CATERING SERVICES
Ref No.
HOSPITALITY FORM
| This form Is to be used for all internal and external hospitality requests. Please ensure ¢
| completed before returning to Catering Services, City or Clifton Site.
! Function No in Party.,

| Day.. Date Time...
1 Venue..... Site.

REQUIREMENTS: Nos Time OFFICE USE
£

Coffee
Lunch
Tea
Dinner

Drinks (Juice/Mincrals/Wine)

Details:

Time for collection of crockery, etc

OVERNIGHT ACCOMMODATION:  For Clifton accommodation please first check with
Hall Manager mext 3445/3145

Date Breakfast

Organiser's Nome.... Ext...
Department............ Date.
FINANCE CODES:

CHARGETO

CREDITTO

Via Commercial Admininistration Centre Yes /No

AUTHORISATION:
Signed (Budget Holder/Signatory)

(Please Note: total subject to variation - additions/substitutions, etc)

EXTERNAL ORGANISATIONS: INVOICING DETAILS
For the ion of:

Address:

Fig. 3-7(@). A typical blankform after the quantisationprocess.
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Fig. 3-7(b). The identified horizontal linesfor theform image shown infig. 3-7(a).
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Fig 3-7'©). The identified Vertical linesfor theform image shown infig. 3-7(a).
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iTHEINOTTINGHAMrmENTtWIVERSrrY!l

ICMEMNQISEKVKESh
BQISIALIYJEPEM]

iFunctionl ]W]M

IDay| iDatcl

IVcnuel ISitel

[REQUIREMENTS: iTimel oragEH

Ittoffecl
iLunchl
iTeal
iDinnerl

iDrinks|fJuice/M incrals/W mdll

iDctails:!

Foc™niMis]

IQYEMIGHTI\GCTMMOBATIQrfil iForlclifionbccommodatiionlplcaselflrstichecklwithl

IDatcl iBreakfasil
IEXT

[Department]
IFINANCEICOPES7

iCHARGETQI

Miss-detected Lines

ICREDITTTOI
IVtalCommcrciallAdmininistraUonlCentrel 1Y csl/INol
MUTHORISATTCSai
|Signed|(Budget/HoMer/Sign>torj|] PinINrad
Fiifjj-jj wilm THLH A AT*JTH ~additions/8ubfttitutionBxeul)]

IEXTERNALIOROANISATIONS: IIINVOICING1DETAES 1
533 553HtSffiiaa x 3
|Company”|

IAddress:!

Fig 3-7'(d). The identifiedpreprinted components (other than lines)for theform image shoivn infig. 3-7(a).
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Although the line-searching algorithm just described may seem rather too simple to be
able to identify all of the possible lines in a document image, the method does provide a
quick solution for identifying long lines in non-complex documents such as form
documents. It is by no means a robust method for finding lines in complex documents
when compared to other methods reported in literature [150,151,152], however, the main
advantage of using such a method is its ease of implementation. Besides, the main reason
for finding lines in this case is to perform subtraction at a later stage. Thus, even when a
line is not identified in the line searching process, it will be treated as one of the other pre-
printed entities and will still be subtracted from the filled form at the extraction stage.
Hence, the line-searching requirement in this system is less stringent than in other

applications and thus the line-searching algorithm described appears as a viable method.

3.2.3 Colour Analysis

After the filled forms have been scanned and quantized, the colour information in the
filled form is then compared to the blank form colour information in order to decide
whether the colour drop-out or the subtraction technique is to be adopted in order to
extract the filled-in data from the image. As the number of colours and their pixel
percentages are known from the quantization process, the filled-in data colour can be easily
identified by comparing the differences between the blank and filled form. For instance,
suppose a 3-colour blank form contained white (87%), black (9%) and red (4%) colours
after the quantization process, the filled-in data colour on a completed form can be known
instandy by comparing these figures against the quantized filled-in form values. This is

shown in table 3-2.
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Filled-in colour

Blank form White (87%), Black (10%), Red (3%) -
FiUed form #1 White (85%), Black (10%), Red (3%), Green (2%) Green
Filled form #2 White (85%), Black (12%), Red (3%) Black
Filled form #3 White (85%), Black (10%), Red (4%), Blue (1%) Red & Blue

Table 3-2. Thepercentage changesfor each ofthe colours containedin aform can be used to identify thefilled-in data
colour.

3.2.4 Form Extraction

When the filled-in data has been entered using a different colour to that present in the
blank form, data can be extracted immediately using the colour dropout process. In this
process, the filled-in data colour pixels are converted to black whilst all the other colour
pixels are converted to white. The resultant black and white image is then ready for
recognition. This method effectively eliminates problems such as page skew, page offset
and abnormal filled data conditions (such as filled data out of the designated area) seen in

the subtraction approach.

When the filled-in data has been entered using one or more of the colours that are used
in the blank form, then a subtraction technique must be adopted. However, unlike other
form extraction systems, only the filled-in colour domains need to be processed. This
eliminates the necessity to process the whole image and hence improves the system

efficiency.

As none of the commercially available forms used in this study contained marks that
could be used to correlate the template entities locations to their respective filled-form
equivalents, a pixel count method is used. This method identifies the first X- and Y-
positions that contain more than a given threshold number of pixels, starting from the

origin (0,0) position. For example, suppose a blank and filled form image have their first
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black pixel counts of more than the threshold number of pixels at coordinates 20,10 (x, y)
and 18,15 (x, y) respectively, the offset value for these two forms is —2, & 5. The actual
threshold value chosen for this work (50) is something of a compromise as the number of
pixels count in one image at a particular value of x will usually vary from image to image
due to the presence ofimage scanning noise, skew and offset. If the threshold value is set
at a very low value (10 pixels for example), any slight noise added to the image will give a
sufficient number of pixels to trigger the detection resulting in an incorrect offset. On the
other hand, setting the value too high will impose unnecessary processing time on the form
processing system and in some cases cause it to fail to locate the correct offset position due
to the number of pixels in any x-position in the image being less than the threshold.
Experimental results show that if this threshold is set at between 50 to 100 pixels, these
problems can be avoided and a true offset obtained. Using these offset values, the pre-
printed entities on the filled form can be removed from the filled form using the position
information provided by the blank form template obtained in the form structure

identification process.

Although the image-offset problem can be resolved by employing this pixel count
method, image skew can still cause problems for the subtraction process. Accurate skew
detection and correction can be very computationally expensive and time consuming
[153,154] whilst fast skew correction methods generally produce inaccurate and inefficient
restorations (de-skew). Nevertheless, most of the current image skew detection and
correction techniques can correct the skew angle to within a range of +/-(1-3)°using a
relatively fast and coarse approach [155,156,157,158]. Thus, when a subtraction approach
is employed in a form extraction system, this skew angle must be taken into consideration

otherwise the removal of the pre-printed entities will be incomplete. If we assume that the
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maximum skew angle is +/- 3°, the correlation position errors (PE) will then be +/- (Tan
3° x W) pixels in the Y-axis direction and +/- (Tan 3°x H) pixels in the X-axis direction.
Fig. 3-8 shows this for a form’s line entity.

Position Error

X (PE
(PE) Start of line

Position Error

Fig. 3-8 The X & Yposition errors (in term ofnumber ofpixels) determined by the width (W) and height (H) of
the entities and the skew angle.

Therefore, when an entity is subtracted from the image, a margin must be allocated to
accommodate these position errors. For example, when removing a pre-printed entity with

a width*height of 100*100 pixels and a skew angle of 3°, the subtracted area in the image

must be 110*110 pixels (fig. 3-9).
(xI+XpEyl+Y B
(*2,y2)

Pre-printed entity

M
Actual

(xL.yl) (xI-XpEyl-Y PB subtracted area

Fig. 3-9. To accommodate theposition errors induced by image skew, a margin is added to the entities sige in ovder to
ensure a complete removal ofthepre-printed objectfrom thefilledform image.

The main disadvantages of this added margin method is that the removal process will
occasionally remove some portion of the filled-in text, causing degradation in the extracted

data quality. This problem mainly occurs in the line removal process as the filled-in data is
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normally filled in near or even onto the line position. Employing some of the more
recently proposed text restoration algorithms (over 96% of accuracy results have been
reported) [45,46,51,53,159] can virtually help fully resolve this problem. However, due to
the extra processing time these algorithms would incur and the small amount of data that is
affected by this factor (less than 5%), these text-repairing algorithms were not
implemented. It is believed that by employing a text repairing method in the system there
would be a slight increase in recognition results for the black and white extraction system
which would reduce the magnitude of the performance gain claimed for the colour
extraction system. However, this performance gain is achieved at the expense of extra
processing time required and thus the colour system would show a greater improvement in

terms of processing speed over the black and white system.

Once the pre-printed entities have been removed from the filled form, a noise removal
process is then applied to remove any objects (e.g. noise) that are too small to qualify as
text. In this study, the targeted filled-in data is assumed to be handwritten words, hence
any connected components that are less than 8 pixels square are considered as noise. This
is due to the fact that with typical handwriting words scanned at 200dpi, a handwriting
word that is smaller than 8 pixels square is difficult, if not impossible to produce.
Unfortunately, this removal process does occasionally remove some portions of some
words; for example the dots for T and 9§\ However, as the handwriting recognizer that is
used in this work is only looking for word level features such as ascenders, descenders,
holes and cups, the removal of small dots is irrelevant and does not affect the recognition
performance. The final resultant image after this noise removal process is then saved as a

black & white format for the recognition process.
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3.3 Experimental Platform

The system has been implemented in C++ programming language under a Windows98
platform on a Pentium Celeron 450Mhz personal computer. Forms were digitized using a
Hewlett Packard HP3690C scanner at 200dpi in 24-bit RGB format (except in experiment

I where forms were digitized at several different resolutions ranging from 100 to 300 dpi).

The methods developed are designed to work on any type of colour form that is filled-
in with unconstrained cursive handwriting data. As there is no commercial CSR package
available on the market at the moment, the recognizer that was used in the work is a
modified version of a prototype CSR that has been developed within the department of
computing at The Nottingham Trent University [17]. This recognizer extracts the vertical
bars, loops and cups from the word image and compares these features with a list of words
(lexicon) and their pre-defined set of features. Every word in the lexicon is scored
according to how well the features match with the target word’s set of features. The
lexicon words and their scores are then ranked, with the highest ranked word being the
likeliest match with the target word. The working resolution for this recognizer is 200x100
dpi, with the capability of accepting off-line (static) word image data as input. It has been
designed and optimized to recognize unconstrained, lower case Roman script from any
writer, with the assumption that all word images are in bi-level facsimile format. To
accommodate the need for this work, the recognizer has been extended to recognize upper,

lower and mixed case words.
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3.3.1 Experiment I: Colour Reduction and OCR Performance

As the colour content of an image is greatly reduced using the proposed method, a
study is needed to access the colour reduction effect on the image quality. One of the
parameters that can be used to measure the output image quality is the OCR rate. This
experiment aims to evaluate the impact on the OCR performance of using such a colour
reduction technique under different resolutions. 15 colour forms of different designs, each
containing 2 to 4 colours are used to compute the OCR rate that could be achieved both
with and without the quantization process applied. The 15 form samples used for this

experiment are shown in Appendix A.

Table 3-3 shows the experimental OCR* results that apply to the proposed colour
reduction method output images and the original 24-bit full colour images. In total, there
are 7596 machine printed characters for these 15 forms and the OCR rate is computed
manually by counting die total number of correctly recognized characters over the total

number of characters.

Scanning Resolution OCR rate OCR rate Improvement
(24-bit full colour) (quantized image)
100dpi 85.0% 90.4% +4.6%
150dpi 99.2% 98.8% -0.4%
200dpi 99.3% 99.3% 0%
250dpi 99.6% 99.6% 0%
300dpi 99.8% 99.8% 0%

Table 3-3. Overall O CR performance tested on 15forms at various resolutions (total characters—7596).

- The OCR engine used in this work is TextBridge Pro 9.0 from Xerox Imaging System due to its ability
to allow OCR at different image resolutions.

65



Chapter 3 Colour Based Form Extraction

The quantized form OCR rate is almost identical to that of the 24-bit full colour image
OCR rate above 150dpi resolution with a moderate improvement observed at 100dpi
(4.6% increase). These results suggest that although the colour content of the quantized
images is reduced to less than 8 colours, there is no significant detrimental effect on the
OCR performance at resolutions of 150dpi and above. Indeed, at 100dpi, the OCR
performance on the quantized image is greater than that on the original image. This shows
that at 100dpi the colour reduction method proposed is better than that employed by the
OCR engine. This is believed to be due to the fact that at 100dpi, the image details are
smeared and distorted so much so that the original OCR colour handling techniques is not
able to recover all of the image details (the engine is probably optimized for 200-300dpi
images). Whereas, with the comparison method applied, some of the details can be
recovered from the scanning process hence leading to an increase in the OCR rate. The
slight decrease in OCR rate at 150dpi is believed to be due to the results of the ‘thickening’
effect of the proposed colour handling technique. This can be proved by the fact that the
increases in miss-recognized characters are mainly with characters such as ‘e’, ‘u’ and %k’
The quantization method will tend to darken the ‘hole’ for a character e (resulting in an
OCR output as a ‘c’) and join the open end of a character u & k (resulting in an OCR
output as o and h respectively). At resolutions higher than 200dpi, the OCR rates become
identical and the miss-recognized characters are then mainly due to small font size printed

characters which are too small to be recognized by the OCR software.
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3.3.2 Experiment II: Extraction Efficiency

Two parameters have been used to measure the efficiency of the extraction system -
precision and recall rate. Precision is calculated as the number of correcdy extracted
objects (connected components) over the total number of objects extracted, whilst recall
rate is calculated as the number of objects that are successfully extracted over the total
number of expected objects to be extracted from a given form. The recall rate provides a
quantitative value in terms of the percentage of expected objects that the system can
extract, whilst the precision rate provides a quantitative value on the percentage of the

extracted objects that are correct.

Precision™ Number of correctly extracted objects / Total number of objects extracted

Recall = Number of correcdy extracted objects / Total number of expected objects

For this experiment, another 15 different types of forms were scanned and quantized,
each containing a different type of layout design and number of colours. All of these
forms were filled-in by a single writer using various types of colour pen. These 15 form
samples are shown in Appendix B. To compare the extraction efficiency, a black & white
based extraction system was constructed and an intensity-based threshold binarization

method was used to convert the 24-bit colour images to black & white images, i.e.

IfI< Ithresho]d (& «! plxelzbkck)
else if I>—Ithetod (pixel=white)
where I = (R+G+B)/3

The pixel’s intensity is the average value of the pixel’s RGB value and the optimum
Itheshdd value for the scanner is 190 (determined in section 3.1). The extraction method

adopted on this black & white system is exactly the same as the subtraction technique used
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in the proposed colour-based extraction system except that instead of working in the filled-

in colour domains only, it works with the entire binarized form images.

Total Best Case Worst Case Conventional

Form Target objects Correct Wrong Precision Recall Correct Wrong Precision Recall Correct Wrong Precision Recall

1 87 87 0 100.0% 100.0% 85 7 92.4%  97.7% 84 0 100.0%  96.6%
2 73 73 0 100.0% 100.0% 73 6 92.4% 100.0% 71 0 100.0% 97.3%
3 104 104 0 100.0% 100.0% 104 1 99.0% 100.0% 104 2 98.1%  100.0%
4 99 99 0 100.0% 100.0% 99 0 100.0% 100.0% 98 0 100.0%  99.0%
5 209 209 0 100.0% 100.0% 206 0 100.0% 98.6% 194 1 99.5%  92.8%
6 134 134 0 100.0% 100.0% 134 7 95.0% 100.0% 129 0 100.0% 96.3%
7 267 267 0 100.0% 100.0% 267 17 94.0% 100.0% 262 17 93.9%  98.1%
8 229 229 1 99.6% 100.0% 229 0 100.0% 100.0% 229 0 100.0% 100.0%
9 134 134 0 100.0% 100.0% 134 3 97.8% 100.0% 134 2 98.5% 100.0%
to 124 124 0 100.0% 100.0% 123 0 100.0% 99.2% 122 12 91.0%  98.4%
1 158 158 0 100.0% 100.0% 146 0 100.0% 92.4% 118 8 93.7%  74.7%
12 121 121 1 99.2% 100.0% 120 4 96.8%  99.2% 121 1 99.2%  100.0%
13 155 155 0 100.0% 100.0% 155 0 100.0% 100.0% 154 4 97.5%  99.4%
14 130 130 0 100.0% 100.0% 130 40 76.5% 100.0% 130 1 92.2%  100.0%
15 212 212 0 100.0% 100.0% 204 0 100.0% 96.2% 204 0 100.0% 96.2%
Average 149.0 1491  0.13  99.9% 100.0% 147 53 96.6%  98.6% 143.8 4.3 97.2%  96.6%

Table 34. Comparison oftheproposed colourform-extraction system recall andprecision rate under worst and best
cases to a black and whiteform extraction system

Table 3-4 shows the experimental comparison results between the proposed colour
extraction method and the black & white extraction method. On average, the colour-based
extraction method gives a worst case recall rate of 98.6% and a best case recall rate of
100%. This compares with a 96.6% average recall rate for the black and white extraction
method. Thus, there is a clear 2 to 3% recall rate gain for an extraction system that utilizes
colour information over a black & white extraction system. However, the precision for
the worst case in the colour-based extraction system is lower than that of the black & white
system (96.6% compared to 97.2%). This is due to the fact that since the black & white
extraction system has a lower recall rate, fewer objects are extracted which results in a

lower number of unwanted objects being passed through to the output. When taken
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together though, we believe the worst case recall and precision rate for a colour based

extraction system are similar to those of the black & white extraction system.

FormOl
Form02
Form03
Form04
Form05
FormOG
Form07
Form08
Form09
Form10
Forml1
Form12
Form13
Form 14
Form15

Average

Dimension

X Y
1320 852
1532 1095
1446 732
1422 736
1140 811
1520 1540
1465 1492
1422 1525
1496 1552
1254 1181
1614 2280
1454 2087
1594 2268
1492 1130
1508 1520
1447 1345

Load, Quantise & Extract (Colour-based)

Best Case (sec)
2.14
291
1.87
1.80
1.76
3.90
3.73
3.13
3.90
2.69
6.42
5.33
6.49
2.85
3.79

3.42

Worst Case (sec)
10.98
5.33
7.14
6.20
9.00
16.73
9.28
10.98
15.92
6.37
26.63
13.19
13.79
6.37
10.12

11.01

Binarise + extract (sec)
(Black & White system)
8.23
7.58
6.65
5.50
8.07
14.88
12.12
11.70
14.07
5.38
28.73
15.16
15.11
5.06
10.32

11.01

Table 3-5. Comparison ofprocessing time requiredunder differentfilled data colowr conditionsfor the colour-based

extraction system and the black and white extraction system

Table 3-5 shows the total processing time required for each of the forms under

different colour conditions. As expected, the best case for the colour extraction method is

when the filled data colour is of a different colour to that used in the blank form. The

worst case is when the filled data colour is of the same colour as the second most dominant

colour in the blank form (the most dominant colour for a document usually being the

background colour). From the results shown in table 3-5, it can be seen that, in the best

case, the proposed colour form extraction method is 3.22 times faster than that of the

black & white system. However, when the filled data colour is the same as one of the blank

form colours (worst case) then the colour-based system performs with almost identical

speed to the black & white extraction system.
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3.3.3 Experiment III: Extracted data quality

This experiment aims to assess the extracted data quality by comparing the CSR
performance applied to the colour-based and the black & white extracted output images.
In this experiment, 3 more different types of form were used each filled by 10 different
writers using a colour pen that is a different colour to the colours used in the blank form
(blue, black & green). The writers were deliberately instructed to use upper case only as
this was found to be the most common and natural style for data entry in form documents.
Indeed, when a lower case word restriction was initially imposed, people regularly miss-
spelt words when trying to fill-out a form due to the unnatural nature of data entry. The
data samples used in this experiment are shown in Appendix C. A holistic cursive word
recognizer [32] was then used to assess the CSR performance of the extracted output from
the colour-based and black & white extraction methods. This recognizer extracts the word
features from the word image and compares those features to the database. It then ranks
the words in the database from the highest matched word (with the highest edit distance

score) to the lowest matched word.

Black & White

Colour extraction extraction method Overall
method (without text repairing) Improvement
FormOl (266 words, 132 word lexicon) 58% @top 1 49% @top 1 +9%
Form02 (314 words, 215 word lexicon) 56% @top 1 49% @top 1 +7%
Form03 (256 words, 189 word lexicon) 61% @top 1 50% @top 1 +11%
Overall (836 words) 58% @top 1 49% @top 1 +9%

Table 3-6. The holistic recogniserperformance when tested on the extraction output images that are extracted with
and without the colour information



Chapter 3 Colour Based Form Extraction

Table 3-6 shows the CSR results obtained. As there is no broken text repairing
technique implemented in either system and as the recognizer is originally designed fol-
lower case words only, the CSR performance is lower that that reported in [17]. However,
the results do demonstrate a clear 9% overall improvement for the colour-based extraction
method as compared to the black & white extraction system. This is due to the fact that
when colour is not used to extract the data, the line removal process will degrade the text
quality, especially when there are a lot of words or characters that are overlapping with the
form lines or boxes. The text re-construct methods developed by others would reduce this
problem greatly, but at the expense of introducing more computational load into the
system. Thus, a black & white extraction system that incorporates text-repairing algorithm
could approach the CSR rate of the colour extraction system but at the expense of

requiring more processing time.
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34 Conclusion

A new colour-based form extraction system has been presented, which is shown to be
more efficient than a form extraction system that doesn’t utilize any colour information.
The effect of the colour reduction process on the image quality has been determined.
Experimental results suggest that the use of such a colour reduction strategy will improve
the form images quality and is shown to work well even with a massive reduction in the
total number of colours in an image. The experimental results also demonstrate that at low
resolution (100dpi), the colour reduction method is better than that employed by the OCR

engine.

The extraction accuracy, recall rate and speed of the colour-based extraction system has
also been determined and compared to an extraction system that does not utilize colour
information. With the proposed colour reduction method, colour information has been
used successfully to reduce the system complexities and computational costs. By adopting
colour features in form processing, the extraction speed has been increased up to 3.22
times. The extraction accuracy and recall rate are also shown to improve when using

colour information to extract filled data from forms.

The extracted data quality has also been determined by examining the recognition
results obtained from a CSR system applied to the output images from both systems. The
experimental results suggest that an extraction system that utilizes colour information does

produce a better output image quality than that of a black & white system.
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Chapter 3 Colour Based Form Extraction

This chapter has served to demonstrate the successful usage of colour in an automatic
form processing system. The results could probably be further improved if the usage of
colour in the forms could be altered or controlled. However, this would limit its

applications to an environment where form design is allowed.
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4. CONTEXTUAL FOCUSED RECOGNITION

The advances in OCR technology over the past decades have enabled the development
of automatic document-processing systems with OCR accuracies of 99% or greater. Such
systems have been used for tasks as diverse as document indexing [160,161], document
understanding [162] and Giro and remittance statement processing [163]. Unfortunately,
similar advances in CSR have not been forthcoming due, principally, to the vast variability
of human handwriting. This chapter investigates a novel method by which the more
reliable OCR technology can be used to improve the CSR performance in a form
processing application. By taking advantage of the high OCR rate on the machine printed
text and the consistency of cue words (instructions or guided text) within a form, the filled
data can be automatically ‘linked’ to the contextual information that these cue words
provide. This context can then be used to provide enough information to the CSR system
to help produce better recognition results. Section 4.1 describes the idea ofusing OCR to
locate the cue words within a given form. Sections 4.2 and 4.3 then present the character
grouping technique to find the filled-in words and a new method for linking these
identified words to the contextual cue words. This is followed, in section 4.4, by an
experiment demonstrating the effectiveness of the word-finding algorithm that is applied to
the extracted data output before the contextual linking method is applied. Sections 4.5, 4.6
and 4.7 then detail three experiments that evaluate the effectiveness and performance gain
obtained using the contextual focused recognition technique in terms of cue word retrieval

rate, linking efficiency and CSR performance gain.
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4.1 Retrieval of Contextual Cue Words From Form Images

Unlike other types of document, a form contains a great deal of useful information in
the form of its structural features. A typical filled-in form consists of form frames
(including lines and boxes), pre-printed data (logo and machine printed text) and user
filled-in data (machine-typed and/or handwritten). These 3 elements are closely related to
each other in that the lines and boxes usually signify the filled-in data areas, whilst the
machine printed text above or adjacent to the lines and box areas are normally the guiding
text that specifies what the filled-in data should be. Thus, if this contextual knowledge can
somehow be fed into the data recognition process, it can provide useful information to the

recognizers that can then be used to increase the recognition performance.

By knowing the related contextual information of the filled-in data, a recognizer can be
directed to reduce its search domain so that only related words are used in recognizing the
data. For instance, the contextual cue word ‘name’ will enable the search domain of a
recognizer to be dramatically narrowed by using a ‘name’ lexicon only. Similarly, different
recognizers can be chosen if the nature of the targeted filled-in data is known to the
system. For example, a numeric recognizer can be selected for a telephone number data
field, a holistic recognizer for any name data fields and a hybrid recognizer for the address
or postcode data fields. Fig. 4-1 shows an example of a form with its identified cue words.
These are the words that could be used to provide extra information to the subsequent

processes in a form processing system.
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Ideclare that Iwin
not install W use a
colour television,
video cas«ett«

recorder, catdlite Mtl(n9 *
receiver, or computer si 1
% to receive or record graturep  J
I}&r [“fN GQ) programmes in colour

under this licence.

Colour TVi~ | and white TV

Expires on the last day of*

1 Y«HIflname | and laddress| %already have a TV Licence but y*
(title) [initials] I surname SS \ Has changed
My details have changed since ! bought my last TV
M W S VSfON Hie details on that licence were:
|address j—j |Initials [ [Sumame
] ABBC.TSfoRD Pfc*vE >R

Fig. 4-1. An example ofaform with thepossible cue words identified that could be used toprovide contextual
information about thefilled data to the subsequentprocesses in aform processing system.

When a blank colour form has been scanned, quantised and analysed by the form
structure identification process discussed in section 3.2.1, the lines, boxes, text and graphic
components can be separated from the form. These extracted components can then be
passed to an OCR package for recognition. As shown in section 3.3.1, with the current

OCR technology, almost 99% of the printed text will be recognised correctly.

A list of all the possible cue words within all the forms in the data set can thus be
generated. These cue words are then grouped together according to their context. Table
4-1 shows all the identified cue words and their final groupings for the fifteen different
types of form shown in Appendix D. This was done by going through all the forms
manually and identifying the ‘cue words’ that could be used to represent the meaning of the
filled-in data. It is important to point out that these identified cue words are not sufficient
to represent all of the possible fields that could be found in a form. This is due to the fact
that in some cases, there were no possible generic cue words that could be used to
represent the meaning for particular fields. This is especially true for special fields where
the filled-in data could be any form of words used to convey additional information, i.e.

special instructions, answers to specific circumstances or justifications etc. Moreover, there
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are thousands of types of form that exist in this world, each with their own specific
purposes and applications. Trying to generate a list of generic cue words to cope with all
the fields for all of these forms is impossible. Fortunately, our experimental evidence

suggests that such fields normally account for less than 2% of the total number of fields in

a form.
Context Cue word (s) Characteristics
Category
Name, Company, Employee, Surname, Forenames,
Name Initials, Title, Author, Course, Subject, School, Characters only
College, University, Requested by, Received by,
Who, Organising body,
Address (1) Address, Add, Venue, Destination, Postcode, Post Character~s *
Numeric
Address (2) Country, Town, County, City Characters only
Tel, Telephone, Phone, Total, $, £, p, Fax, Year,
Number (1) Volume, Page, Pages, Extension, Ext, Edition, Age, Numeric only
Barcode
Time, Day, Month, Date, Number, No., Value, Characters, numeric
Number (2)
Items or both
Number (3) Amount in words Characters only
Department Department, Dept., Faculty, Fac Characters only
Position Position Characters only
Gender Sex Characters only
Status Marital Status, Nationality Characters only
Occupation Occupation, Job Title Characters only
Signature Signed, Signature Image
Supplier, Model, Make, ID, Username, Serviced Characters. numeric
Application specific used, Colour, Code, from, to, Details, Location, i

Nature ofillness, Reason, Work performed, Branch or both

Table 4-1. A n example ofall the common cue words that could befound in 15 different types o fforms to
provide the contextual knowledge about thefilled-in data to the recognizer.

It is logical to assume that if the OCR engine can recognize all of the words, it will have
the corresponding locations for each of these recognized words in the image. However,
due to the lack of a Software Development Kit (SDK) for the OCR engine used in this
work, the recognized cue words locations in this study were determined manually by
marking up the locations in the image. For any of the potential cue words that had one or

more miss-recognized characters, the locations of such cue words were discarded from the
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list. This is to ensure that the manual mark-up process accurately reflects the actual cue
word identification rate of the system. This cue word location information was then
passed to a simple layout analysis process (described in detail in the next section) so that
the filled-in data could be linked to the cue words in order to provide the crucial contextual
information necessary for the recognition process. In this process, a mechanism is
implemented that attempts to avoid the miss-association of these identified cue words to
the wrong field’s filled-in words. This is done by examining the location and geometrical
characteristics of the cue words (as found by the OCR software) and the filled-in words so

that all of the cue words are linked to the appropriate filled-in words.

4.2 Finding The Filled-in Words

The filled data extracted from a form is frequently in the form of chains of characters
with some of them being connected together (touching characters). As the recogniser
used in this study is a word level recogniser, these characters have to be grouped together
to form words before they can be recognized or linked to the contextual cue words. In
this work, a bottom-up approach is employed whereby a connected component analysis
(contour tracing) method is first applied to the entire extracted data image to determine the
individual groups of touching characters. Each ofthese groups is then merged together to
form words depending on the inter-component distance between them. This merging
technique is based on the fact that the gap between characters in a word is usually smaller
than the gap between words. However, a fixed inter-component threshold for merging the
character groups together was found not to be useful as different people have different
writing styles and inter-character gap sizes. Thus, a dynamic threshold was considered to

be more appropriate.
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Ideally, this dynamic threshold value could be determined by averaging all of the filled-
in characters widths found in a form. Unfortunately, the connected component widths
found might not reflect the true character width due to the fact that the connected
components could contain two or more touching characters or an image such as a
signature or drawing. Table 4-2 shows the detected connected component distributions
for the 10 different writers used in this study. Columns 1 & 2 show the total number of
connected components found and the percentages of connected components that are
actual single characters in each of the forms. Columns 3 & 4 then show the actual mean
and median width values per writer derived from the connected components that are real
single characters. Columns 5 & 6 show the computed mean and median width values for
each of the writers derived from all the connected components, whilst columns 7 & 8 show
the computed mean and median width values based on connected components that have a

width of less than 50 pixels.

Actual Actl_lal Computed  Computed
Total o mean median Computed  Computed .
connected /f O‘f cc width for  width for mean median mean “.“edlan
components , “n8le oo CC=  width for  width for ~ Width for  width for
found character single single all CC all CC C(.:<50 C.C<50
character  character pixels pixels
Writer 1 185 80% 20 21 28 24 23 23
Writer 2 285 90% 17 15 17 18 18 16
Writer 3 275 90% 18 18 21 19 19 20
Writer 4 224 85% 20 22 27 24 23 24
Writer 5 235 89% 21 20 26 24 24 23
Writer 6 184 82% 18 18 22 20 20 20
Writer 7 223 90% 20 20 24 23 23 22
Writer 8 188 90% 19 19 24 21 21 21
Writer 9 231 90% 19 20 24 22 22 22
Writer 10 205 89% 21 21 27 25 24 24
Overall 2235 89% 19.8 19.4 24 22 21.7 21.5

Table 4-2. The connected componentswidth distributionfor 10 different writers$illed-in data.

The results shown in column 1 indicate that there are around 11% of connected

components that are not single characters (i.e. they are a signature, drawing or touching
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characters etc). These components produce approximately 21% and 13% of the writer-
specific character width prediction errors calculated using the mean and median values on
all the connected components respectively. The results in the last 2 columns show that if
the connected components that have a width of more than 50 pixels width are discarded
from the calculations (they are unlikely to be a single character) then both the computed
mean and median values will produce a fairly accurate character width prediction (less than

10% error rate).

Thus, the dynamic inter-component threshold value can be determined statistically by
identifying the mean or median value of the connected components widths that have a
width of less than 50 pixels within a given filled-in form. Since both methods produced a
reasonable estimation of the actual character width of a writer, either one would be
adequate to determine the threshold value. The method chosen for this study is to

calculate the mean value of the connected components’width that are less than 50 pixels.

Empirical results (based on these 10 writer samples) show that the character gap
between characters that belong to a word is usually less than the mean width of a character
whilst the gap between words in the same field is usually more than 1 mean character
width. Thus, we deduced that if a horizontal gap between two connected components is
less than a mean character width then these two connected component groups should be
merged together.  Figs. 4-2 and 4-3 show an example of the extracted filled-in data

grouped as individual or touching character components and as the final words found.
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GSsiljlISEiaSSa
IBfib

ifePSygagl tSEafegB
easSJHsa

@0 SSB

M

Fig. 4-2. An example ofall the detected connected components (characters orgroups oftouching characters) after the
CCA (connected component analysis) process has been applied to an extractedfilled data output.

m w w a

W5, VBWiSFeM)

NOTTW&WW
Mfi,3 WD

IwcAvivtvj TfeMtitCE

ioai Km

Fig 4-3. An example ofthe wordsfound after the mergingprocessfor the image shown infig. 4-2.

For the full experimental results on this character merging technique, please refer to

section 4.4 and Appendix E.
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4.3 Linking The Cue Words To The Filled-in Words

As mentioned earlier, forms contain cue words that are used to ‘guide’ the respondent
to fill-ill the appropriate data or information into the space provided. There are 2 factors
that affect the assignment of cue words to the filled-in words —the direction of thecue

word in respect to the filled-in word and the distance between them.

Table 4-3 shows the distributions of 236 filled-in words that could be linked to cue
words either directly or via other linked filled-in words for the 15 different types of forms
shown in Appendix B. From the results, it is clear that cue words are most commonly
found at the immediate left hand side of the filled-in space (56.8%). An additional 14%
can be linked to a cue word on the left via another linked filled-in word. However, in some
cases, cue words can also be located immediately above the filled-in area (15%) or via
another linked word. Only in very special cases are the cue,words found attheend or

bottom of the filled-in space, e.g. signature and date fields.

Contextual Information Source Location Percentages
Cue word exist directly to the left of die filled-in word 56.8%
Contextual information obtained indirectiy via a left linked word 14.0%
Cue word exist direcdy above the filled-in word 14.8%
Contextual information obtained indirectiy via an above linked word 12.7%
Other sources (bottom, to the right of the filled-in word) 1.7%

Table 4-3.  The distributions ofthepossible contextual knowledge sourcesfor 2 3 6filled-in words in 15 different
kinds offorms.

Simplistically, the correct cue word that should be linked to the filled-in words is the
one that has the smallest distance to the filled-in word. However, in real life, the distance
between the cue word and the filled-in word can be very large. In some cases, the filled-in

data for a specific field may contain several words and the distance between the last one or
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two filled-in words and the correct cue word is larger than the distance to other cue words
(see fig. 4-4). Therefore, a cue word cannot be linked to a filled-in word just by relying on

a simple distance calculation.

Filled-in words

Signed
Long distance Long distance

Fig. 44. An example ofafilled-in word that has a shorter distance to the incorrect cue word than the correct cue
word.

In this work, a sequence and set of rules was deduced so that only the most likely cue
word is assigned to the filled-in word. According to the observations shown in table 4-2,
most of the filled-in words can be linked to the correct contextual cue words using four

basic rules in sequence.

These four rules are generalized based on the assumption that all writing is from left to
right and the filled-in sequence is from top to bottom. Thus, by starting at the top left

position of the form, the rules can be illustrated in detail as follows:

Note:
Wxl, Wx2, Wyl, Wy2 denote the bounding box XY coordinates of the word image
Cxi, Cx2, Cyl, Cy2 denote the bounding box XY coordinates of the cue word

LxI, Lx2, Lyl, Ly2 denote the bounding box XY coordinates of the linked word image
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Rule #1:

Search to the left of the word image for the possible presence of a cue word

D Word
Cue word

o Cue word

Wy2

cyl Word
D

Wyl

cv2 Word
Cue word D

Link the current word to cue word when
{(Cyl < Wyl< Cy2) or (Cyl <Wy2 < Cy2) or (Cy2 <= Wy2 & Cyl >= Wyl)} & {No

other word exists in between the cue word and the inspected word (area D*)}

* There is no restriction to the size ofarea D and the width ofthe area is dependent on the distance
between thefirst left hand cue word and thefilled-in word
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Rule #2:
If rule # 1 fails, search to the left of the word image for a possible word image that

has already been linked to a cue word

Wy2
Ly2 Word
Linked word %
Wyl
Lyl d
Ly2
Wy2
Linked word
Word
Lyl
Wyl
Wy2
Ly2 Word
Linked word
Lyl
Wyl

Link current word to linked word when
{(Lyl < Wyl <Ly2)or (Lyl < Wy2 < Ly2) or (Ly2 <= Wy2 & Lyl >= Wyl)}
& {d<= the average word length found in the document # & {No other word exists

in between them}

# This value is chosen based on the observation that the gap between two words in the samefield is
generally less than the average word lengthfound within thatform. Thus, it is believed that by setting
a threshold gap o fthe average word length, the covered searching distance is sufficient tofind the
potential contextual sources.
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Rule #3:
If rules 1&2 fail, search above the word image for the possible presence of a cue

word

Wxl Wx2 Wxl Wx2
Cue w>rd Cue word
n
| H
Word
Word
Cxi Cx2 Cxi Cx2
Cue word
Ke
H
Word
Cxi Cx2

Link current word to cue word when
{(Cxi < Wxl < Cx2) or (Cxi < Wx2 < Cx2) or (Cx2<=Wx2 & CxI>=Wxl)} & {No

other linked word exists in between the cue word and the inspected word (area }

+ There is no restriction to the size o farea H and the height ofthe area is dependent on the distance
between thefirstfound cue word and thefilled-in word
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Rule #4:
If rules # 1, 2 & 3 fail, search above the word image for a possible word image that

has already been linked to a cue word

‘Wx2
Wxl Wx2
Wxl .
. Linked
Linked
word
word
Word
Word L2
Ll Lxl Lx2
Wxl Wx2
Linked
word
ji
vh
Word
Lxl Lx2

Link Word to Linked word when
{(Lx] < Wxl < Lx2) or (Lxl < Wx2 < Lx2) or (Lx2 <= Wx2 & Lxl >= Wxl)} &

{h<=3 times the current word height *} & {No other word exists in between them}

*This h value is chosen based on the observations that the vertical gap between two lines o fwords in the
samefield is normally within 3 times the current word height. Thus, it is believed that by setting a
threshold gap of3x the word height, the covered searching distance is sufficient tofind the correct
contextual sources.
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Unfortunately, there is a fundamental problem for this linking algorithm —the order of
the detected words is not the same sequence in which they are written. When the contour
tracing method is applied to the image, it starts the search for seeds (black pixels) at the top
left corner of the image and steps through the image searching along the x-direction first.
Once a line has been completed, the search moves on to the next line of pixels down and
continues until the last pixel of the image is reached. Since the height of the handwritten
words varies across the field, the order of the detected words are then in the sequence of

the searching order (see fig. 4-5).

elzttt s 1 ¢c s 4B T
1*/0OTTIA/4rH4M T

foT'" K W g
Fig. 4-5. The detected mrds arefound to be in the order of the searching sequence.

To resolve this problem, an alignment method is needed to re-arrange the words, prior
to linking, so that they are in the sequence of left to right, top to the bottom. This is done
by sub-dividing the image into several regions based on the horizontal histogram profile of
the image and re-arranging the detected words of these regions from left to right. Fig. 4-6

shows the horizontal histogram profile for the image shown in fig. 4-5.

Fig. 4-6. The horizontal histogramprofilefor the image shown infig 4-5.
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Based on this horizontal histogram profile, the words that belong to a sentence or field
can thus be identified. The number and size of the regions are determined by the start and
end positions of the histogram groups. For example, for the image in fig. 4-5, there will be
3 groups of words after the region has been divided (as shown in fig. 4-7) and the words in

each group are then re-arranged in left to right order.

Region 1 pTTH' 0° H 1 A:Lt0OB®
Region 2 /I<y<Trri/\/4'H 4'4
Region 3

row £Ix 4

Fig 4-7. The subdivided regions and the re-arrangedwords after the horizontal histogram analysisfor image shown
infig. 4-5.

Unfortunately, this method is not robust enough to divide the regions correctly every
time. For some forms, the histogram projection method will group more than one
sentence together in a region. As a result a wrong word sequence is produced leading to a
miss linking of filled words to the context. Figs. 4-8 (a) & (b) shows an example of how

this can happen.

Fig. 4-8(a). The histogramprojection method will occasionallyfail to divide the regions correctly; especiallyfor multi-
columnforms.

&9
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Cue Words
n 7.
Name 1 2%3 «QAtrtal tU |»
I First Name At rSW Al WMMPURL
Phone no ~ 2-5,3-S11 pnQX Code 1S’?7 100 «#

Fig. 4-8(b). The subsequent divided regions and the re-arvanged words after the horizontal histogram analysisfor
image shown infig. 4-8(a). Note that words no. 5,7 & 9 willfail tofind their cue words since word no. 6 is linked
to the cue word only afterprocessing word no. 5.

There are two possible methods for re-solving this issue —improving the region
dividing technique or modifying the linking method/sequence. Since there is no 100%
foolproof method for segmenting the regions correcdy that does not incur heavy penalties
in terms of processing time and computational needs, a second pass method was employed.
It was found that by performing a second linking attempt (using the same set of rules) on

the words that have not been linked, this problem could be resolved completely.

There is another potential situation that could cause failure in the linking algorithm —
the irregularity of the cue word position. As stated in rules 1 to 4, the contextual
information for a word should be found at the left or above cue words or via linked words.
However, in some form designs, the position of the cue word is positioned centrally above
the filled-in area. This results in some of the filled-in words failing to find their related

context. Fig. 4-9 shows an example of this scenario.
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No context
found for Rule#3
these 2

1 Rule#2
words

M i \to>M'[SFx>AE)HQ)

Rule#4

Fig. 4-9. Some ofthe wordsfail to locate their related context due to theposition ofthe cue word

To resolve this problem, an extra rule is added to the second linking attempt —i.e. if
rules #1-4 still fail to locate the context for an unlinked word in the second pass attempt,
the system should search for possible linked/cue words to the right position of the filled

word. This is illustrated in detail as follows:

Rule #5:
If rule #1-4 fails during the second pass, search to the right of the word image for a

possible cue word or word image that has already been linked to a cue word

Wy2 d Linked / Cue
d
Word wor Ryl
Wyl )
Wyl
we2 Word Ry2
Y Linked / Cue
word
Ryl
Wyl Ry2
Linked / Cue
wy2 Word word

Link current word to right cue/linked word when
{(Lyl < Wyl <Ly2)or (Lyl < Wy2 < Ly2) or (Ly2 <= Wy2 & Lyl >= Wyl) or (Ly2 >=
Wy2 & Lyl <= Wyl)} & {d<= the average word length found in document} & (No

other word exists in between them}

#  This value was chosen based on the same observationfoundfor rule no. 2
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Note that this rule is only applied at the second pass attempt to avoid the problem of
linking error for some form designs such as the one shown in fig. 4-4. Since there is only
less than 1.7% (see table 4-3) of the filled-in words that have their context cue words
located to the right position, it is more important to get the 98% of filled words to link
correctly. Hence, it is only when all the attempts fail to locate the cue words that this rule

is used.
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4.4 Experiment I: Filled Word Identification

As the contextual linking algorithm and the CSR engine used in this study required
knowledge of the filled-in data in word format, a study is needed to assess the effectiveness
of the filled-in data word finding technique. There are 2 sets of data being used in this
experiment; the first one is used to assess the effectiveness of the word finding technique
when dealing with different kinds of handwriting style, whilst the second data set is used to
assess the word finding performance when dealing with extracted data from different kinds
of form design. The first set of handwritten words that were used in this experiment was
obtained from the extracted data images used in section 3.3.3. These consist of 3 different
types of form, each filled-in by 10 different writers. The second data samples were from
handwritten words extracted from 15 different types of form, each filled by the same
writer. The 30 extracted data images are shown in Appendix E whilst the 15 filled-in form
samples are shown in Appendix D. Table 4-4 shows the experimental results for the first
data sample. In total, there are 1382 filled-in data words identified correctly out of the

1498 filled-in data word total for these 30 forms. The overall success rate is approximately

92%.
Form4-1 Form4-2 Form4-3
No. of No. of No. of No. of No. of No. of
words f:::_:;(:j Acclnl/racy words fv‘;'l(::'lc(li Acc:lracy words fv(s;:::‘l((ii Accl:racy
Expected correctly oo Expected correctly o0 Expected correctly oo
WriterOI 60 57 95% 57 57 100% 39 35 90%
Writer02 69 65 94% 56 55 98% 43 43 100%
Writer03 65 59 91% 58 56 97% 42 42 100%
Writer04 51 48 94% 55 52 95% 36 36 100%
Writer05 48 39 81% 44 36 82% 38 32 84%
Writer06 54 51 94% 53 51 96% 40 40 100%
Writer(7 55 48 87% 54 53 98% 50 44 88%
Writer08 46 44 96% 49 48 98% 44 42 95%
Writer09 64 60 94% 58 52 90% - 40 29 73%
WriterlO 45 29 64% 49 44 90% 36 35 97%
Overall 557 500 90% 533 504 95% 408 378 93%

Table 4-4. Overall character-merging results tested on 3 Ofilled-informs (3forms x 10 writers).
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The results suggest that the proposed character-merging technique is capable of
identifying the filled-in words correctly for more than 90% of the time. The 10% fallout is
mainly due to 2 reasons —inconsistent gaps between words or characters and overlapping

words due to poor form design (see fig. 4-10).

loofvjc, ftpo Ho E

Words are placed
very close to each
other

Different field
words are touching | S > 1. ?c
each other — 10 0
Words are

[ous~i a separated due to
inconsistent
character gaps

Fig. 4-10. Some ofthe words are difficult to identify due to inconsistenty in the charactergap or overlapping
characters caused bypoorform design.

Table 4-5 shows the experimental results for the second data sample. In total, there are
445 filled-in data words identified correcdy out of the 493 filled-in data word total for these

15 forms. The overall success rate is approximately 90%.

These results suggest that form design does influence a person’s writing style. A
narrow filled-in space will force the characters and words to be packed together while
boxed discrete filled-in areas will tend to separate characters apart. Nevertheless, the
experimental results have shown that the merging technique was able to merge characters
into words correcdy 90% of the time both for different writing styles and form designs.
Figs. 4-11 and 4-12 show an example of the induence of a poor form design and box

discrete fields on writing style
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No. of expected  No. of word Accuracy (%)

words found correctly
Form #1 33 31 94%
Form #2 17 16 94%
Form #3 27 25 93%
Form #4 25 20 80%
Form #5 30 28 93%
Form #6 51 49 96%
Form #7 31 29 94%
Form #8 16 13 81%
Form #9 31 28 90%
Form #10 34 28 82%
Form #11 50 48 96%
Form #12 67 60 90%
Form #13 30 27 90%
Form #14 31 26 84%
Form #15 20 17 85%
Overall 493 445 90%

Table 4-5. Overall characters merging results tested on 15 differentformsfilled-in by a single writer.

Name and Address
(as written on parcel)

Vy.S. rtauC, , AB&CTSyogfr

frgwiE: , Srt ftKVjs , UolTmfrtiVw

E 3 m ~ftee”FeR S

SSwic . S.T UOTtw&tiIM

Fig 4-11. Poorform design such as allocating too little space and asking too many questions at once contributed to
some of the word identificationfailures.

. uf T aoffrom
Daytime phone number @ﬁ

Evening phone number 2 IvVd

oIl S 3 1 BS3 I
m » a »»aE3es

Fig. 4-12. Theproposed merging techniquefails toform some words corvectly where thegap between characters is
inconsistence in box discretefield data.
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4.5 Experiment II: Contextual Cue Words Retrieval

As the retrieval of contextual cue words relies heavily on the OCR engine, a study is
needed to assess the effectiveness of using such a method for retrieving the cue words.
This experiment aims to evaluate the cue words retrieval rate for form documents that are
digitized with 200dpi resolution. As reported in section 3.3.1, the OCR performance at
resolutions of 200dpi and above is identical for form images that are processed with and
without the quantization process applied. Therefore, in this experiment, only the original
digitized form images were evaluated. The forms that were used in this experiment were
the second data set of 15 forms that were used in the previous experiment (section 4.4) —

i.e. the form samples shown in Appendix D.

Table 4-6 shows the experimental OCR results obtained from the 15 original 24-bit full
colour images. In total, there are 186 cue words for these 15 forms and the retrieval rate is
computed manually by counting the total number of correctly recognized cue words in a

form over the total number of cue words in that form.

Total number of cue Total number of OCR .
. Retrieval rate (%)
words recognized cue words
Form # 1 28 28 100%
Form # 2 20 20 100%
Form # 3 10 9 90%
Form # 4 24 24 100%
Form # 5 15 15 100%
Form # 6 16 16 100%
Form # 7 10 9 90%
Form # 8 14 14 100%
Form # 9 23 22 96%
Form # 10 18 18 100%
Form #11 42 42 100%
Form #12 16 15 94%
Form# 13 15 14 93%
Form #14 19 19 100%
Form #15 8 8 100%
Overall 278 273 98.2%

Table 4-6. Contextual cue words retrieval ratefor 15form images digitized at 200dpi resolution.
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As expected, the cue words retrieval rate is close to 99%. There are only five miss-
retrieved cue words, these being due to the very small printed size of the cue words in each
particular form. Since cue words are rarely printed in small font size, this miss-retrieval
case is considered small and negligible. The experimental results therefore suggest that
more than 98% of the cue words can be located successfully with the current OCR

software at an image resolution of 200dpi.

4.6 Experiment III: Linking Accuracy

As the contextual cue words are used to guide the CSR search domain to achieve better
recognition results, the accuracy of the linking algorithm becomes very important in
determining the magnitude of this gain. If the linking accuracy is poor, the CSR will be
miss-directed and the improvement in recognition rate will be limited, if not actually
reduced. This experiment aims to evaluate the linking accuracy by examining the total
number of correct and incorrect cue word to filled-in word links. The accuracy is
calculated manually as the number of correctly linked words to the total number of filled-in
words in a given form. The same 2 data sets used in experiment I (section 4.4) were used

for this experiment —i.e. the form samples shown in Appendix D and E.

Table 4-7 shows the experimental results for the first data sample. In total, there are
only 12 words linked incorrecdy out of the 1509 linked word total for these 30 forms. The
overall accuracy rate is approximately 99%. The snapshots of the linking results are shown

in Appendix F.
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Form4-1 Form4-2 Form4-3

No. of No. of No. of No. of No. of No. of

correct wrong Accuracy correct wrong Accuracy correct wrong Accuracy

linked linked (%) linked linked (%) linked linked (%)

words word words word words word
WriterOI 70 1 98.6% 66 0 100% 49 0 100%
Writer02 66 3 95.7% 60 0 100% 42 0 100%
Writer03 60 1 98.4% 62 0 100% 38 0 100%
Writer04 56 0 100% 58 0 100% 38 0 100%
Writer05 41 3 93.2% 47 1 98.0% 37 0 100%
Writer06 50 1 98.0% 53 0 100% 38 0 100%
Writer(7 41 0 100% 59 0 100% 45 0 100%
Writer08 45 0 100% 49 0 100% 41 0 100%
Writer09 59 0 100% 58 0 100% 39 0 100%
WriterlO 36 2 94.7% 56 0 100% 38 0 100%
Overall 524 1 97.9% 568 1 99.8% 405 0 100%

Table 4-7. Overall linking results tested on 30filled-informs with 10 different writers.

The linking errors are mainly due to form design, where some of the fields are placed

very close to each other (fig. 4-13).

Correctly linked words

Incorrectly linked words

r- Description NocMtems Value

->B>OVVL m - > n s 0

< Average word

Fig. 4-13. When severalfields areplaced very close together (less than the average width ofthefilled words), then the
linking method willfail to link the correct context to thefilled word

It is important to point out that in this experiment, not all of the words found in a
form were linked. There are 76 extracted words (4.8% of 1585 total extracted words) that
were not linked to any context. The main reason for this is due to the fact that about 4%
of the extracted words are formed by two or more words from different fields touching
with each other. Thus, when the linking method applied, there will be more than one cue

word that meets the linking criteria for these touching words (see fig. 4-14). Such ‘words’
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will then be excluded from the link list and classified as unlinked by the linking engine.

However, the linking of a ‘word’ to more than one cue word could be used as an indicator

to the system of possible touching words within the identified area. Additional techniques

could then be invoked to attempt to separate them.

2 touching words were grouped 2 touching words were grouped
together and associated with 2 cue together and associated with 2 cue
words (Postcode & Country) words (Town & Postcode)
TTown 1
PostcodeH 0

Country HU

Fig. 4-14. Some ofthe touching characters milgroup 2 or more words togetherfrom differentfields. The linking of

more than one cue word could thus be used to detect such cases.

There is another 0.8% of the extracted words that fail to link to any context due to the

absence of a cue word. This is a case where no suitable cue word is available for the field

as mentioned in section 4.1.

Form #
Form #
Form #
Form #
Form #
Form #
Form #
Form # 8
Form # 9
Form # 10
Form #11
Form # 12
Form # 13
Form # 14
Form # 15

Overall

~N N R W -~

Total number of correct Total number of wrong Linking accuracy
linked words linked words (%)

34 0 100%
16 0 100%
27 0 100%
32 0 100%
32 3 91.4%
45 5 90.0%
29 3 90.6%
7 3 70%
28 1 96.6%
59 4 93.7%
72 8 90.0%
62 5 92.5%
50 3 94.3%
40 0 100%
22 0 100%

555 37 93.8%

Table 4-8. Overall linking results tested on 15 different types offormfilled-in by one writer.
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Table 4-8 shows the experimental results for the second data sample. In total, there are
37 words linked incorrecdy out of the 592 linked words total for these 15 forms. As
expected, since the writing style is affected by the form design, different forms produce
different linking results. However, the overall accuracy rate is generally over 90% for all
but form number 8 The poor linking rate in this form is due to poor form design and
lack of data for this particular form (see fig. 4-15).

Cue words

Cue word Incorrectly linked

words Name! rinftuST
Bax-code

Correctly linked
words

Fig 4-15. Samplefiorm#8, which has a verypoor layout design that allocates too little space and asks more than a
single questionperfield.

There are 19 extracted words (3.4% of the total extracted words) that were not linked

to any context. Most of these words (13 out of 19) failed to find their context due to the

inconsistency of gap distance between the words, which, again, is mainly caused by the

form design.

The results from this experiment suggest that the linking method is capable of linking
the contextual cue words to the filled-in words with a very high accuracy rate (close to
100%) for certain types of form. The overall linking accuracy tested on 15 different types
of forms yields an average accuracy rate of 93.8%. The experimental results also shows

that handwriting styles have litde effect on the linking accuracy; in fact the linking accuracy
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is only really dependent on the form design. This experiment also demonstrates that the

linking method can be potentially used to detect touching words from different fields.

4.7 Experiment IV: Contextual Focused CSR

Research has shown that the CSR recognition results can be improved by reducing die
size of die lexicons used [32,164,165]. By using the contextual knowledge acquired from
the linked cue words, it is possible to pre-select an appropriate lexicon prior to any
recognition. Thus, die lexicon used to recognise a word could be reduced to a specific

lexicon such as Name, Address or Postcode.

This experiment aims to quantify the overall CSR performance that could be gained by
using contextual focussed recognition rather than the conventional CSR method. In this
experiment, only the words (obtained from the 3 different types of form that were filled by
10 writers in section 4.5) that are suitable for a holistic word recognizer were used. Thus,
the data fields considered in tiiis experiment were flame’, ‘month’, ‘town’, ‘country’,
‘address’ and some specific fields such as ‘service used’ and ‘item description’. The total
number of unique words in the CSR database was 937, which could be divided into several
sub-dictionaries by the contextual information as shown in table 4-9. By using a different
lexicon for each of the words (based on their linked context), the search domain for the

recogniser could be effectively reduced by approximately 56%-99%.
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Contextual Cue word Number of words

Country 230 words
Address 524 words

Name 167 words

Town 163 words

Month 20 words

Item Description 21 words
Service used 5 words

Total unique words 937

Table 4-9. The words distributionfor each ofthe datafields and the total number o funique words used by the CSR.

Note that effort has been made to include all of the possible words for each of these
fields (except the name, address and item description fields). Since it is impossible to
include all of the names, items or addresses that exist in this world into the dictionary, the
lexicons that were used by the CSR for these fields contained only the name, item and
address data that appeared in the test set forms. However, the address data do include all
the major UK town and country names. For the full list of lexicons that were used in this

experiment, please refer to appendix G.

Table 4-10 and Figure 4-16 show the results of the CSR performance on the extracted
data both with and without the use of contextual information. There were a total of 807
words from these 30 filled forms, in which 23 of them are unlinked words and only 2 of
them are incorrectly linked words. The low number of incorrectly linked words is due to
the fact that most of the incorrectly linked words that are reported in experiment III in
section 4.6 were numeric words. These were not considered in this experiment as the
holistic recognition engine used could not deal with such data. For the 23 unlinked words,
there can be no improvement in the CSR rates since the full dictionary must be used when

performing the recognition task.



Chapter 4 Contextual Focused Recognition

Top 1 Top 5 Top 10

Form 4-1 No Context Aid 41.3% 66.9% 74.8%
(242 words tested) With Contextual Focus 59.1% 77.3% 80.6%
Improvement +17.8% +10.4% +5.8%

Form 4-2 No Context Aid 38.7% 64.5% 73.2%
(313 words tested) With Contextual Focus 47.9% 74.1% 81.2%
Improvement +9.2% +9.6% +8.0%

Form 4-3 No Context Aid 49.6% 75.8% 82.1%
(252 words tested) With Contextual Focus 59.9% 82.5% 88.1%
Improvement +10.3% +6.7% +6.0%

Overall No Context Aid 42.9% 68.8% 76.5%

(807 words tested) With Contextual Focus 55.0% 77.7% 83.1%
Improvement +12.1% +8.9% +6.6%

Table 4-10. A comparison of recognition results and overallperformance gain using either a 937 word lexicon
(without contextualfocus) or separate sub-directory sirved lexicons (with contextualfocus).

The CSR Recognizer performance

85%

75%

RPeTA

55%

o <

i
45%

L

35%
Top 1 Top 5 Top 10
Word Ranking (by recogniser)

Without Contextual Focus With Contextual Focus

Fig 4-16. A graphical representation ofresults shown in table 4-7.

Overall, the experimental results show that a recognition system that utilises contextual
knowledge does have a significandy higher recognition rate (9-17%) than a similar
recognition system that does not employ any contextual information. The different
improvements in recognition rate seen in the 3 cases are due to the fact that the specifics of
the words tested in each case are different. For example, form 4-2 contained much more
address data than form 4-1, thus the lexicon size reduction in form 4-2 is less than in form

4-1 which therefore allows less scope for improvement. Thus, it is clear that when
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different types of form are used, the performance gains achieved will be different. In fact,
if a poorly designed form was used, the recognition results could actually be reduced.
Fortunately, as demonstrated in experiment III in section 4.6, this will rarely happen and in

most of the cases, a linking accuracy of higher than 90% can be achieved.

It is important to point out that if the top 5 and top 10 results are considered, the
overall improvement is decreased. This is due to the fact that it is always more difficult to
improve a system that has a higher recognition rate than a poorly performing recognition
system.  Nevertheless, the contextual aided recognition system does consistently
outperform a recognition system that does not employ any contextual knowledge and
produces a net 6-12% improvement (top 10 and top 1 results), even when taking into

account the miss-linked words.
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4.8 Conclusion

A novel method has been presented that uses high OCR rates to help improve the CSR
performance in a form processing application. A new character-merging technique was
developed that can group related characters together to form words for the CSR task. By
using the high OCR rate on the pre-printed text on a form, contextual cue words were
retrieved and automatically linked to the filled-in word. These linked words, along with

their contextual knowledge, are then presented to a CSR engine for recognition.

Several experiments have been conducted to evaluate the performances for each of the
steps involved in the process. The experimental results show that the proposed character-
merging technique is able to merge the related characters into words correcdy 90% of the
time for different writing styles and form designs. Using commercially available OCR
software on 15 different types of form, scanned at 200dpi, an average of 98% of the cue
words were successfully retrieved. With the proposed linking algorithm, these retrieved
cue words were then linked to the filled-in data words with an accuracy rate of over 90%
on most of the forms. This linking accuracy is shown to be sensitive to form design but
not to writer style. Consequendy, an average of about 3-5% of the words were not linked

to any context.

The significance of this contextual knowledge linking has been determined by
comparing the recognition rates for the contextual focused and conventional CSR
methods. On average, the contextual information provided a 12% CSR rate improvement

for top 1 word classification over the non-context aided CSR system.
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5. MODEL-LESS FORM PROCESSING

The research studies conducted in chapters 3 and 4 were based on the assumption that
the blank form is always present. However, under certain circumstances, the blank form
will not be available to the system. For example, in a company where thousands of
different kinds of invoices are being processed daily, there will be no specific design of
invoice to expect and a form processing system will need to be able to process these forms
(invoices) without using the blank form knowledge. The same problem may also occurin a
market research company where there are lots of different kinds of forms being used in
different research projects. In this case, it could be quite difficult to process all of the
forms that have been accumulated over the years. All sorts of awkward conditions may
arise such as the blank form version of some forms being missing, different kinds of forms

being mixed together etc.

This chapter investigates the possibility of using the techniques and algorithms
developed in chapters 3 and 4 to process a filled form without using the blank form.
Section 5.1 first describes the idea ofusing OCR and the line detection algorithm presented
in chapter 3 to locate and remove the pre-printed text and lines from a form. Section 5.2
then presents the idea of using the word finding and contextual linking algorithms
described in chapter 4 to locate and extract the filled-in data. This is followed by two
experiments to evaluate the system performance, using such an approach, in terms of the
extraction recall and accuracy rate (section 5.3) and the filled word retrieval and accuracy

rate (section 5.4).



Chapter 5 Model-Less Form Processing

5.1 Pre-printed Entities Removal

In order to reliably remove the pre-printed entities from a form without using a
reference model, one needs to develop a method that is based on the pre-printed entities
common characteristics. As stated in section 1.1.2, the characteristics of form pre-printed

entities are as follows:

- Lines are commonly oriented in horizontal and vertical directions

- Most of the pre-printed text can be recognized using current OCR software packages

Based on these two characteristics, form pre-printed text entities can be easily located
by applying the OCR software to the raw image. However, unlike the previous cases, data
that has been filled-in using a typewriter or machine printed text will not be as easily
distinguished from the pre-printed text as in a form processing system that has the blank
form image. It is only the data that has been filled-in by hand that can be distinguished
from the pre-printed text using OCR software. Experiments carried out on the
handwriting samples in all of the forms used in this work has shown that OCR software is
unable to recognize any handwritten words at 200dpi resolution. Hence, for a hand-filled
form, by removing* all of the recognizable text from the form image, the remaining
elements in the image will then be just the pre-printed lines, logos and the filled-in data.
To further ensure that all of the pre-printed text can be successfully removed, OCR is
applied to each of the colour domains separately. Since pre-printed text entities normally
occupy only one of the colour domains in a form, by processing each of these colour

domains separately the OCR will have a higher probability of recognizing the text. This is

*In this work, this was done manually by removing all the fully recognized pre-printed text found in the
image using commercial available OCR software package. Note that a fully recognized word is defined as
being any completely recognized word that is in the pre-defined OCR dictionary.
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especially so for cases where the filled-in words are of a different colour to the pre-printed

text and are not overlapping with the pre-printed text.

In addition, as the targeted filled-in text is assumed to contain handwritten words only,
any connected components that are less than 8 pixels square can also be removed. As
explained in section 3.2.4, this is due to the fact that a handwriting character that is smaller
than 8 pixels square is difficult, if not impossible, to produce in a form document that has
been scanned at 200dpi resolution. This process is done by applying the contour tracing
method, used in section 3.2.2, to the image that has already had the larger OCR recognized
pre-printed text removed. Any connected pixel group that is less than 8 pixels square can
then be automatically removed. This action effectively removes most of the small size pre-
printed text that was unrecognizable to the OCR. After the pre-printed text and noise
removal process has been performed, the vertical and horizontal lines are then removed
using the line detection algorithm developed in chapter 3. However, unlike our earlier
work, it was not found necessary to apply RLSA to the image before line detection since
the dotted lines will have already been removed* by the above connected component
removal process. A smaller vertical and horizontal run length threshold was thus used in
this system to ensure that short vertical lines (those used to form boxes or frames) were
also removed. To avoid sections of handwritten data and other non-line components
being accidentally removed, a more reliable line verification process is also employed. As
handwriting stroke widths are generally thicker than the pre-printed lines in a form, pre-
printed lines can be ascertained by comparing the width of the suspected lines to a given

threshold. Since long and prominent lines can easily be detected with the algorithm

*During the connected component identification process, each of die line dots will be less than 8 pixels
square and will thus be removed by the system
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developed in chapter 3, only short run length lines that are shorter than the long line
threshold are subject to this verification process. In this study, the threshold values that
were used for the vertical and horizontal run length were 50 pixels (short) and 100 pixels
(long) whilst the line verification threshold value was set to 3 pixels width. This is based on
the empirical results obtained from 15 of the form samples, in which it was found that no
‘line-like’ handwritten words (dash, T or T character) had a width of less than 3 pixels.
Because pre-printed lines are generally thinner than the handwriting stroke width, we can
selectively remove any detected short run length lines that have a width of less than 3

pixels.

After the removal process, the remaining objects in each of the colour domains are

then merged together to form a black and white image ready for CSR process. Fig. 5-1

shows the system diagram for this pre-printed text and line removal process.
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Fig. 5-1. System diagramfor thepre-printed entities removalprocess that does not utilise any blankform

sample.
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5.2 Filled-In Word Extraction

Although there are a number of unsuccessfully removed pre-printed components
(logos and unrecognised pre-printed text etc) left in the image after pre-printed entity
removal, it was hypothesised that the cue word linking method could be used to locate the
filled-in words and hence filter these unrecognised pre-printed components. Generally,
filled-in data areas are unlikely to be located near to these components. This is due to the
fact that a company logo is usually located at the top or bottom comer of a form and any
un-recognized pre-printed text is normally the small print information that is located far
from the filled-in areas. Therefore, when the 2-pass linking rule method developed in
chapter 4, is applied, many of the pre-printed components that have not been removed by
previous process can be discarded. Fig. 5-2 shows an example of how this can happen. In
this particular example, the inability of the OCR to recognize the inverse printed text is
believed to be due to the noise that was generated by the colour segmentation process.

However, these words are successfully discarded using the cue word linking method.

Un-recognized

InVFbfc Logo/picture / inverse printed text
Cue Words
0
Nrst names ~>EgjjM CrJ>|$SEoHfr| ISnmnmriWw WON(fl
1Addres
Cue Words
Poijtime phopg”uimberl ED t B 9" "t &""EWS5~3r~1 /
Evening phone numbeij 1 S & 8 M Qe Wordcs

Fig. 5-2. By using the cue words and linking algorithm that was developedin chapter 4, filled-in words can be
distinguishedfrom the unsuccessfillly removedpre-printed entities.

By using the cue words definitions defined in table 4-1 section 4.1, all the recognized

cue word locations can be recorded. Unfortunately, like our previous OCR experiment, as
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there was no OCR SDK available that could be used to provide this location information
automatically, the cue word locations were manually obtained. However, we expect that

this information would be readily available if an SDK was used.

The word finding algorithm described in section 4.2 was then applied to the extracted
output obtained in section 5.2 to locate the filled-in words. By using the linking rules
developed in section 4.3, words that met the linking conditions were then extracted and fed

into the CSR engine for recognition.

5.3 Experiment I: Extraction Efficiency

To assess the effectiveness of this model-less form extraction system, the same two
parameters that were used in experiment II in section 3.3.2 were employed, i.e. precision
and recall rate. As explained in section 3.3.2, the precision rate reflects the percentage of
correctly extracted components over the total number of extracted components, whilst
the recall rate provides the percentage of components that the system can extract over the

total number of expected components from the specific form.

The same 2 data sets used in experiment | in section 4.4 were chosen for this study so
that the final results could be compared. The first data set consists of 15 different types of
form, each filled-in by one single writer and the second data set comprises of 3 different
types of form, each filled by 10 different writers. The first data set is used to test the
system extraction efficiency when handling different form types, whilst the second data set
is used to check if the extraction performance is affected by different handwriting styles

within the same type of form.
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Table 5-1 shows a summary of the extraction recall and precision rate for each of the
forms in the first data set. As expected, without using the blank form images, the
extraction precision rate is dramatically reduced when compared to the model-based
system. The precision rate of 96-99% in experiment Il of section 3.3.2 compares to an
extraction precision rate of approximately 71% for the model-less system. This decrease is
closely related to the recall rate, which has increased from 96-100% in the system that
utilized blank form images to 141% for this model-less extraction system. A recall rate of
over 100% indicates that the extraction system has extracted more components than

expected. These extra components are the pre-printed entities that the system failed to

remove.
Total number Total number Total number ..
Recall Precision
of expected of extracted of correct
components components (%0) components (%)
Form#l 126 126 100% 126 100%
Form#2 69 72 104% 69 95.8%
Form#3 152 169 111% 152 89.9%
Form#4 137 150 109% 137 91.3%
Form#5 124 125 101% 124 99.2%
Form#6 117 119 102% 117 98.3%
Form#7 97 351 362% 97 27.6%
Form#8 69 106 154% 69 65.1%
Form#9 84 126 150% 84 66.7%
Form#10 110 351 319% 110 31.3%
Form#11 211 236 112% 211 89.4%
Form#12 138 179 130% 138 771%
Form#13 125 154 123% 125 81.2%
Form#14 129 134 104% 129 96.3%
Form# 15 71 83 117% 71 85.5%
Overall 1759 2481 141% 1759 70.9%

Table 5-1. Summay ofthe extraction recall andprecision rate tested on 15 different types ofform without
using the blankform image as a reference.

The total number of pre-printed components that the system failed to remove is seen
to be directly related to the form design. For example, in the case of form# 10, there are a

lot of small printed characters that were unrecognizable by the OCR but which were bigger
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than § pixels square size and, hence, close to some of the small handwriting character sizes.

Consequendy these components were not removed (see fig. 5-3 and fig. 5-4).

Invest Request fcun
=*%¢ *» BWyornra*ntto W JN t *tev;,s: PteWfej v in, «¥i* e M#vInnn.
ek iantihfAsa* 1%11
V<HC SfecewE, Snfhome
st fw Logo and
tick mark
»H
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Inverse

printed text

Small
printed text

Fig. 5-3. Sampleform#10, which contains many small machineprinted text, inverselyprinted text and logo areas.
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Flg. 5-4. FA? extracted output componentsfor sampleform# 10 shown infig. 5-3.
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Similarly, in the case of form#7, a lot of the pre-printed text was inversely printed and
small in size. The OCR failed to recognize these components leading to a very high recall

rate and, therefore, a low precision rate.

Although the 70% precision rate seems low, this model-less extraction system can be
considered a success if the recall rate is taken into account. As the recall rate is consistently
over 100% for all of the cases, there will be no filled-in data loss after the removal process.
In fact, the extra miss-extracted logo and small pre-printed text components can be further
filtered by relying on some post-processing method such as cue word linking (discussed in
the next section) and recognizer’s confidence analysis (discussed in the future work section

of chapter 6).

Form 1 Form 2 Form 3
Precision Recall Precision Recall Precision Recall
<) 9 ) 9 9 9
WriterOl 93.4 107 96.5 104 99.4 100.6
Writer02 96.2 104 97.0 103 99.5 100.5
Wtiter03 95.7 104 98.5 102 100 100
Writer04 95.2 105 98.3 102 100 100
Writer05 92.0 109 96.5 104 100 100
Wtiter06 92.9 108 97.3 103 100 100
Wtiter07 94.0 106 98.4 102 100 100
Wtiter08 94.0 106 97.1 103 100 100
Writer09 93.5 107 97.7 102 100 100
Writer10 93.1 107 97.9 102 100 100
Overall 94.1 106 97.5 103 99.9 100.1

Table 5-2. Summary ofthe extraction recall andprecision rate tested on 3 different types ofform, eachfilled by
10 different writers, without using the blankform image as a reference.

Table 5-2 shows the extraction recall and precision rate tested on the second data set.
Overall, the extraction precision rate is consistent across the different writers in a given
type of form. In all the cases, the recall rate is more than 100%, which again means the

system extracted more components than expected. Logos and miss-detected lines
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contributed almost 5% of the extra components in form 1. The experimental results
confirm that the system extraction and recall rate is not affected by different handwriting
styles, but is affected by the form design. This is inline with the conclusion made in [3] and
previous chapters 3 & 4, where form design has been shown to change handwriting styles

and affect the capturing accuracy.

5.4 Experiment II: Filled Word Retrieval Rate

This experiment aims to assess the effectiveness of retrieving the filled-in words using
the cue words and linking algorithm in a model-less form-processing environment. Two
new parameters were used to measure the system performance —retrieval accuracy and
retrieval rate. The retrieval accuracy is defined as the percentage of words that are
retrieved correctly over the total number of words retrieved by the system, whilst the
retrieval rate is defined as the percentage of words that are retrieved correctly over the
total number of expected words to be retrieved. In section 4.6, an experiment was
conducted to measure the linking accuracy of the model-based extraction system. We can
calculate the filled-in word retrieval and accuracy rate for the results obtained in section 4.6
by considering the number of correctly linked words as the number of correctly retrieved
words and the total number of linked words plus the unlinked words as the total number

of retrieved words expected.

Table 5-3 shows a comparison between the calculated filled-word retrieval accuracy and
accuracy rate results for the model-based extraction system and the results obtained using

the model-less extraction system on the first data set.
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Model-less
Extraction System
(total) words )
34 34 100
16 16 100
27 27 100
34 32 94.0
35 35 914
51 51 88.2
52 36 55.8
12 15 58.3
34 31 824
78 66 75.6
8 81 86.7
76 67 66.6
58 56 86.2
40 40 100
25 22 88.0
658 609 82.7

and linking methods in the model-based and modeless extraction system on thefirst test set data.

Retrieval
Rate

)
100

100
100
100
91.4
88.2
90.6
46.7
75.7
89.4
88.9
76.1
89.3
100

100
89.3

Table 5-3. Summary and comparison o fthefilled-in word retrieval accurary rates using the cue words locating

The experimental results show that when using the blank form image to perform the

extraction and the cue word linking method to locate the filled-in words, 91.1% of the

expected filled-in words will be retrieved successfully. The retrieval accuracy rate for the

model-based system is also seen to be 94.1%, which means that on average there will be

extra 6 words that are wrongly retrieved for every 100 retrieved words.

These wrongly

retrieved words being those filled-in words that were wrongly linked to incorrect cue words

by the linking algorithm.

When the same data set was tested on the model-less extraction system, the retrieval

rate drops from 91.1% to 89.3%. This is equivalent to another 1.8% of the expected filled-
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in words being lost. This extra 11 word loss is caused by the merging ofunrecognized pre-
printed components to filled-in words, causing them to be miss-treated as a single word
during the character merging process (see fig. 5-5). The retrieval accuracy for this model-
less system also drops from 94.1% to 82.7%. Thus, for every 100 words that the system
retrieved, 17 of them are incorrect. As before, 6% of these errors are due to the linking
algorithm itself whilst an additional 11% of errors were found to be due to the failure of
the removal process where small machine printed text was unable to be recognized and

removed by the OCR.

Extra Word (unrecognised Lost Word (filled-in word merged
-printed text) with unrecognised pre-printed text)
Cue word pre-printe
1

0 L a BI»KS

Fig. 5-5. A n example ofhow unrecognisedpre-printed text could be treated as a valid word orpart ofafilled-
in wordin a model-less extraction system.

It is worth pointing out that although the linking method failed to reject all of the non-
filled-in components (logo and unrecognized pre-printed text), approximately 75% of these
components were successfully filtered by the system. However, the magnitude of the
retrieval and accuracy rate is seen to be dependent on the form designs. Form images that
contain many small printed text and logos near to the filled-in areas (forms #7, #8, #12,
etc), have a lower filled word retrieval rate. For form images that keep such components
away from the filled-in area (form #10), then many of the miss-retrieved pre-printed

entities are filtered by the linking rules.
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Table 5-4 shows the comparison results between the calculated filled-word retrieval
accuracy rate for the model-based extraction system and the results obtained using this

model-less extraction system with the second data set.

Form 1 Form 2 Form 3

Model-based Model-less Model-based Model-less Model-based  Model-less

Retrieval Retrieval Retrieval Retrieval Retrieval Retrieval

Accuracy Accuracy Accuracy Accuracy Accuracy Accuracy
(%) (%) (%) (%) (%) (%)
Writer 1 98.6 97.2 100 94.3 100 100
Writer 2 95.7 95.7 100 93.8 100 100
Writer 3 98.4 95.2 100 93.9 100 100
Writer 4 100 100 100 93.5 100 100
Writer 5 93.2 93.2 98.0 90.0 100 100
Writer 6 98.0 90.9 100 93.0 100 100
Writer 7 100 100 100 93.7 100 100
Writer 8 100 97.8 100 90.7 100 100
Writer 9 100 95.2 100 93.5 100 100
Writer 10 94.7 94.7 100 93.3 100 100
Overall 97.9 96.0 99.8 93.1 100 100

Table 5-4. Sumrnary and comparison ofthefilled-in word retrieval accuracy rates using the cue words locating
and linking methodin the model-based and model-less extraction system on the second test set data.

The experimental results further confirm that the filled-word retrieval accuracy rate is
consistent over the 10 different writers samples for a given form. Note that the model-less
retrieval accuracy for form 2 is lower than for form 1 despite the fact that form 2 has a
lower number of extra components than form 1 (3% in form 2 compared to 6% in form
1). This is due to the fact that although there is higher number of extra components found
in form 1 these components are further from the filled-in areas and the cue words than in
form 2. Thus, when using the linking algorithm to locate the filled-in words, many of the
extra components found in form 1 are discarded. In addition, there are 2 filled-in words

lost in form 2 for writer 5 due to the merging of extra components into the filled-in word.

In total, there were 65 words retrieved incorrectly out of the 1509 word total retrieved

from these 30 forms. Out of these 65 words, 12 of them are caused by linking errors, with
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the remaining being the unsuccessfully removed pre-printed components, of which 43 of
them were miss-linked to the cue word number, 4 of them to date, 4 of them to price and 2
of them to town. It is obvious that if the same CSR test carried out in section 4.6 was
performed again for this model-less system, then there would be virtually no difference at
all in terms of CSR performance. This is due to the fact that only words that are suitable
for the CSR process are selected for the test, meaning that, in this case, there will only be 2
extra words added to the test (i.e. the pre-printed components that were miss-linked to the
cue word town). However, if we assume that all of these miss-linked words are fed to a
recognizer and are wrongly recognized as a valid word/number string, then an additional
6.2% (53 wrongly retrieved words/807+53 total words tested) reduction in CSR
performance would be introduced into the system. With the demonstrated average CSR
improvement of 12.1% at top 1 position found in section 4.6 when using contextual aided
recognition method, there will still be a clear 6% average improvement for using contextual

focused recognition in the model-less system even when all these errors are taken into

account.
Form 1 Form 2 Form 3

Model-based Model-less Model-based Model-less Model-based  Model-less

Retrieval Retrieval Retrieval Retrieval Retrieval Retrieval
Rate Rate Rate Rate Rate Rate
(%) (%) (%) (7o) (%) (%)
Wrriter 1 90.9 90.9 100 100 96.1 96.1
Wrriter 2 81.1 81.1 100 100 95.5 95.5
Writer 3 89.6 89.6 100 100 95.0 95.0
Writer 4 96.6 96.6 100 100 95.0 95.0
Writer 5 80.4 80.4 98.0 98.0 94.9 94.9
Writer 6 87.7 87.7 100 100 95.0 95.0
Writer 7 78.8 78.8 100 100 95.7 95.7
Writer 8 91.8 91.8 100 100 95.3 95.3
Writer 9 93.7 93.7 100 100 95.1 95.1
Writer 10 73.5 73.5 100 100 95.0 95.0
Overall 87.2 87.2 99.8 99.8 97.6 97.6

Table 5-5. Summary and comparison ofthefilled-in word retrieval rates using the cue words locating and
linking methodin the model-based and model-less extraction system on the second test set data.
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Table 5-5 shows the comparison results between the calculated filled-word retrieval
rate for the model-based extraction system and the results obtained using this model-less
extraction system with the second data set. The results are exactly the same for both cases.
This is due to the fact that none of the extra components are wrongly merged to the filled-
in words, thus there were no further filled words lost when using the model-less system
rather than the model-based system. The retrieval rate is again seen to be form dependent
and is fairly consistent within a same type of form. Overall, there are 88 filled-in words
that were not retrieved using the cue word locating and linking method out of the 1585
total words expected. This is equivalent to an overall retrieval rate of 94.4% for both

systems when using the cue word linking retrieval method.

5.5 Conclusion

This chapter has demonstrated how the methods developed in a model-based form
processing system could be applied to a model-less form-processing environment. OCR
software was used to remove the pre-printed text whilst vertical and horizontal lines were
removed using an improved line detection algorithm. The remaining connected
components were then merged together to form words using the character-merging
algorithm developed in section 4.2. This was followed by utilizing the cue words and

linking methods developed in section 4.3 to retrieve only the related filled-in words.

The first experimental results show that without using the blank form, the system
extraction accuracy drops to around 70%. The extra errors are mainly caused by the
unsuccessful removal of components such as small pre-printed text and logos that the
OCR failed to recognize. On average, there are about 40% of extra components included

in the extracted output. The number of extra components being extracted is directly
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related to the form design. Generally, the more small printed text and logos/pictures in a
form, the lower the extraction accuracy and the higher the recall rate will be. The second
experimental results show that by using the cue words and linking algorithm, 75% of these
unwanted components can be successfully discarded. However, as there are still around
25% of the extra components that remain, the average retrieval accuracy drops from 94.1%
in a model-based system to 82.7% for a model-less system. That said, the average retrieval
rate of the model-less system is almost identical to the model-based system, with an overall
decrease of only 1.8% (down from 91.1% to 89.3%). This decrease is due to the merging

of the extra components to the filled-in words during the character merging process.

The later experimental results for the second data set show that the retrieval accuracy is
independent of writer style. The average retrieval accuracy is 95.7% for the 30 forms, in
which 0.8% is due to linking errors and 3.5% is the extra unrecognized pre-printed
components that are miss-linked to telephone number, date, price and town. Ifwe assume
a worst-case scenario where all of these miss-linked words are wrongly recognized by the
CSR as a valid word, then this amounts to an additional 6% of errors, which effectively
halves the 12% CSR gain reported in section 4.7 when using the contextual focus
recognition method. However, these errors could be further reduced by incorporating
some post-processing methods such as recognizer confidence analysis to help eliminate the
unwanted non-filled-in word components. This is discussed further in the future work

section of chapter 6.
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6. CONCLUSIONS & FUTURE WORK

This work is concerned with the extraction and recognition of filled-in data from
colour form documents. The initial stage of the research investigated a method for using
colour information to facilitate the filled data extraction process. The second stage of the
research investigated techniques for improving the CSR performance through using the
contextual knowledge contained within the form. The final stage of the research then
investigated the feasibility of processing a filled form without using its blank form

equivalent.

A novel colour handling technique has been presented that can reduce the colour
content of an image to 8 colours or less. It was found that by reducing the colour content
of an image to just a few colours, it is possible to extract the filled-in data direcdy using a
software based colour dropout process. It has been shown that an extraction system that
utilizes colour information will have a better extraction performance than a black and white
extraction system, with an extraction speed of up to 3.22 times faster. In terms of
extraction recall rate, the colour-based system produced an improvement of around 3% (up
from 96.6% to ~99%), whilst the extraction accuracy improved from 97.2% to a maximum
value 0 99.9%. The colour based extraction system also outperformed the black and white
system in terms of extracted text quality, in that the CSR performance was shown to
improve from 49% to 58%. Overall, the results of this work have proven that colour can
be successfully used to facilitate the extraction process and help improve the performance

of a form processing system.
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The novel concept of using OCR to aid CSR has also been demonstrated. It has been
found that forms contain certain cue words that can be reliably located using OCR
software and that the information so gained can be used to guide the CSR system. Several
methods have been investigated to assist the association of the cue words to the filled-in
words. A character merging technique was developed to group the related characters into
words and a novel linking algorithm was proposed to identify the correct filled-in words
for each of the cue words found in the form. The experimental results show that the
proposed character merging technique was able to find an average of 90% of the
handwritten words correctiy across different writing styles and form design. 98% of the
cue words were successfully located using the OCR software and an average of 94% of the
linked words were associated correcdy. However, it was found that these results are highly
dependent on form designs, consequentiy, the linking accuracy can range from 70% to
100% and the character merging accuracy can range from 80% to 96%. The significance of
this contextual knowledge linking was demonstrated by comparing the CSR rate of a
contextual focused CSR method to that of a conventional CSR method. On average, the
contextual information provided a 12% CSR rate improvement for top 1 word

classification over a non-context aided CSR system.

A further study has been conducted to investigate the feasibility ofusing the developed
methods to process a filled form without using a blank form image. The experimental
results suggest that this can be done but then the extraction rate and CSR performance will
be reduced; the magnitude of the reduction being highly dependent on the form design.
Without the use of a blank form equivalent, the experimental results show that the average
extraction accuracy will drop from 96% to 70% and that the recall rate will increase from

99% to 141%. As a result, the average filled-in word retrieval accuracy rate using the
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linking method, tested on 15 different types of form, dropped from 94.1% to 82.7% when
compared to the model-based extraction system. However, most of this decrease is the
result of miss-retrieved OCR text rather than non-retrieved handwritten data. Indeed, the
actual CSR rates would only drop by around 1.8% due to additional loss of 11 filled-in
words. That said, these results do suggest that further work needs to be done in order to

improve the system reliability if a fully automated system is to be produced.

The methods presented here have already been published in the proceedings of 2
international conferences of high standing, denoting that they represent a significant
contribution to the knowledge of the scientific community in the area of document analysis
and recognition. The results of this work contain several key contributions. Firstly, the
work has demonstrated that the inclusion of colour into a document processing system
need not necessarily be considered as a burden to the system. It shows that when colour is
handled effectively, the inclusion of colour can actually improve the overall system
performance. Secondly, the work shows that it is possible to use a reliable recognition
engine to help improve a relatively less reliable recognition process. With the ability of
current OCR software, it is possible to reliably retrieve the contextual knowledge from a
form document and use this information to help recognize the handwritten filled-in data.
Lastly, the presented methods have also been shown to be effective even when the blank

form image is not present to the system.

This concludes the PhD work into the issues surrounding form extraction and
handwriting recognition using colour and context. The remaining sections provide
suggestions that emanate from the experience gained whilst conducting this research and

the findings that these works have evolved. The suggestions serve to link this PhD work
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with other potential projects in the future and bring a variety of insights/key ideas to other
areas of concern. The central discussion will concentrate on how to expand the developed
methods to improve on partially working and non-working cases, and how the findings
may be applicable to other areas of application. Section 6.1 first discusses the major
achievements and weaknesses of the developed techniques and their possible solutions.
Section 6.2 then presents the possible areas of further investigation that could improve the

system performance in order to realize a fully automated form processing system.

6.1 Possible Improvements

6.1.1 Colour Reduction

In section 3.1, a novel colour reduction method was introduced to reduce the colour
domains of an image to 8 colours or less. This method has investigated the feasibility of
using colour to extract the filled-in data from a form and has proved to be more effective
than an equivalent black and white system in terms of speed, extraction accuracy, recall rate
and extracted text quality. However, there is a weakness in this colour handling method —
only the 8 pre-defined colours are allowed to be used to represent the image. Whilst it is
true that a colour form can be represented by using just a few colours, the use of static
colour domains is destined to failure under certain situations. For example, when the
filled-in data has been filled-in with pencil (i.e. gray or silver colour). Although this only
rarely happens (normally there is an instruction to ask the respondent to fill-in the form
using a BLACK or BLUE ink ball point pen), it can happen. Similarly, the proposed
colour reduction method will also fail to handle other colours such as: orange, purple, silver
or gold etc. Most of the time, when a form containing one or more of such colours is

presented to the system, noise will be generated. This was exacdy the case for form# 10 in
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Experiment I section 5.3 (fig. 5-2) where a golden colour form was segmented across both

the yellow and green colour domains, causing OCR errors on the machine printed text.

One of the possible methods to resolve this problem is to use dynamic colour
reduction. Since we know that a form can be represented using just a few colour domains
(as stated in section 3.1), we can dynamically determine the colours to be used to quantize a
colour form after analyzing the original image colour distributions. The colour reduction
technique proposed in section 3.1 was based on a comparison between the image pixels’
RGB values and a set of threshold values that were fine-tuned to the scanner colour and
brightness characteristics. Each ofthe pixels was then provisionally labeled to one of the 8
pre-defined colours. To convert these pre-defined colours to dynamic colours, a colour
distribution analysis is suggested. Instead of labeling the pixels into one of the pre-defined
colours, a colour distribution histogram could be generated. From this histogram, a
maximum of 8 distinct colours peaks could be chosen as the possible pre-defined colours,
depending on the percentage threshold. Based on the ‘distance’ between these 8 colours,
two or more of these colours could be merged together (similar to the clustering method
described in [8, 65]) and the remaining number of colours could then be used to quantize
the image. Experimental work is needed to determine the optimum distance threshold
values for different colours. Based on our previous experience, these distance threshold
values will be different for each colour and the colour response characteristic of the

scanner must be taken into consideration.

6.1.2 Word Identification

A character merging technique was developed in section 4.2 that can group the related

characters together to form words for the holistic CSR system. Experimental results show
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that the method is capable of identifying the words correcdy for more than 90% of the
time. The 10% fallout is mainly due to the inconsistent gaps between words or characters
and the overlapping of words from different fields. As shown in [166], high-level
knowledge such as writing style, syntactic and semantic information could be used to help
improve the segmentation system performance. Thus, it is believed that in the same
context, the contextual information obtained could be used to help improve the
segmentation performance. As demonstrated in experiment III section 4.6, touching
words from different fields will tend to have more than one cue word linked to them.
Thus, we can make use of this information to separate the words accordingly. Similarly,
the cue word can also be used to help the merging process group the related characters into

different groups of word in order to facilitate the recognition process (see fig 6-1).

Postcode data could be segmented
into 2 words (area and sector) using

arte*m m N the cue word “Postcode”

Telephone Number! 12"

Overlapped data could be separated
when there is more than one cue
word linked to them

Telephone data could be segmented
into 2 parts (area and phone) using
the cue word “Telephone”

Fig. 6-1. Cue words could be used to merge characters toform words or segment touching words tofacilitate the
recognitionprocess.

The contextual information can also be used as a guide to segment words into

characters for character-based recognizers. For instance, segmenting a word into separate

digits or numerals for the telephone number or post-code fields. This is especially useful if

a discrete box design was used in a form. In this case, characters or numerals are usually
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well separated from each other. By counting the number of connected components for
this field, the number of numerals or characters could be ascertained and any touching

characters could be identified.

Besides using the cue words to identify the potential errors, lines can also be used to
identify and segment joined words. If we assume that lines are used to define the filled-in
areas, an extracted word that has a straight line at the middle of the word gives a strong
indication of overlapping words. It is believed that by incorporating lines and contextual
features into the merging and segmentation methods, the system will be more robust and a

performance closer to 100% could be achieved.

6.1.3 Contextual Focused CSR

In section 4.7, an experiment has been reported which aims to evaluate the effect of
the presence of contextual information on the recognition system. The recognizer that was
chosen for the study is a holistic (word-based) recognizer. Only those fields containing
word data that was suitable for the recognizer were chosen as the target data.
Experimental results have shown that there is an average 12% increase for top 1
classification. However, it is clear that the improvement shown merely represents the
performance gain for word data only thus, the experiment is somewhat restricted in its
scope. The limitations of the holistic recognizer caused inflexibility in generating the field
lexicons, resulting in a very limited (i.e. non-real life) application. For example, whilst it
was possible to include all the country names into a lexicon, it was definitely not possible to
include all person names. To investigate the full effect of the presence of contextual
information on the recognition performance, the use of a character-based alphanumeric

recognizer is suggested. Such a recognizer would not only provide flexibility in lexicon
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creation, it would also allow postcode or numeric recognition to be performed, thus
allowing a complete picture of the overall performance gain, when using the contextual
information, to be obtained. A detailed study is also needed to investigate whether
different strategies are needed for different fields in order to utilize the contextual

information to help improve the recognizer performance.

It is also believed that an intelligent document reading system could be employed to
utilize the contextual information at a higher level to further improve the recognition
system performance. For instance, by recognizing the postcode data, the search domain
for the street and town name in the address field could be focused further. Similarly, by
knowing the telephone number and the postcode, the address could be ascertained. Thus,
by combining several cue words together, recognition confidence could be enhanced and

better results could be obtained.
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6.2 Future Work

This section presents the possible areas of further investigation that could link this
work with other potential projects in the future. The suggestion given in the previous
section (section 6.1) obviously also form possible future extension of this work, but have

not been reiterated here to avoid unnecessary repetition.

6.2.1 Model-Based Form Processing

Fig. 6-2 shows the block diagram for the model-based system that has been developed
in this work. There are several sub-processes that have yet to be fully investigated and
implemented, namely: form recognition, form definition and form reconstruction and data

recognition.

Blank Form Form 1I?et’ilniti0n Human
Form Modelling oo
Reconstructed
Fomi
Scanner/ Form
e Datab i
Dlgttlzatton atabase Reconstruction
ICR or CSR
Form

Filled Form Recognition

Recognition

Form Extraction

Fig 6-2. The fnodel-basedform processing system diagram that has beenpartially developedin this work Solid
boxes representprocesses that have beenfully developedin this work whilst dotted boxes representprocessesyet to be
fully investigated or implemented.
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6.2.1.1 Form Recognition

As discussed in chapter 2, many techniques had been proposed to recognize a form
document based on its line features. Potentially, colour features could also be used to
facilitate the form recognition process. It is believed that by adding colour information to
the process, form documents could possibly be recognized faster and more accurately.
Colour features such as dominant colour and number of colours will provide useful
information for discriminating between similarly structured forms that cannot be

distinguished by the conventional methods.

6.2.1.2 Form Retrieval and Reconstruction

A form reconstruction process is the process of reconstructing the form from the
extracted data for visualization purposes. This process can also be developed to be a form
retrieval system. There is a possibility of using the methods developed in this work to
facilitate the form retrieval process. Instead of using manual key word indexing, a form
image could be automatically indexed by its colour, layout and data. This could be very
useful especially when one is trying to locate a filled-in form according to its layout,
features or even the filled-in data. For example, with such a system, it would be possible to
retrieve accurately all forms that are filled-in by “John” (name) or by someone who lives in

“Nottingham” (address).
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6.2.1.3 Data Recognition

In this work, a contextual focused recognition method was introduced that can narrow
down the search space and improve the recognition performance. However, besides
constraining the search space of a recognizer, there are other ways of improving the
recognition performance using the contextual knowledge. One of the possible methods is
by using the contextual information to choose the best recognizer for each of the fields.
Obviously, using a word-based recognizer to perform a numeric recognition is
inappropriate and destined to failure. Therefore, it is strongly believed that by using the
contextual information to choose the recognizer, the recognition performance can be
further improved. Another possible method for utilizing the contextual information to
improve the recognition performance is by employing a contextual weighted multi-expert
system. In a multi-recognizer system, several recognizers are combined and a voting
system is employed to decide which recognizers’ results give the most likely answer. It is
believed that since each recognizer has different strengths for different data, incorporating
contextual information into the voting system will allow the recognizers to be weighted

accordingly and hence the overall performance of the system improved.
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6.2.2 Model-less Form Processing

Chapter 5 introduced the concept of processing a filled form without using any form
template or blank form image. This novel idea could potentially eliminate the need for
template creation; hence reducing the need for human intervention in the form processing
system. However, in order to realize a fully automated form processing system, the model-
less system performance must be improved. The experimental results in section 5.4
showed that approximately 90% of the filled-in words were successfully retrieved for a
model-less system. Out of the 10% of miss-retrieved words, 6% of them were due to
linking errors, whilst the remaining errors were due to the unavailability of
suitable/recognized cue words. There is also a problem associated with the residual pre-

printed text left behind after the OCR text removal process.

One of the possible ways to improve the retrieval rate is to employ a text type
separation technique [167,168]. By distinguishing the handwriting data from the printed
text, the filled-in data can be extracted. However, an investigation is needed to ensure the
technique is robust to noise and font size. This is due to the fact that when the OCR
software fails to recognize the printed text, there is a possibility that the printed text has
lost its printed text characteristics. Thus, a careful study is needed to ensure that the text

type separation method is performing better than the OCR software.

Alternatively, the filled-in data could be retrieved using the form line features. As lines
are commonly used in a form to frame the layout of the document, there is a very high
probability that the filled-in data is positioned right above the lines. Thus, by using the line
information obtained in the line removal process, filled-in data can be further ascertained

and retrieved. It is believed that by incorporating these line features into the cue word
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retrieval method, the retrieval rate could be further improved. It is also possible that this

line information could help improve the cue word linking method.

Chapter 5 also demonstrated that the contextual aided recognition system would have a
lower improvement gain in a model-less system due to the presence ofnoise (from the un-
removed pre-printed text component). This can be resolved by employing some simple
confidence thresholding. It was noticed that all of the noise that were mistakenly treated as
valid words would have a very low scoring confidence. Thus, by using a CSR confidence
threshold measure, all this noise could be effectively rejected. The CSR rates in the model-

less system would then approach those in the model-based system.

6.2.3 Other Applications

Although the methods developed in this work were mainly focused on a form
processing application, the developed methods could also be potentially used in other

areas. Some of the possible areas are:

1. Automated Assessment
By using the form extraction techniques developed in this work, cursively written
question responses could be extracted. The cue words linking method could then
be used to locate the answer (filled-in data) and by applying lexicon constraint to
the extracted answer, obtain a scoring confidence value for that recognized
response. Based on this scoring confidence, the recognized response could then be

marked as ‘correct’, incorrect’ or ‘unsure’.

135
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Text Extraction from Web page and video images

Due to the limitation of current Internet bandwidth, web page images often contain
only limited colours. Similarly, for video images, text colour usually resides in one
specific colour domain. This characteristic coincides with the colour form image
characteristics, i.e. a form usually contains only a few colours and the text is often
confined to a single colour domain. By using the colour reduction technique
developed in this work, web page and video images could be segmented into a
limited number of colour domains and the textual information could thus be
retrieved. The proposed colour handling method could potentially outperform the
methods proposed in [169,170], in which web/video image based textual data was

usually segmented into several colour domains.

Multi-Modal Form Processing

With the rapid development in other recognition methods, a multi-modal form
processing system that integrates speech, OCR, CSR and other recognition
methods has become feasible. This work has demonstrated that OCR could be
used to help improve the CSR performance. It is believed that by integrating other
reliable recognition methods, such as speech recognition, it would be possible to

improve the usability and reliability of a form processing system.
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APPENDIX A - 15 Blank Forms for OCR performance test
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APPENDIX B - 15 Filled Forms (Single Writer)
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APPENDIX C- 3 Different Forms (each filled by 10 writers)
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THIS TENANCY AGREEMENT

is nude oo the 3\

between

COMPANY NAME

ADDRESS Ift I&LNI,

POSTCODE 4

day of W )Y 200D

COUNTRY cffe,

(Hereinafter called the “Landlord”) of the one port and

NAME

BH wiss.

HOMEADDRESS
£m
i£J1Ud..

POSTCODE
TELEPHONE

JL£A3d. 0+

HOME ADDRESS
-JAM
AU3A.K O&.
KIMMh.
POSTCODE *~ 38§

TELEPHONE

1-7 6 4-CXZ

Appendix C

THIS TENANCY AGREEMENT

it made on the )1 day of M  200C

between

COMPANY NAME  #<£*1* TvUH EI1Q.

ADDRESS  Sy-», FggOirftifcH,

PLALE. ,

M [ HT&fsi

POSTCODE £ Ni 4&A

COUNTRY bd. K

(Hereinafter tailed tilt 'Landlord*) of the one pait and

NAME

guBI KEHPfcU.

HOME ADDRESS

kKW fu(b a-
i-y.Ai.TSH RaAO,

SHRVIt<

POSTCODE CY35- ~78

TELEPHONE

On” 4Dpgy

NAME
MARIC Pulp
HOME ADDRESS
it, bkway eosd,
IVAt .A-1
JMUFHANHIN
POSTCODE Rf&t "Z&D

TELEPHONE

fesuftc

Use property let addicts. " & *
Togexfrn with *W right %%weth* furniture* jwtkhs an<i tfuxtgi abour
The tenant will hold tlic property for the period
From month £ 2XC Wraon& J ZI

btcHwivt at 4 fbted rent of £ f& @  per person per week inclusive water rates

f.'S..

THIS TENANCY AGREEMENT
is made .an the A dayof D__

between
COMPANY NAME APIP>AATU .aovverseenn
ADDRESS 15 f«.- AYE.

U0 VEHAO

POSTCODE H'SL AEvV, COUNTRY A V-

Hereinafter called the “Landlord”) of the one part and
pa

NAME

,ucH “Ug.E.Rtt TAM

HOME ADDRESS
. 1fu C £UPOM,

HOME ADDRESS

a, Mtya *>f

StUldhog

MHETt AetyWwQ

POSTCODE 'iK S H POSTCODE Sio
TELEPHONE TELEPHONE

CH\\ | «on (0|]\ _]1>Id'll
The property let addrets i, A.v-Au¥ YA: ><? AM

Together with the right to use the furniture, articles Juki things ahum the said premises.
The tenant wdl hold die property for the period
from month His 2000to month Am,.,aS";

Inclusive at a fined rent 0i £ \ ar per person per week inclusive water rates

Tlit property let address ifcO, &ab.EY sSijfcR-tSLO
Together with the right to ate the furniture, anides and things about the laid premium
The tenant will hold tlie property for the jieriod

From month 1’ ei. 2000 to rotmth 201

Inclusive at a fitted rent of £ j CO  per pertain per week roctariw water ratft

THIS TENANCY AGREEMENT
is made an the tO day of Mfly 20X
between
COW ANY NAME
ADDRESS ft*. COTy

POSTCODE A ~LJLIL COUNTRY J ~ U A/O

(Hereinafter tailed the “Landlord") of the one part and

NAME; NAME
W IS..
HOME ADDRESS
UNH?&eSfTV fcOflp fo CcM-T>* KOACV

Etfi/vfloR.

HOME ADDRESS

W ASA ki

It THE LK ivp
POSTCODE jg?? iAdV__ POSTCODE L IS ;.iXj

TELTPHONF. TELEPHONE

dTaS SSiS<

The property let addreu  i.tw  O-Wk L% AYfe
Together with die right to ute the funuturn articles antlthingt aliom the said premises
The tenant will hold the property for the period
From month /i A) 20X to month El1 >| 2001

Inciosive at a fixed rent of £ <<’Q per pers.m per week iticltuive water rater



Appendix (

THLS TENANCY AGREEMENT
bmakmothe 3 dayof WICG 2000

THIS TENANCY AGREEMENT
is made on the <@«'2 ti .1 2C00

between

COMPANY NAME , M iL lIcK L I1i> COMPANY NAMEF fm itV i.ifJIX fiflt*!

ADDRESS  4-S id'l ®&rf )*to'iN  AT.i ADDRESS ZS  teliKYftcP  le-fli

7&Ih]ﬂVV) - fiMm .

POSTCODE  VCI feZtfr COUNTRY @ 6» POSTCODE  Klyi"> i Nf COUNTRY If K

(Havinafta e;dled the “Landlord”) oi die one part and flicretuaittr called the ‘ Landlord") of the one part and

NAML NAME NAME
JMMil MIMLI- SIWf QUN ___ o
HOME ADDRESS HOME ADDRESS HOME ADDRESS HOME ADDRESS

id Cmnhi GftEcr 8 fitWfa 1 kMirMW' Qv
fiiRLLNhzM)
=JMMIL JSIIteXZiM

$(M 1! No- i-iU I

POSTCODE POSTCODE postcode Je: wJt
TELEPHONE TELEPHONE TELEPHONE TELEPHONE
£iSL.Zi. &IM % im0 14 ¢

Theproperty let address 4 /  'IKblInf-cL .VI f- The property Ire address ~34 ICNI6CT 8i i.ULVL"L

Tdj*rtherwith tho right  use rhe rumtture. article and things about the said premises. TojStht* with die right to we the furniture, ankles anti things about the said premises.

Tﬁ’ﬁﬁn Wﬁw The tenant will hold the property for die period

From kVflil-  2C0Cto month LN 2Xt from moittlt  Iv.-V XCCin month 3UtV 2X1
frulusjvv at * fixedrent of £ 1Qfc per person per week mdusivt’ wiut rates inclusive at a fixed rem of£ ,vS 6 per person per week inclusive water rates
m iL
THIS TENANCY AGREEMENT TiUS TENANCY AGREEMENT
is made on the zd2>.. day of JIHfc.ao0c w mArdfi on the day 0?
between bew«ea
COMPANY NAME  TRftVfdX.L.. fa GC-f*.. COMPANY NAME 1.

address 4 anI_’]WWﬂM r ain,, ADDRESS SHm TrA
BN gf'ON, MOITIMMWAH M HIJA im -k #

POSTCODE... e P COUNTRY dK . KLSTCODL S»<TC& COUNTRY LhM*V.Sift
(Herein,-titer called ihc *1undlord") of the one part and (Hereinafter ailed tht *landlord”) of the one par and
NAME NAME NAME NAME
-pIXiy S‘IAM SIOM HD[NG UiLtf-N  KQNtt - tM M Hc. STBAH
HOME ADDRESS HOME ADDRESS HOME ADDRESS HOME ADDRESS
36. IANLTOM Tg.gtpCs 44, SKyu>* U sim
C(te&<CNr. NEIhI BfITU EMIffIT. Asi'- R
LOM Vk - Jﬁm MWM J KCI'<Nf,% YO j3aferfer. o
POSTCODE g.*4 3ST POSTCODE ViCi a O Ji POSTCODE POSTCODE OX.T VHtA
TELEPHONE TELEPHONE TELEPHONE T PHONE
. i §A
The property let address / i-CiniJ S CLvtSf? ~Si ftNNS The property let address 3EA leitL DRtsf, ST ANHS,
Together with the right to me the iumiture. articles and thingt aboui die said prenusci. Topither with the nght to me the Iumiture, amdes and thmp about tht said premoes.
The tenant will hold the property for the period The tenant will hold the property for the period
Frommonth JULY 20CCto month UIXtif: 2011 fromnonth 2000to nonth  \SMec:tt*$ER00K

Inclusive at a fixed tent of £ J>ft  per person prr week inclusive water rates Inrlusive at afixed rem of £ ,-v per person per week inclusive water rates



NAME

TFLFPHONE

Al

COUNTRY 9 m m

part and
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APPENDIX D - 15 Filled Forms (Single writer)

Nultoniti H»*I»h Service

Form FP9S t«SV Aphl 1997

Appendix D

APPLICATION FOR CERTIFICATE OF PREPAYMENT OF PRESCRIPTION CHARGES DEPARTMENT OF COMPUTING JilH j
Do not write anything in this spurn P ai 0OWW ¥, @wM 5. nHifX> CAPUA S REQUISITION FORM
Certificate No  (_ </ C /6£ 6/ ¢~ SURNAMF W OmiaM g
VALID f*on> fry . o<f .>o0c 0 Ms
. o FIRST NAME (VU feU A /Mt
s H >0 GC = R .qn..t6T Ry 1 Iy ¢ V<T
DATE OF BIRTH
Day Month Year
SU=°* ER3 CE'A.1.3
io n /H z
Number of last certificate of prepayment National Health Service Number COKTA“ NAMe yriv o V' TAaj*
of preseription charges (1’ ) (ns shown or. medical card)
crufi.iv Niwe m<v 1 o FILI<Tf oo
ADDRESS R ML Ay 17 DRFSS ffc/t-b i 3 ffe Lt 1
et 1V q
S+)£gMOOD A/OfTI VerM 4 M fvu rrlFve TV fa  n.
PERMANENT ADDRESS
(if different from above |
(<27 SrlvoiT . TA NG AL 76 DK 7 a 7a
PREVIOUS ADDRESS «v foffro- w2
(if changed since last medical card issued?
If recently arrived frprn abroad state date POP WHO*WHA® AVHEP 5 WHY
Ifrocerr'y dfechargeri from MM Forcer, state data
You* National Hw'th Service DOCTOR S NAME V AT Sci isHe T £A 7 / A~ A~ HE*T£12Z
geneial practitioner AND g
(if none, write NONE » ADORESS
Tome Health Authority Ko
Lenclose *Postal Order/ChCKjue lo* L (insert amou™.111Imnde payable 10
"MM Paymaster General” and crossed “Payce Only”-
in prepayment of proscription charges lo* 'FOUR MONTHS ren
“TWELVE MONTHS
suit.ng from Ay A<20 1
Thave rord and understood the notes overleaf, and lam fully aware of the e«rcum*tanc#* and time limita.
Stgnea  + <o Y € /v ~ Dat ou e *
! fiole- Vdti oan find out tlte4<UMi'. ««the <4wg<; Iron Iru'lef mCU*  let.e "ton’ your doctor, man* ocat 'WHO PAYS PAYV fePOMA -
office oi Social Sccurity oPict.
THK NOTTINGHAM IRRNT UNIVERSITY
REQUISITION FOR CROSS CHARGED SERVI< ES
T*KT FROEINGWMC MPU TJ Nty vk £
[¥P-S STAftH
10120 iopr
A .
ir RgexatudPCT ANICAL wr gt
HN*Gb t'GSH* KIVSGAKEND
CART*10 GarRDmuitKi t P TIVHTOINOP « a
[N U S B IR B 0 B |

do

&

1111t 11 I

«Mill !
J..1JJ 1)--

RLQUMLNG DKP.  RLTAIX YLU.CTO, SLNI* UUXAVHOL.
. . to mm rarr,
immtNowiiT Pt bl senchwhite




TEACHING STAff KK ovic.t il&
j*AnnrehetIMO . _

IK N1 POLYTECHNIC NOTINGHAM

APPLICATION TO ATTEND A SHORT COURSE CONFERENCE >Ofr TEACHING STAFF

Appendix D

IHI, N*>niM ;«IM I»KM I'TATRMTV

M IIf K ATIOV Of SK *>f<> AKAfM f KAKA*

stm £

- WM

t <hr- »ref m 4 0 »'em... t>SHPyF el JtFatfMhi n S-IDIA* |
a oo X 1t* applet* ato mkkj cppucent** *vm @>rNocv A 00 A gth e
~Im's CWIV<(). if WpS?ujoic to/ me lucey cast* Y SICCVA MR i AMwitw rA - iiem *

i i gte* Alocerten *o . T .

L anpor*? rw a* »ryn*J twtew* -on” «xc«u mev t* ¢'e ¥ -2 .
t Snjertfll -
4 D#tam vw i onir» Datao's**>>: ¢*OMra? tn <*t C*fO>mdcafcid
» grrraaro* 1 lavemur«|Nan# ferri.
#w 6race tawgp« M o ilvizi's v
N
n*"Wr,.....
mes . s ! !
~"TiviKt6Fi~" .rnsy 'Hews M ?? fc *r.

«SwK at ,V -
istMAT»D«Xwtti KMM IITz IS SI-VIIAIINTO ' HIfU A H IS ink
Ns*wy B | = lifrhsto er Actual

CenrCeurw tar

SclfW * 6 v

SeeuMty

*CT«* 2 TOW CCMFtHIO IT HWD Of DIMItMINT .
Kicife£- WP #. r*infl

iSCHONJ  KAfLIWCIOW 5 USE
*rfCTIC:r*t MIjwKS rrach

Thr Nosiin'lfenzi Trer.l Um\cnity IVyroll SorvicrA
OVEKmiK CLAIM FORM FOR MON I HI Y PAID STAFF

vie’« almax (= orx Nl prmt»

*rttdipm S5m witre e rurrtiney e B2 bru
L0 ATVRVA t- ti 1-.

i SVIVW *e, HIHIMIU M WMN

in\iri rTvnmu Koi.
a. 0 %FH -

oomos-rmor.:
if TIAIVIN, MINA «

Are you claiming tor hpalih rnsK >t«i \7
have already paid?

Do you have a partner who is living
with you?

in RSONAI DLIAILV 11t ASI WKirt IN .SLOCK LAUHAI

YOUR PARTNER

IVENSC COSO-UTY OABLOCKLAHTAU
swoe CHI(AU Md 44
department ‘W j?U TIAibt
OTHERNAMES ) 7]
1HAT <iclo »? 12V Vo y[i,/ Lr mrsmssvsor S r Hes
i TOT if In hr oxWr lu nJjflcrent com rode! N . .
wiOr 3d ff /923 of ef . _
- DX PRPoxVier ng.amn o'TjraM1 uvwrntf TAVKCH ;. TT sMV.
NG s e MAvmWRT NAIVYVA MIFIKAMYMMWK * 6 7 ] C S~ & A
2.a 01 rjtet ifee JCoc i
4w Tu-for LW @ Q% ot «Hi ADDRESS 1/ iy g -o HILH&Z ¥c4ap
UAG AYIEXNT-0AY#%:,
m tZWPOO
4-cyi; inf* .
LATt. «tA pfiz/y6tH H
IfCAVC* EU.j- (A f '
EuttAWi
TWS ADDBESS
O Arc you waiting to hear about:
- a claim for Council Tax benefit?
nM b UKI - a claim for Housing Benefit'*
(L -

Amhiz*istO tor jMyroco (Heud ot Depe”eneni
Hur li<iuiure mas| *privi m Oy Aothoiuey)
Sifnamo LiMtwMii Pviuil Serviee*

A TAWMNI>A>* K* wRCICTIONhIVRISSS

-a claim for any other benefit?

*laiw



LWHAUL Ctar®sthe (ITU %)

Appendix I)

"ORLDW tot
*Cluuin SEwle w
(KAUMS(on**p " pyA>1>iari
DEPOSIT in., MM.
110 0% AVINCS * Cash 1~  Chacuo 2
Tusitir n¢ mnntmman VirofewqwjW'r .
kw8 KCJ iK.0 Account
Wivt  STANA  miTTRSIH !
WINMUM OfPOSIT- ttO INVRTVIBNT ACCOUNT  nOONMNANY ACCOUNT
Am«mtH AOfrts___J ilL JfewP*®P ]
DupoBit to tha account of
Mesa!l,!Ste& *- A -
««» VLA KX €
GEWSrtM NCTT,u,w"
/ fa&adft
075 KIPstf;
Request form
Wis - otfiet $&0%« Vive Apply for you
Vf‘]l B 1 2sto creflit ca (Mem -V .
iHrv.  Aecers.rif St rrtts  KCTP*AHPA>
A ft,. vk, s
) tror *GJ tKO <1"r APR T#
nywhtt £ iw-e rttntor, S-A13C%*i VrouC,
s\n>hy tikev* iucitw S-*»8 hy»a 1Sys. mras mo?!
wvei/d He «, GT.je AH NS THWUL Ttawi Ae-cyrr m.la o NEN ST f
Tertve so*«chl.me itiie u ntpi'tj htbfeVTn'Xn- L wrWg Oits 1 a wlo‘l]J un 1SIT
uen igjtvriMEL Y v, Isfr» tytego AMXX! News v
iNat-rW [IM IM feton: 2 TIKr- & W -
it<Mw tutok*plot in. il Aliv CUMORCh eMtto rej W
ny
W o d pri-kT WX tir > AT ty t Lno'ick IO wwi/aovof*ak
PN PO Hic Nd, 1 U
PIeWC >vtisi it *dfc <>Mil trvfitpf*i. >iiho*jt % iWivw.ir witl u (L-IVCH ( iwhir = TSftdt*/) no W h.S.fteT-trit c*>,t
i Wrst OPHTTSAR-Y ntiw.-J N >f »Not NC.* »»s
TW» > e L-Ho LtOIETVE OF i €. %*1%, -sVoke S
Scs-Setecd S*wr-nr is* w/ Myt 'nmntrvn* Poroflv.  y  NMl=<(+ UQ(Saf
Vbt Sndce Deci-t) y ctio.o WKt %
Tofefy,Tore S-xwe Dettir j v MM Thvwg
ot t nNsnmnt € rach-Y pHom’
ieo Hattie of yK* K T¥eANs*e - T<IAAI
SQAXCHHA1%  w ¢ %5 b « q | S i de<Teote 3 1 [ R
> CAMUV-y gwitss- K- PKTV.tn y*» i n ] W Trs. ST
V' ol «s
"SO00 H  wrridf Pras fo'tats tvj

'SHov  3mM HAT
W

IMPORTANT

Please also enter the number printed beneath the barcode on page one ot the Applic:

X o

ion torm here. It you are

paying tor more than one application only complete one mandate enter one application number and the total amount

tor all applications
ﬁrli, aunrtm ..
1 am a1l 10

switc&sao  oetu

Cjftf Wucitel A
1739 073

Sipnatuie ot canthrtnw

4U1 1ic84

EswryDate issue eu SwitctvSnff

| 05 o i

3 raen N

rMny Pvrnieiug”»fcen® wen

Name uncart

WiNW st eNg woMme
1*|ii , HFiOTSPoRD IRIVC
ST ANNS

NoTT |Md AR

PMitrwle
UN tT 0 ILITND O<) o tA
Toiophone nwttber s! onltwldet A
Oil 5- H 8 “?4a

&X

-3



R*90M 01#02

PM ONew 03

* 0 fISuW* PSErWIAK  fWE tUfyV? .SWAH; fi'd
Oaie ®t travel * t™thnawi«m 1¥»%

15 05 3061

Odtafte at appftedtrt ilntended paasporl hoWer)

S« m
NC N

VKI N ( St 0 NCi
HKHUNUM *

VAN

h« .A660TSfcco
ST A N MX

HO T T1K e A <

ifemV'

IIN\Tt 0 tl N6DCl«
01 01 I'113 i

MR LR LOQPuC

‘mf“"mm S\

Drffies i * « M

o't §- m MX

Please read the notes on the ba<k of this form

before you

start to fill It In

Dt've

M#xe*

NAL#

e F L ne

O '5-8a8hT«3

4<" vt iy
1INK A

Return th* font- to Nationwide 6u'Ming Society We will anrange for

imorea to be paid without tax taken 0«

receipt of the form. You may with to take a copy for your new di

share of the interest without tax taken off and if vi complete their

own form

title v
Pirvne enter ad
forenames

Surname

QVE* of Birth

M Mm  I«*1 tothe-!
«T

1

‘We will not actenovdeog*

ur

wn .

11 "1m» oft iiry; IK fslol

Permanent addnms

 AffirP Tt MO+

tli. AReotsrepc

* Atonestay'vw m fKNhfS

NCTtibKHfV A

Iy UCTtIUA ST . S3CI

Mi

Saver* over 16

MWthe »s«i worked in the UKiin the teat J year*? E o

If A*V, enter tlw **vert National knurante number E i E Z

awtffy that
tlie intomwttah given above & correct.
»am lor the person named above) it unlikely to have to pay »nfime ta» thn year

1wiN write to Nationwide Budding Society straight away if my income for the person's named above)
inereases and tax if Wn due.

Tkk thb box

Oat#

'‘JhjA J

you < skpuix) the farm

+ As the parent or guardian of * child under tbyof  —_
* On b«h«H of iemeonc who h mentally Incapacitated

ItB i fanoos offence to make a false dadaratlon

1Voui pel vvnol detosis

jiwortt  Vifoldr
|AdHt  \°H

Mr/Mw/MI'«>h
TSfof-D  DflUfe, it

Ner.wrfiw ",

LIAM 11RW *

isc E 1]

ID- jdD rAZeTe]T

roferwroefe)  YVONI* Vy It

(? "Bu
' IS - SNgm Ax Ofitr, on s 11] CMo
PVosc rich whnc ﬂﬂ.?r_q]g
Mvid Trio Trowel Protector. Duration of Cover: k« M hi T-pTuhM Fickn w the jwfav-4 he yaMtorn I1* cMe The Appictkxt
ond OcevptH & &* Insurer.
Enacct Covtr 0. Wdikkdec Covtf v
AdfkCovr v Fam"Crtwr
Weeort M Cor— kvdiil A ExchdM
j thwKU L?** Inchtied ~ Prikdel
| CmurvIWef trrhdni s/ Lub-Jec

Sywh Lucmio-i

Appendix D



Appendix fi

APPENDIX E - Extracted Output

FormOIl (writer 1) extracted words

FW ViotnJ\

(0] MetLrtB

E29 HoeW WoOJ U- W 4/s \Narr/A/&HJrfM
[OTTSI a S O EEEEI

B §- HtkIftK Tu.rtci/H IA>ITSN  b/Véitiavl

rMVJ  PKQ |06 KBS NwM ?pexl iSTfegrr

pro ic”s”
BM3 R'iqiiq ratn
73 i sTrs gro 0
B*IS *E23
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Appendix G

APPENDIX G —List of Lexicons used in Experiment IV (section 4.7)

Page Gl Service Used (5 words)
Page Gl Month (20 words)

Page G1 Item Description (21 words)
Page Gl Name (167 words)

Page G2 Town (163 words)

Page G3 Country (230 words)

Page G4 Address (524 words)

SERVICE USED (5 words)

ECONOMY, EURO, INTERNATIONAL, PARCELFORCE, STANDARD

MONTH (20 words)

JANUARY,JAN, FEBRUARY, FEB, MARCH, APRIL, MAY,JUNE, JUN, JULY,
AUGUST, AUG, SEPTEMBER, SEPT, OCTOBER, OCT, NOVEMBER, NOV,
DECEMBER, DEC

ITEM DESCRIPTION (21 words)

BOOKS, BOWLER, CAMERA, CARD, DIGITAL, DISCMAN, DOCUMENTS,
DRY, FOOD, GOLF, HAT,JACKET, LINED, PC, PILE, PLAYER,
PLAYSTATION, SET, SOFTWARES, SOUND, VIDEO

NAME (167 words)

ADAM, ADVANTAGE, AH, ALFIE, ALL, ALLEN, ANDREW, ARNOLD,
AXIOMETIC, BARRIE, BECKHAM, BENG, BETHALL, BIZK3T, BOBBY, BOH,
BOON, BRIAN, CARE, CHAN, CHEE, CHEUNG, CHIN, CHONG, CHOW,
CHRISTINE, CLAIR, CLARK, COLE, CORPORATION, DAVID, DAVIS,
DEHMSHKI, DIGITAL, DR, EASTWOOD, EBADIAN, EE, ELTON, EMMA,
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EVANS, FORSYTH, GOH, GORDON, GREAME, GROUP, GUEST, HAMLET,
HANDSOME, HENDRIX, HILTON, HOCK, HOE, HOLDINGS, HON, HUI,
IMAGE, INC, IRIN, IT, JACKY, JAMES, JAMSHID, JERAMJIH, JIM, IMMY,
JIUN, JOE, JOHN, JOHNSON, JON, JONES, JUL JUNE, IC, KAIL, KAREN,
KAUR, KENNY, KING, KOK, KONG, L, LAM, LIEW, LIM, LIMP, LIN, LO,
LONGSDALE, LOON, LTD, MANDANA, MARHILL, MARIO, MAY, MEDI,
MICHAEL, MICHELLE, MICROSOFT, MORGAN, NARAIN, NASSER,
NICEDAY, NIMA, OLIVER, OWEN, PAUL, PENNY, PETER, PETULA,
PIAO, PLC, PUZO, RENDELL, RIDING, ROBSON, RUTH, SAN, SCAN,
SCHOFIELD, SHAOMIN, SHARON, SHARPE, SHEQUAT, SHERKAT,
SHOOTER, SIEW, SIM, SIMON, SIN, SINGH, SMITH, STANNARD, STEVE,
STEVEN, STONES, SU, TA, TAN, TECHNOLOGY, TEO, TERENCE,
THENG, THONG, TNTU, TONY, TONY, TRAVAIL, WAL, WANG, WEBIE,
WEE, WHITE, WING, WONG, WOODHOUSE, WOON, YAP, YEE, YEN,
YIM, YONG, YOON, YUAN, ZHANG

TOWN (163 words)

ABERDEEN, ALCESTER, ALEXANDRIA, ASHFORD, BAKAR, BAKEWELL,
BALDOCK, BARFORD, BARNES, BASFORD, BATH, BATHGATE, BAYTON,
BEDFORD, BEESTON, BELFAST, BIRKENHEAD, BIRMINGHAM,
BLACKPOOL, BLAKENHALL, BOLLINGTON, BOSTON, BOWLING,
BRICKYARD, BRIDGFORD, BRIGHTON, BRISTOL, BRIXTON, BROMLEY,
BUCKINGHAM, CALLINGTON, CAMBERWELL, CAMBRIDGE, CAMDEN,
CANTERBURY, CARDIFF, CHATHAM, CHELSEA, CHELTENHAM,
CHESTER, CFIILWELL, CHIPPING, CORBY, COVENTRY, CRESCENT,
CRINGLEFORD, CROYDON, DARTFORD, DAVYHULME, DERBY,
DORCHESTER, DUBLIN, DUNDEE, EALING, EAST, EASTBOURNE,
EATON, EDINBURGH, ENFIELD, ESSEX, EXETER, FOLKESTONE,
FOXTROT, FREDERICK, GEORGE, GLANMORGAN, GLASGOW,
GORWAY, GRANTHAM, GREEN, GREENWICH, HALIFAX, HAMPSTEAD,
HARLOW, HASTINGS, HATFIELD, HERTFORD, FIONITON, HUDSON,
HULL, HYTHE, INVERNESS, IPSWICH, JERSEY, JEWRY, JINJANG,
KINGSWEAR, KLANG, KLUANG, KUALA, LANCASTER, LEEDS,
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LEICESTER, LEIGH, LINCOLN, LIVERPOOL, LONDON,
LOUGHBOROUGH, LUMPUR, LUTON, MAIDENHEAD, MAIDSTONE,
MANCHESTER, MANSFIELD, MARLOW, MARYLERONE, MELBOURNE,
MERSEYSIDE, MIDDLESBROUGH, NEW, NEWARK, NEWBURY,
NEWCASTLE, NEWHAM, NEWPORT, NEWTOWN, NORTH,
NORTHAMPTON, NORTHERN, NORWICH, NOTTINGHAM, OXFORD,
PENARTH, PERTH, PETERBOROUGH, PETERCULTER, PLYMOUTH,
PORLOCK, PORTSMOUTH, READING, RENFEW, ROYSTON, RYE,
SALISBURY, SANDHURST, SANDWICH, SEAFORD, SELANGOR,
SHEFFIELD, SLOUGH, SODBURY, SOLLEY, SOUTHAMPTON,
STANNINGTON, STRETFORD, SUDBURY, SWALEDALE, SWAN,
SWANSEA, SWINDON, VAUXHALL, WALSALL, WALTON, WARWICK,
WATERFORD, WELLESBOURNE, WELLINGTON, WESTERN, WILTON,
WIMBLEDON, WINDSOR, WOLVERHAMPTON, YORK

COUNTRY (230 words)

AFGHANISTAN, AFRICA, AFRICAN, ALBANIA, ALGERIA, AND,
ANDORRA, ANGOLA, ANTIGUA, ARAB, ARABIA, ARGENTINA, ARMENIA,
AUSTRALIA, AUSTRIA, AZERBAIJAN, BAHAMAS, BAHRAIN,
BANGLADESH, BARBADOS, BARBUDA, BELGIUM, BELIZE, BELORUSSIA,
BENIN, BHUTAN, BOLIVIA, BOSNIA, BOTSWANA, BRAZIL, BRITAIN,
BRUNEI, BULGARIA, BURKINA, BURMA, BURUNDI, CAMBODIA,
CAMEROON, CANADA, CAPE, CENTRAL, CHAD, CHILE, CHINA, CITY,
COAST, COLOMBIA, COMOROS, CONGO, COSTA, CROATIA, CUBA,
CYPRUS, CZECH, DENMARK, DJIBOUTI, DOMINICA, DOMINICAN,
ECUADOR, EGYPT, EL, EMIRATES, ENGLAND, EQUATORIAL, ERITREA,
ESTONIA, ETHIOPIA, FEDERATION, FIJI, FINLAND, FRANCE, GABON,
GAMBIA, GB, GEORGIA, GERMANY, GHANA, GREAT, GREECE,
GRENADA, GRENADINES, GUATEMALA, GUINEA, GUINEA-BISSAU,
GUYANA, HAITI, HERZEGOVINA, HONDURAS, HONG, HUNGARY,
ICELAND, INDIA, INDONESIA, IRAN, IRAQ, IRELAND, ISLANDS, ISRAEL,
ITALY, IVORY, JAMAICA,JAPAN,JORDAN, KAZAKHSTAN, KENYA,
KINGDOM, KIRIBATI, KITTS, KONG, KOREA, KUWAIT, KYRGYZSTAN,
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LANKA, LAOS, LATVIA, LEBANON, LEONE, LESOTHO, LIBERIA, LIBYA,
LIECHTENSTEIN, LITHUANIA, LUCIA, LUXEMBOURG, MACEDONIA,
MADAGASCAR, MALAWI, MALAYSIA, MALDIVES, MALI, MALTA, MARINO,
MARSHALL, MAURITANIA, MAURITIUS, MEXICO, MICRONESIA,
MOLDOVIA, MONACO, MONGOLIA, MOROCCO, MOZAMBIQUE, MSIA,
MYANMAR, NAMIBIA, NAURU, NEPAL, NETHERLANDS, NEVIS, NEW,
NICARAGUA, NIGER, NIGERIA, NORTH, NORWAY, OMAN, PAKISTAN,
PALAU, PANAMA, PAPUA, PARAGUAY, PERU, PHILIPPINES, POLAND,
PORTUGAL, PRINCIPE, QATAR, REPUBLIC, RICA, ROC, ROMANIA,
RUSSIAN, RWANDA, SABAH, SAINT, SALVADOR, SAMOA, SAN, SAO,
SAUDI, SENEGAL, SEYCHELLES, SIERRA, SINGAPORE, SLOVAKIA,
SLOVENIA, SOLOMON, SOMALIA, SOUTH, SPAIN, SRI, STATES, SUDAN,
SURINAME, SWAZILAND, SWEDEN, SWITZERLAND, SYRIA, TAIWAN,
TAJIKISTAN, TANZANIA, THAILAND, THE, TOBAGO, TOGO, TOME,
TONGA, TRINIDAD, TUNISIA, TURKEY, TURKMENISTAN, TUVALU,
UGANDA, UK, UKRAINE, UNITED, URUGUAY, UZBEKISTAN, VANUATU,
VATICAN, VENEZUELA, VERDE, VIETNAM, VINCENT, YEMEN,
YUGOSLAVIA, ZAIRE, ZAMBIA, ZEALAND, ZIMBABWE

ADDRESS (524 words)

ABBEY, ABBOT, ABBOTSFORD, ABC, ABERDEEN, ABU, AFGHANISTAN,
AFRICA, AFRICAN, ALBANIA, ALCESTER, ALEXANDRIA, ALGERIA,
ALLEY, AMBLESIDE, AMPANG, AND, ANDORRA, ANGOLA, ANNS,
ANTIGUA, ARAB, ARABIA, ARGENTINA, ARMENIA, ASHFORD,
ASHWOOD, AUSTRALIA, AUSTRIA, AV, AVE, AVENUE, AZERBAIJAN,
BAHAMAS, BAHRAIN, BAKAR, BAKEWELL, BALDOCIC, BANGLADESH,
BANGOR, BARBADOS, BARBUDA, BARFORD, BARNES, BARU, BASFORD,
BATH, BATHGATE, BATU, BAYTON, BEDFORD, BEESTON, BELFAST,
BELGIUM, BELIZE, BELORUSSIA, BENIN, BHUTAN, BIRKENHEAD,
BIRMINGHAM, BLACKPOOL, BLAKENHALL, BLOCK, BLUEHEAD,
BOLIVIA, BOLLINGTON, BOMBAY, BOOTH, BOSLY, BOSNIA, BOSTON,
BOTSWANA, BOULEVARD, BOWLING, BRAZIL, BRICKYARD,
BRIDGFORD, BRIGHTON, BRISTOL, BRITAIN, BRIXTON, BROMLEY,
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BROWNING, BRUNEI, BUCKINGHAM, BULGARIA, BUNGA, BURKINA,
BURMA, BURTON, BURUNDI, BV, CALLINGTON, CAMBERWELL,
CAMBODIA, CAMBRIDGE, CAMDEN, CAMEROON, CANADA,
CANTERBURY, CAPE, CARDIFF, CARLTON, CENTRAL, CENTRE, CHAD,
CHARLES, CHATHAM, CHELSEA, CHELTENHAM, CHERAS, CHESTER,
CHILE , CHILWELL, CHINA, CHIPPING, CITY, CLO, CLOSE, COAST,
COLLEGE, COLOMBIA, COLWICK, COMOROS, CONGO, CONINGSWATH,
CONWAY, CORBY, CORONATION, COSTA, COUNTY, COVENTRY, CRAFT,
CRESCENT, CRINGLEFORD, CROATIA, CROYDON, CRYSTAL, CUBA,
CYPRUS, CZECH, DARTFORD, DAVYHULME, DEATH, DENMARK, DERBY,
DESA, DJIBOUTL, DOMINICA, DOMINICAN, DORCHESTER, DOWNTOWN,
DR, DRIVE, DUBLIN, DUNDEE, EALING, EAST, EASTBOURNE,
EASTFIELD, EATON, ECUADOR, EDINBURGH, EGYPT, EL, EMIRATES,
EMPAT, ENFIELD, ENGLAND, EQUATORIAL, ERITREA, ESSEX, ESTONIA,
ETHIOPIA, EXETER, FEDERATION, FELSTEAD, FIJI, FINLAND,
FOLKESTONE, FOXTROT, FRANCE, FREDERICK, GABON, GAMBIA,
GARDEN, GB, GEDLING, GEORGE, GEORGIA, GERMANY, GHANA,
GLANMORGAN, GLASGOW, GOOD, GORWAY, GRANTHAM, GREAT,
GREECE, GREEN, GREENWICH, GRENADA, GRENADINES, GROVE,
GUATEMALA, GUINEA, BISSAU, GUYANA, HAITIL, HAJI, HALIFAX,
HAMPDEN, HAMPSTEAD, HANG, HARLOW, HASTINGS, HATFIELD,
HEMSHILL, HERTFORD, HERZEGOVINA, HIGH, HILL, HOLE,
HONDURAS, HONG, HONITON, HOSPITAL, HOUSE, HUDSON, HULL,
HUNGARY, HYSON, HYTHE, ICELAND, INCHVIEW, INDIA, INDONESIA,
INVERNESS, IPSWICH, IRAN, IRAQ, IRELAND, ISLANDS, ISRAEL, ITALY,
IVORY, IVY,JALAN, JAMAICA, JAPAN, JAYA, JERSEY, JEWRY, JINJANG,
JOHOR, JORDAN, KAMPUNG, KAZAKHSTAN, KENSINGTON, KENYA,
KEPONG, KESWICK, KING, KINGDOM, KINGSWEAR, KIRIBATI, KITTS,
KLANG, KLUANG, KONG, KOREA, KOWLOON, KUALA, KUANTAN,
KULAI, KUWAIT, KYRGYZSTAN, LAMA, LANCASTER, LANE, LANKA,
LAOS, LATVIA, LEBANON, LEEDS, LEICESTER, LEIGH, LENTON, LEONE,
LESOTHO, LEWIS, LIBERIA, LIBYA, LIECHTENSTEIN, LINCOLN,
LITHUANIA, LIVERPOOL, LONDON, LONG, LORNE, LORONG,
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LOUGHBOROUGH, LUCIA, LUMPUR, LUTON, LUXEMBOURG,
MACEDONIA, MADAGASCAR, MAIDENHEAD, MAIDSTONE, MALACCA,
MALAWI, MALAYSIA, MALDIVES, MALIL, MALTA, MANCHESTER,
MANSFIELD, MAPPERLY, MARINO, MARLOW, MARSHALL,
MARUNGFORD, MARYLEBONE, MAURITANIA, MAURITIUS, MEDICAL,
MELBOURNE, MERSEYSIDE, MEXICO, MICRONESIA, MIDDLESBROUGH,
MOLDOVIA, MONACO, MONGOLIA, MOROCCO, MOZAMBIQUE,
MYANMAR, NAMIBIA, NAURU, NEPAL, NETHERLANDS, NEVIS, NEW,
NEWARK, NEWBURY, NEWCASTLE, NEWHAM, NEWPORT, NEWTOWN,
NICARAGUA, NIGER, NIGERIA, NORTH, NORTHAMPTON, NORTHERN,
NORWAY, NORWICH, NOTTINGHAM, OLD, OMAN, OXFORD, PAKISTAN,
PALAU, PANAMA, PANDAN, PAPUA, PARAGUAY, PARK, PASAR, PEEL,
PENARTH, PERSIARAN, PERTH, PERU, PETERBOROUGH, PETERCULTER,
PEVERILE, PHILIPPINES, PLACE, PLYMOUTH, POLAND, PORLOCIC,
PORTSMOUTH, PORTUGAL, PRINCIPE, PUCHONG, QATAR, QUEEN,
QUEENS, RADFORD, RAYA, RD, READING, REGENT, RENFEW,
REPUBLIC, RICA, RING, ROAD, ROC, ROMANIA, ROW, ROYSTON,
RUBBER, RUSSIAN, RUTHERGLEN, RWANDA, RYE, SABAH, SAINT,
SALISBURY, SALVADOR, SAMOA, SAN, SANDHURST, SANDWICH,
SANERSONS, SAO, SAUDI, SCOTLAND, SEAFORD, SELANGOR, SENEGAL,
SEYCHELLES, SHAKESPEARE, SHEFFIELD, SHELLEY, SHERWOOD,
SIERRA, SINGAPORE, SKYLINE, SLOUGH, SLOVAKIA, SLOVENIA,
SODBURY, SOLLEY, SOLOMON, SOMALIA, SOUTH, SOUTHAMPTON,
SPAIN, SQ, SQUARE, SRI, ST, STANNINGTON, STATES, STOKE, STREET,
STRETFORD, SUDAN, SUDBURY, SURINAME, SWALEDALE, SWAN,
SWANSEA, SWAZILAND, SWEDEN, SWINDON, SWITZERLAND, SYRIA,
TAIWAN, TAJIKISTAN, TAMAN, TANZANIA, TEMPLE, TERRACE,
THAILAND, THE, TIGA, TOBAGO, TOGO, TOME, TONGA, TOWER,
TRENT, TRINIDAD, TRUMPET, TUNISIA, TURKEY, TURKMENISTAN,
TURNPIKE, TUVALU, UGANDA, UIC, UKRAINE, UNITED, UNIVERSITY,
URUGUAY, UZBEKISTAN, VALE, VANUATU, VATICAN, VAUXHALL,
VENEZUELA, VERDE, VIETNAM, VINCENT, WALES, WALK, WALSALL,
WALSALL, WALTON, WARWICK, WATERFORD, WELLESBOURNE,
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WELLINGTON, WESTERN, WILLIAM, WILTON, WIMBLEDON, WINDSOR,
WOLVERHAMPTON, YEMEN, YORK, YUGOSLAVIA, ZAIRE, ZAMBIA,
ZEALAND, ZIFFA, ZIMBABWE





