A Network Analysis of the Fear of COVID-19 Scale (FCV-19S): A Large-Scale Cross-Cultural Study in Iran, Bangladesh, and Norway

Oscar Lecuona 1,4, Chung-Ying Lin 2,3,4,5,†, Dmitri Rozgonjuk 6,7, Tone M. Norekvål 8,9, Marjolein M. Iversen 8,9, Mohammed A. Mamun 10,11,12,13, Mark D. Griffiths 14, Ting-I Lin 15,9 and Amir H. Pakpour 16,17,8

Abstract: The rapid spread of the coronavirus disease 2019 (COVID-19) has led to high levels of fear worldwide. Given that fear is an important factor in causing psychological distress and facilitating preventive behaviors, assessing the fear of COVID-19 is important. The seven-item Fear of COVID-19 Scale (FCV-19S) is a widely used psychometric instrument to assess this fear. However, the factor structure of the FCV-19S remains unclear according to the current evidence. Therefore, the present study used a network analysis to provide further empirical evidence for the factor structure of FCV-19S. A total of 24,429 participants from Iran (n = 10,843), Bangladesh (n = 9906), and Norway (n = 3680) completed the FCV-19S in their local language. A network analysis (via regularized partial correlation networks) was applied to investigate the seven FCV-19S items. Moreover, relationships between the FCV-19S items were compared across gender (males vs. females), age groups (18–30 years, 31–50 years, and >50 years), and countries (Iran, Bangladesh, and Norway). A two-factor structure pattern was observed (three items concerning physical factors, including clammy hands, insomnia, and heart palpitations; four items concerning psychosocial factors, including being afraid, uncomfortable, afraid of dying, and anxious about COVID-19 news). Moreover, this pattern was found to be the same among men and women, across age groups and countries. The network analysis used in the present study verified the two-factor structure for the FCV-19S. Future studies may consider using the two-factor structure of FCV-19S to assess the fear of COVID-19 during the COVID-19 era.
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1. Introduction

The world has been hugely impacted by the rapid spread of coronavirus disease 2019 (COVID-19). It has infected more than 270 million people worldwide, causing over 6.3 million deaths at the time of writing [1]. Consequently, the COVID-19 pandemic has been viewed as one of the most unprecedented health crises [2], and one of the worst global crises since the Second World War [3]. Among other factors, governments and institutions have asserted age as a major risk factor [4]. Even before the World Health Organization (WHO) declared COVID-19 as a worldwide pandemic, some countries implemented early responses to inhibit the spread of the virus (e.g., border controls, quarantines or lockdowns, school closures, social distancing, and remote working) [5,6]. These early responses implemented by governmental authorities markedly (and suddenly) changed people’s everyday lives. Unfortunately, such implementations are likely to increase psychological distress because they restrict gatherings and social interactions, which are among individuals’ most basic needs [7–11]. Therefore, vaccination appears to be the only solution to control the situation for life to go back to normal [7,12,13]. However, because of vaccine hesitancy and equality, the efficiency of COVID-19 vaccinations may not reach full potential in controlling the spread of COVID-19 [14–17]. Consequently, COVID-19 remains a serious issue for individuals. Moreover, fear of COVID-19 continues to be a public health and mental health problem [18–21].

COVID-19 (as compared with other infectious diseases) features a high rate of transmission, a high speed of mutating into different variants, and relatively high mortality due to its epidemic nature [22–25]. With such features, fear of COVID-19 has been reported across countries [26–28]. Regarding psychological mechanisms, fear of COVID-19 can be caused by the disease’s (i) fast and invisible transmission (i.e., individuals do not know whether they are in an environment with a high risk of infection); and (ii) complications and mortality (i.e., individuals may fear the serious consequences resulting from COVID-19). Indeed, news and media information regarding COVID-19 appear to be associated with fear of COVID-19, given that most news and media information provide anxiety-inducing stories, such as the high transmission and mortality rates [19,29–31]. Consequently, other psychosocial challenges and behaviors are likely to be accompanied by an increase in fear of COVID-19, including stigma, discrimination, and loss [7–11,32]. If fear of COVID-19 can be controlled at a low level, the protection motivation theory suggests that such fear may lead to good practices, such as preventative behaviors (e.g., wearing a mask, social distancing, washing hands, etc.) [33]. However, if fear of COVID-19 cannot be controlled, and it remains high, this may lead to socially disruptive behaviors, such as potential increases in social conflicts [34], prison riots [35], food shortages [32,36], or dissemination of COVID-19-related conspiracy theories [37], which can lead to distrust in science [38,39]. In this regard, assessing the fear of COVID-19 is an important topic in the current COVID-19 pandemic era.

Ahorsu et al. [40] identified the importance of the fear of COVID-19. They developed and validated the seven-item Fear of COVID-19 Scale (FCV-19S) to assess the fear of COVID-19. Currently, there are over 20 language versions of the FCV-19S and much evidence has been reported regarding its psychometric properties [26,41,42]. More specifically, this includes primary psychometric testing methods that assess the validity of FCV-19S, such as exploratory factor analyses (EFA), confirmatory factor analyses (CFA) [42], Rasch analysis, and the item response theory analysis [26,43]. Much of the current evidence regarding the factor structure of the FCV-19S suggests a one-factor solution but some studies have outlined error variances in the one-factor structure [44–48]. Some evidence instead suggests a two-factor solution, including a psychosocial (or psychological) factor (Items 1, 2, 4, 5) and a physical (or physiological) factor (Items 3, 6, 7) [49–53]. Other
evidence suggests a bifactor model (i.e., having a general factor of fear and two specific factors of physical and psychosocial fear) [41,54–56]. In brief, the FCV-19S has robust psychometric properties, but the relationships among the seven items remain unclear. Therefore, using an alternative to explore the FCV-19S regarding its seven items is of great psychometric interest.

A novel way to further explore the FCV-19S is to utilize a psychometric network analysis because it has the features of “structure, positions, and dyadic properties and the overall ‘shape’ of ties on graph-theoretic properties” [57] (p. 894). Network analyses—importing frameworks in social sciences and graph theory—are applied to psychology research mainly as correlations between variables (also known as psychometric networks [58]).

In brief, a network analysis assumes psychological variables (or ‘nodes’) to correlate (or ‘edges’) between each other. This allows one to explore and model complex sets of multivariate data, flexibly and robustly, without needing strong theoretical models [58]. Some applied examples are present in psychopathology [59], personality [60], social psychology [61], and psychometric research [62,63]. Therefore, a network analysis can help researchers quickly understand the relationships between variables and provide exploratory interactive models [64]. More specifically, a network analysis can explore how the variables (e.g., the present study’s seven FCV-19S items) covary with each other. In addition, a network analysis allows researchers to map the centrality of each item (i.e., the relative importance) and the potential existence of groups of items representing latent variables or just clusters of items. Finally, networks can be estimated and compared for subsamples (e.g., age groups, gender, country of residence), allowing researchers to explore variations (or lack thereof) in measurement. These properties appear useful to further explore the psychometric properties of the FCV-19S. With these promising features, the present study examined the associations of the seven fear of COVID-19 items utilizing a psychometric network approach [65,66].

Consequently, the present study was conducted to explore and understand the specific item features in the FCV-19S utilizing a network analysis. Moreover, the present study compared the FCV-19S networks by gender (males vs. females), country (Iran, Bangladesh, and Norway), and age group (18–30 years, 31–50 years, and over 50 years). Therefore, a deeper and more complex study of the FCV-19S is provided, improving previous literature investigating its psychometric properties.

2. Materials and Methods
2.1. Participants and Study Procedure

The present study pooled data (n = 24,429) from four cross-sectional datasets from Iran (one dataset), Bangladesh (one dataset), and Norway (two datasets). Each dataset is described below. The study procedure is visualized in Figure 1.
2.1.1. Iran

The Iranian data included the general population of residents in Qazvin province (a city near Tehran), Iran. The data were representative of all residents in Qazvin province \((n = 10,843)\). A multistage stratified cluster sampling approach was used to collect data from adults (aged 18 years or older) in Qazvin between 19 February and 9 April 2021. The data collection procedure was approved by the Ethics Committee of Qazvin University of Medical Sciences (IR.QUMS.REC.1399.418) and all study participants provided written informed consent before enrollment [67].

2.1.2. Bangladesh

The Bangladeshi data were collected nationwide through a web-based platform using social media among 64 districts of Bangladesh between 1 and 10 April 2020. All residents in Bangladesh (aged 10 years and above) were eligible to participate in the study. A total of 10,067 participants completed the study measure. However, minors (i.e., <18 years old, \(n = 152\)) were excluded from the present study to align the ages, i.e., to be similar to participants from Iran and Norway. A total of 9907 Bangladeshi participants’ data were used for the present data analysis. The Ethical Committee of Jahangirnagar University, Bangladesh (BBEC, JU/M 2020/COVID-19/(9)2) and the Institute of Allergy and Clinical Immunology of Bangladesh ethics board, Bangladesh (IRBIACIB/CEC/03202005), approved the data collection procedure. All participants provided their written informed consent before study initiation.

2.1.3. Norway

The Norwegian data was composed of two samples. The first sample was a representative sample of adult inhabitants in the city of Bergen in western Norway who were invited in April 2020 to participate in a study surveying the effects of the lockdown during the COVID-19 pandemic [68]. For the present study, 1500 individuals were randomly selected to participate in a follow-up survey in June 2020. A total of 1089 (73%) participated in the second wave. As 26 participants either did not respond to any items in this follow-up survey or did not respond to the FCV-195, 1063 individuals were available for analysis. The study was approved by the Norwegian Regional Committee for Ethics in Medical Research (REK 2020/131560). All participants provided informed consent by responding to the emailed survey; confidentiality and the right to withdraw from the study were assured [51].

The second sample from Norway was composed of targeted undergraduate nursing students from five universities in February 2021. All full-time and part-time baccalaureate
nursing students aged 18 years of age or older from five Norwegian universities at ten different campuses (N = 2617) were invited to take part in a web-based cross-sectional survey. The students consented to participate by responding to the survey. The respondents’ IP addresses were not registered, and their answers could not be linked to their identities in any way. Therefore, their participation was anonymous and ethical approval was not required according to Norwegian legislation [69].

2.2. Measure: Fear of COVID-19 Scale (FCV-19S)

The FCV-19S contains seven items rated on a five-point Likert scale. A higher score in the FCV-19S indicates a greater level of fear of COVID-19 [40]. The original FCV-19S was developed in Persian, and then it was translated into Bangla and Norwegian with promising psychometric properties and measurement invariance across countries [51,70]. Therefore, the FCV-19S used in the present study was appropriate for collecting information from Iranian (Persian-speaking), Bangladeshi (Bangla-speaking), and Norwegian (Norwegian-speaking) populations.

2.3. Data Analyses

Descriptive statistics were obtained for all variables and plots were examined (for the FCV-19S items, central tendency, and dispersion statistics are provided). To explore the relationships between items, regularized partial correlation networks (RPCNs [71]) were implemented. RPCNs import the network analysis framework to relationships between psychological variables. Therefore, network nodes (the basic components of the network) represent variables, and edges (links between nodes) represent partial regularized correlations. Mathematically, RPCNs take a correlation matrix (in this case, the polychoric correlation matrix since all items were ordinal) as an input to partialize all correlations for all other present correlations in the matrix. It then regularizes the false positive rate of the network forcing near-zero correlations to zero, assuming them to be essentially uncorrelated. The standard estimation method is the expected Bayesian inference criteria (EBIC) with the graphical least absolute shrinkage optimization (gLASSO) regularization. However, power and replicability analyses indicated problems of specificity in the present sample, so an alternative estimation method was chosen that showed high specificity and sensitivity, namely, the unregularized Gaussian graphical model search and selection (‘GGMModSelect’; see Supplementary Materials for details) [72]. This method starts with a network estimated by the gLASSO, and iteratively adds and removes edges until the EBIC can no longer be improved. All subsequent analyses were performed with the estimated network with ‘GGMModSelect’. In addition, a proportion of explained variances for each node by the network can be obtained with the R² statistic. The final product of this process is a partial regularized correlation matrix, named the ‘weight matrix’.

Following Mullarkey et al. [73], item standard deviations (with an exclusion criterion below 2.5 SDs of standard deviations) were examined since small-variance items can influence the final estimates of the network. Moreover, conceptually or empirically overlapping items can bias network estimations since they could measure latent traits without relevant, unique content. Therefore, empirically overlapping items with the three-step approach were searched for. More specifically, the research team (i) selected pairs of items with potential conceptual overlap and estimated their correlations, (ii) obtained their mean and SD to form a criterion of 1 SD as empirically overlapping items, and (iii) created composite scores for each resulting pair, reducing the network. No items met the criteria. To assess network replicability in-depth, bootstrap techniques to the network were applied. This allowed obtaining confidence intervals for edges and other relevant statistics (provided in the results when available). In addition, the correlation stability (CS) coefficient was implemented to assess the stability of edges, with values above 0.25 as a minimum, and values above 0.5 as an ideal [71]. Once the replicability of the network was assessed, the network was graphically represented (see Figure 2 for an example). Each node (i.e., variable) is represented with a circle with a surrounding pie representing the
total explained variance by other nodes (i.e., the R\textsuperscript{2} statistic). Each edge (i.e., correlation) is represented with a line connecting two nodes, where color represents its sign (e.g., blue for positive and red for negative correlations) and thickness represents its magnitude (i.e., thicker lines as higher in absolute value, and thinner as lower in absolute value). To allocate the nodes, the Fruchterman–Reingold algorithm provides a graphical allocation of nodes according to their relevance in the network (i.e., the more intense correlations with each variable). This algorithm was chosen because it provides visually clear and intuitive displays (alternative methods of network plots were examined and are provided in the Supplementary Materials).
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**Figure 2.** Estimated network of the FFMQ with the 1- and 2-factor solution Fruchterman–Reingold method. Note: Items are rounded in circles, with pies representing the explained variance (R\textsuperscript{2}) of each item. Lines connecting items represent correlations, blue = positive correlations, with thicker lines representing stronger correlations. Highly correlated items tend to be closer, while non-correlated nodes tend to be farther.

Once the network is estimated, it is relevant to assess possible groups of nodes and the relative importance of each node. To explore groups of nodes (e.g., due to latent variables), an exploratory graph analysis (EGA; [74]) was implemented. This technique has shown comparable performances to traditional latent variable extraction methods, such as parallel analysis [75]. Other algorithms were also implemented to compare with the EGA default (i.e., walktrap), such as spinglass and multilevel. To assess the stability of EGA, all EGAs were bootstrapped. Entropy indices [76] and CFA-based fit indices (i.e., CFI and RMSEA) were estimated and interpreted to assess model fit. Finally, an exploratory factor analysis was performed for this sample as a comparison to RPCNs and EGA estimates with a more standard technique (see Supplementary Materials for details).

To explore the relative importance of each node, a centrality analysis was implemented. Centrality involves the intensity, closeness, and inter-connectivity or betweenness of each node. Due to bias and interpretation issues when latent variables are involved [77], standard centrality indices were not considered for structures with more than one cluster or factor. Instead, bridge centrality indices were implemented [78]. These centrality indices allow assessing to which degree each node is relatively important within the network without inflation due to common factors, such as item clusters. To do so, they extract the variance explained in each node due to variables from the same cluster, allowing for an assessment of relative importance without inflation due to latent variables. Therefore, the centrality of each node can be estimated without the inflation of relative importance due to clusters. In addition, the degree to which items from different clusters interact with each other can be assessed.
To compare networks by gender, age group, and country, subset networks between males and females, between young and old, and between Iran, Bangladesh, and Norway were estimated. To do this, the joint graphical lasso analysis, using the fused graphical lasso estimation method was implemented [58, 79]. This method allowed to estimate a group of networks using regularization of the differences in parameters across groups (an empirical example is available in Fried [80]). All subset networks were estimated using the fused graphical lasso estimation method. This method allowed to estimate a group of networks using regularization of the differences in parameters across groups (an empirical example is available in Fried [80]). All subset networks were examined in power, predictability, and dimensionality with the same procedure as the overall network. In addition, all networks were bootstrapped to enable comparison. Other analytic frameworks were discarded to do this (e.g., network comparison test) due to having large sample sizes, making p-values too sensitive to non-meaningful deviations. To make the visual comparison between networks intuitive, all subset networks that showed relevant differences were plotted with the average placement for each node. This way, the only visual differences were in the correlations between subsamples.

All analyses were computed using the R environment [81]. Descriptive statistics were computed using psych [82], while the network analyses were computed using bootnet [71], mgm [83], and networktools [84]. The EGAs were computed using EGAnet [85, 86], and the EFAs were computed using psych [82]. The joint graphical lasso was estimated using EstimateGroupNetwork [79].

3. Results

For all samples, item descriptive statistics did not show relevant skewness except for age (Table 1). Therefore, the mean and standard deviation (SD), as their central tendency and dispersion estimators, were selected. All items had means around 2.5 and 3 (the central category) and SDs around 1. No items showed informativeness issues (none had SDs relevantly below the rest).

<table>
<thead>
<tr>
<th>Items</th>
<th>Overall (N = 24,429)</th>
<th>Men (N = 10,149)</th>
<th>Women (N = 11,657)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
</tr>
<tr>
<td>1</td>
<td>3.51</td>
<td>1.23</td>
<td>3.40</td>
</tr>
<tr>
<td>2</td>
<td>3.53</td>
<td>1.19</td>
<td>3.35</td>
</tr>
<tr>
<td>3</td>
<td>2.37</td>
<td>1.21</td>
<td>2.26</td>
</tr>
<tr>
<td>4</td>
<td>3.04</td>
<td>1.39</td>
<td>2.93</td>
</tr>
<tr>
<td>5</td>
<td>3.25</td>
<td>1.26</td>
<td>3.16</td>
</tr>
<tr>
<td>6</td>
<td>2.29</td>
<td>1.21</td>
<td>2.00a</td>
</tr>
<tr>
<td>7</td>
<td>2.51</td>
<td>1.30</td>
<td>2.49</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Items</th>
<th>Iran (N = 10,843)</th>
<th>Bangladesh (N = 9906)</th>
<th>Norway (N = 3680)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
</tr>
<tr>
<td>1</td>
<td>3.62</td>
<td>1.36</td>
<td>3.60</td>
</tr>
<tr>
<td>2</td>
<td>3.62</td>
<td>1.29</td>
<td>3.51</td>
</tr>
<tr>
<td>3</td>
<td>2.00a</td>
<td>1.48a</td>
<td>2.49</td>
</tr>
<tr>
<td>4</td>
<td>3.53</td>
<td>1.39</td>
<td>2.92</td>
</tr>
<tr>
<td>5</td>
<td>3.24</td>
<td>1.35</td>
<td>4.00a</td>
</tr>
<tr>
<td>6</td>
<td>2.39</td>
<td>1.31</td>
<td>2.42</td>
</tr>
<tr>
<td>7</td>
<td>2.47</td>
<td>1.32</td>
<td>2.86</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Items</th>
<th>18–30 years old (N = 13,494)</th>
<th>30–50 years old (N = 8113)</th>
<th>&gt;50 years old (N = 2412)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
</tr>
<tr>
<td>1</td>
<td>3.49</td>
<td>1.16</td>
<td>3.61</td>
</tr>
<tr>
<td>2</td>
<td>3.55</td>
<td>1.13</td>
<td>3.59</td>
</tr>
<tr>
<td>3</td>
<td>2.39</td>
<td>1.16</td>
<td>2.41</td>
</tr>
<tr>
<td>4</td>
<td>2.91</td>
<td>1.35</td>
<td>3.34</td>
</tr>
</tbody>
</table>
The FCV-19S items showed a positively correlated network (Figure 2) with moderate-to-high predictability (mean of $R^2 = 0.481, SD = 0.028$). The bootstrap analysis showed a generally stable network (see Supplementary Materials), with little differences between samples, stability in case-drops, and correlation stability coefficients of 0.75, which are interpreted as stable. In addition, multi-dimensional scaling plots showed few differences with the Fruchterman–Reingold network, allowing Figure 2 to be used as an interpretable spatial network. The EGAs produced mixed results (see Supplementary Materials, for details). The default algorithm (i.e., walktrap) showed strong support for the one-factor structure. In addition, bootstrap analyses and dimension and stability analyses showed strong support for this structure. However, the alternative algorithms (i.e., spinglass and multi-level) showed strong support for a two-factor structure. In addition, the entropy and CFA-fit indices showed support for the two-factor structure. Finally, the EFA provided mixed support for the network. More specifically, while parallel analysis highly suggested a one-factor model, fit indices favored the two-factor model over the one-factor and three-factor models. Factor loadings also showed mixed results. All things considered, the network of the overall sample was interpreted as stable and provided an unclear structure between one and two factors. The one-factor structure provided a single ‘Fear of COVID-19’ cluster, while the two-factor structure provided a ‘Physical’ cluster, with items regarding physiological symptoms of fear (insomnia, heart palpitations, and clammy hands), and a ‘Psychosocial’ cluster, with items regarding psychological aspects (i.e., being afraid and uncomfortable with COVID-19, and being afraid to die), and more social aspects (i.e., being anxious due to COVID-19-related news) of fear.

Regarding the relative importance of nodes, centrality was estimated for the one-factor structure. While the “heart racing” and “insomnia” displayed the highest strength and expected influence, closeness and betweenness of these two items were medium or low. This was interpreted as showing intense but scarce edges (e.g., between themselves and with the “clammy hands” item). However, the items regarding anxiety—due to COVID-19 news and regarding being uncomfortable—displayed the highest closeness and betweenness with medium strength and expected influence. This was interpreted as the most connected items but with medium or light connections with the remaining items.

In addition, bridge centrality indices with bootstrapped confidence intervals were provided for the two-factor structure (Figure 3). The item regarding anxiety due to COVID-19-related news was the most central of all metrics. This is interpreted as the item showing several relevant connections with the ‘Physical’ cluster (i.e., insomnia, heart palpitations, and clammy hands). The second most central item regarded clammy hands, with a high bridge expected to influence and strength, but lower values in bridge centrality and betweenness. This was interpreted as this item showing relevant but scarce connections with the ‘Psychosocial’ cluster (more concretely, with being afraid to die, and being anxious due to COVID-19 news). These results are convergent with the centrality indices, indicating that possibly the most central (i.e., relevant) item of the network is the one regarding anxiety due to COVID-19 news.

<table>
<thead>
<tr>
<th>Item</th>
<th>SD</th>
<th>Median</th>
<th>Median absolute deviation</th>
<th>Item</th>
<th>SD</th>
<th>Median</th>
<th>Median absolute deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>3.33</td>
<td>1.19</td>
<td>3.26</td>
<td>1</td>
<td>1.34</td>
<td>2.92</td>
<td>1.33</td>
</tr>
<tr>
<td>6</td>
<td>2.24</td>
<td>1.16</td>
<td>2.40</td>
<td>2</td>
<td>1.28</td>
<td>2.24</td>
<td>1.24</td>
</tr>
<tr>
<td>7</td>
<td>2.57</td>
<td>1.30</td>
<td>2.51</td>
<td>3</td>
<td>1.32</td>
<td>2.31</td>
<td>1.28</td>
</tr>
</tbody>
</table>

Note. SD = standard deviation; $^*$ median and median absolute deviation (robust version) since skewness is $>11$ (item 5 in the Bangladesh sample and Items 6 and 7 in the Norway sample display the SD due to median absolute deviations $= 0$). Item 1 = I am most afraid of COVID-19. Item 2 = It makes me uncomfortable to think about COVID-19. Item 3 = My hands become clammy when I think about COVID-19. Item 4 = I am afraid of losing my life because of COVID-19. Item 5 = When watching news and stories about COVID-19 on social media, I become nervous or anxious. Item 6 = I cannot sleep because I’m worried about getting COVID-19. Item 7 = My heart races or palpitates when I think about getting COVID-19.
Figure 3. Centrality and bridge centrality indices for all items. Note: Horizontal axis represents scores in each bridge centrality index. Shaded regions represent 95% confidence intervals for the measures.

Comparison of Networks

Power and replicability analysis obtained similar levels to the overall network in all samples. More specifically, really high levels of specificity, sensitivity, and correlation between samples, along with high levels of replicated parameters (see Supplementary Materials, for details). Therefore, all subset samples appeared to be stable and replicable. Regarding gender, males and females showed little or no differences in most edges. Figure 4 displays bootstrapped edges in both samples. Significant differences in correlations (this is, non-overlapping confidence intervals) between males and females were mostly due to large sample sizes, which enabled narrow confidence intervals, but with small effect sizes. In addition, both samples found strong support for a one-cluster solution (see Supplementary Materials). Therefore, it can be interpreted that the FCV-19S seems to be mostly invariant regarding gender in its structure, with little or negligible differences.
Regarding age groups, Figure 5 displays bootstrapped edges for young- (18–29 years), mid- (30–49 years), and old- (50+ years) age groups. The edges display mostly the same values with slight differences (although more pronounced than between males and females). In addition, dimensionality was strongly supported as a two-cluster solution in all age groups. The dimensionality of structures in these samples was also stable (see Supplementary Materials). Therefore, it can be interpreted that the FCV-19S is mostly invariant regarding age groups, with little differences between age groups.
Regarding country, Figure 6 displays bootstrapped edges for the Iran, Bangladesh, and Norway samples (sorted alphabetically). Although a stable dimensionality was found in these subsamples, they showed more pronounced differences between edges than gender or age groups. These suggest that national differences may be relevant regarding fear of COVID-19 assessments. More specifically, the three subsamples seem to covary less in their edge levels. Figure 7 displays a detailed examination of network plots.

**Figure 6.** Bootstrapped edges for networks of Iran, Bangladesh, and Norway. Note: Horizontal axis represents edge weight. Shaded regions represent 95% confidence intervals for the measures.
Figure 7. Network plots for Iran, Bangladesh, and Norway, the Fruchterman–Reingold algorithm, with an average display between groups. Note: Items are rounded in circles, with pies representing the explained variance ($R^2$) of each item. Lines connecting items represent correlations, blue = positive correlations, with thicker lines representing stronger correlations. Highly correlated items tend to be closer, while non-correlated nodes tend to be farther. AfD = afraid to die; Afr = afraid; Umc = uncomfortable; AnN = anxiety from the news; CIH = clammy hands, HrR = heart racing; Ins = insomnia.

At first glance, the Norway sample seems to be less connected than the other samples. In contrast, the Bangladesh sample seems to display more intense associations between items, while the Iran sample displayed more intermediate values. The Bangladesh sample also displayed the most intense edges between clusters. However, it is important to note that all edges were positive. Finally, the dimensionality of these networks provided mixed results, not showing a clear preference for the one- or two-factor structures. Therefore, it can be interpreted that the FCV-19S may not be invariant regarding countries (regarding dimensionality and the intensity of their edges).

4. Discussion

To the best of the present authors’ knowledge, this is the first study to use network analyses to explore the in-depth relationships between the seven FCV-19S items across large international samples. The present study involved participants from three countries—Iran, Bangladesh, and Norway. Moreover, comparisons of the FCV-19S items
among gender, age group, and country were performed. The results indicated that the FCV-19S is a stable instrument with a two-factor structure and echoed the EFA findings in the present study. The two factors correspond to prior research also indicating a two-factor structure for FCV-19S [41,54–56], more specifically, physical and psychosocial clusters. Moreover, the two-factor structure was found to be stable across different samples in the present study, i.e., both gender samples (male and female), all the age group samples (18–30 years, 30–50 years, and over 50 years), and all the country samples (Iran, Bangladesh, and Norway) share the two-factor structure for the FCV-19S. Given that the data collections were in different time points (e.g., Iran and one set of Norway data were collected in 2021; Bangladesh and another set of Norway data were collected in 2020) and the method used in data collection (e.g., email survey, in-person survey), the entire present data were heterogeneous in addition to the national heterogeneity. Indeed, the present data were collected with a variety of epidemiological data (e.g., different mortality rates; different confirmed cases; different vaccine coverage across countries and time periods). Such epidemiological data may impact an individual’s fear of COVID-19. However, even under such heterogeneity, the present finding showed a stable correlation structure. However, the factor structure remains as additional evidence to discard these heterogeneities as influential factors for it.

The factor structure of the FCV-19S remains unclear as the current literature provides evidence for unidimensional [44–48], two-factor [49–53], and bifactor [41,54–56] structures. Moreover, some arguments regarding the factor structure of the FCV-19S have been made [87] because of the different perspectives in using factor analyses to investigate the factor structure of FCV-19S. Given that the current evidence in the factor structure of FCV-19S primarily relies on factor analysis [42], using another statistical approach to further examine the factor structure of FCV-19S provides useful supplementary evidence. Consequently, the network analysis used in the present study also provides mixed evidence between the one- and two-factor structures for the FCV-19S. However, previous literature might support the two-factor structure, as concurs with the findings by Barrios et al. [49], Bitan et al. [50], Iversen et al. [51], Midorikawa et al. [52], and Reznik et al. [53].

In addition to the two-factor structure, the results from the network analysis partially support the bifactor structure of FCV-19S reported in the literature [41,54–56]. More specifically, the interpretable spatial network is shown in Figures 2 and 4 to visualize some correlations between the physical factor items and psychosocial factor items. Therefore, all seven FCV-19S items share the same construct (i.e., fear of COVID-19), while three items have stronger linkages due to physical factors, and the remaining four items have strong linkages due to psychosocial factors. However, network analysis cannot provide further strong evidence for the bifactor structure. Moreover, the bifactor structure has been criticized that it is a better fit due to its ability to account for implausible and possibly invalid response patterns instead of accounting for the real underlying constructs [88]. Therefore, it was suggested that the FCV-19S be treated as having a two-factor structure rather than a bifactor structure. This may also simplify the interpretations of the FCV-19S.

Identifying the FCV-19S factor structure, several implications can be made. For example, FCV-19S can help monitor the fear of COVID-19 with changing living conditions. This information can further help authorities or governments to foster tailored messages that improve public health [89]. In this example, risk perception and risk communication can be enhanced when the FCV-19S is classified as a two-factor structure. That is, the psychosocial factor of FCV-19S can be used to evaluate risk perception and risk communication, while the physical factor may let stakeholders know that the person is likely to have an irrational fear and should provide a fear reduction program for the person. Another example of using FCV-19S is that the physical factor of FCV-19S may assess parents’ irrational fear of COVID-19. With the irrational fear of COVID-19, parents are likely to protect their children in an extreme way that may subsequently jeopardize child development (e.g., social interaction reductions may cause social interaction difficulties for children) [90,91]. Therefore, FCV-19S could be a useful instrument to
provide healthcare providers with important information to make good clinical decisions. Nevertheless, future studies are required to directly test additional models to obtain confirmatory evidence for the FCV-19S structure. For example, implementing current developments to integrate bifactor and EGA approaches, such as Jimenez et al. [92].

There are some limitations in the present study. First, the FCV-19S is a self-report instrument. Therefore, it cannot replace any objective measures (e.g., cortisol level and brain images) in indicating a more objective level of individual fear. Individuals may report untruthfully due to social desirability (e.g., do not want to disclose fear or report a high level of fear that calls attention to themselves). However, the use of a self-report is the most cost-effective method to roughly capture the fear in large-scale samples. Second, no other external criteria instruments (e.g., COVID stress scales [32]) were used in the present study to investigate how fear of COVID-19 associates with other relevant psychological constructs and behaviors. Therefore, evidence regarding the implications of using FCV-19S is somewhat restricted. Third, only participants from Iran, Bangladesh, and Norway were recruited. Therefore, the present study’s results cannot necessarily be generalized to the residents in other countries.

5. Conclusions

In conclusion, a network analysis offers evidence of a robust two-factor structure for the FCV-19S. The patterns of the physical factors (including the symptoms of clammy hands, insomnia, and heart palpitations) and the psychosocial factors (including the symptoms of being afraid, uncomfortable, afraid of dying, and anxious about COVID-19-related news) were clearly illustrated in the entire sample and the separate subsamples (including different genders, different age groups, and different countries). Therefore, future studies may consider using the two-factor structure of FCV-19S to assess fear of COVID-19 during the COVID-19 era. Potential implications related to fear can therefore be implemented. For example, when FCV-19S indicates a low level of fear, policies regarding the dissemination of accurate COVID-19 information (e.g., the negative and possibly serious consequences of COVID-19 infection) should be implemented. Then, individuals’ attitudes, attention, and awareness may possibly change and adhere to preventive behaviors. However, the fear level should be monitored carefully so as not to result in panic. Moreover, information stating the effectiveness of preventive COVID-19 behaviors in decreasing infection possibilities should be disseminated simultaneously.
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