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Abstract—To support the independent living of older adults in
their own homes, it is essential to identify their abnormal behaviors
before triggering an automated alert system. Existing normal vision
sensing approaches to detect human falls in the activities of daily
living (ADL) experienced acceptability issues due to outstanding
privacy concerns when they are deployed in personal environments.
Besides, false alerts (false-positive) fall detection has not been
addressed thoroughly in systems that report abnormal human be-
haviors as emergency alerts to the information support. This article
proposes a novel human-in-the-loop fall detection approach in the
ADLs using a low-resolution thermal sensor array. The motivation
for enabling a human interactive model, fall detection confirmation,
is to influence resource efficiency by reducing false-positive alerts
while keeping the false-negative fall predictions as low as possible.
The proposed approach is based on the motion sequence classifica-
tion of human movements using a recurrent neural network. The
proposed approach is evaluated with comprehensive experiments
using different learning techniques, users, and domestic environ-
ment conditions. This article shows a performance accuracy of
99.7% to detect human falls from various typical ADLs.

Index Terms—Activities of daily living (ADL) recognition,
anomaly detection, fall detection, human-in-the-loop, machine
learning, optical flow, privacy-preserving approach, thermal sensor
array (TSA).

I. INTRODUCTION

THERE has been an increase in the ageing population over
recent years. According to the World Health Organization,

the older adults community aged 60+ years is expected to grow
to 22% in 2050 from 12% in 2015 worldwide [1]. Due to the
ageing effects, individuals experience a decline in mental and

physical ability. The decline in health is associated with several
health conditions such as dementia, depression, diabetes, and
increased risk of falls in older adults, leading to an increase in
abnormal human behaviors that require regular medical atten-
tion. Globally, over 684 000 people suffer death due to falls each
year [2]. Furthermore, 50% of falls occur among the older adults,
who live alone or in nursing homes. Thus, there is a necessity to
reduce the post effects of falls through an automatic fall detection
system that can trigger a rapid and accurate response to the
fall [3], [4], [5].

Fall detection approaches for older adults infuse methods
based on wearable, vision, and ambient sensing technologies.
The performance of wearable devices depends on the user’s
acceptability and ability to keep the device on and in the correct
position. These limitations are critical for older adults with
dementia, as the user may forget to carry these devices. On
the other hand, vision-based approaches usually use a camera
to capture images. Such methods solve the problem of fixed
device placements in wearable-based strategies and can capture
multiple events visibly and concurrently. The major drawback of
vision-based approaches is an infringement on people’s privacy
and its dependence on the light intensity, direction etc. Besides,
human falls can occur anytime, and therefore the ambient light
dependency in cameras has a significant concern regarding the
reliability of this approach in a potentially dark home envi-
ronment. Finally, ambient-based devices utilize environmental
data such as floor pressure, sound, and movement of objects.
This approach provides better privacy. However, performance is
not satisfied as surrounding objects may affect measurements,
leading to high false positives [6]. Therefore, previous fall
detection systems for older adults are a tradeoff between privacy
and performance.

Recently, the thermal sensor array (TSA) has been utilized as
an emerging sensing technology in human-centred applications
to bridge the gap between privacy and performance in vision
and wearable-based approaches [14], which is a key issue ex-
perienced in previous fall detection systems. However, most
of the previous reported work that explored the use of TSA
in human fall detection did not take into account the effect of
false-positive fall detection scenarios on the consequent waste
of emergency alerting and response resources, leading to real
concerns about the deployability of such systems in a wide range
of environments. This article proposes a human-in-the-loop fall
detection system based on human motion analysis. In doing so,
the false-positive human fall emergency alerts and reactions are
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kept to the minimum in a deployable TSA-based fall detection 
along with maintaining low false-negative predicted fall cases. 
In summary, the main contributions of this article include the 
following.

1) An accountable, privacy-preserving, contactless, and low-
cost human-in-the-loop fall detection approach using a
low-resolution thermal vision sensor.

2) The system maintains a high-performance fall detection
and reduces human fall false-positive alerts reported to
the information support by enabling a human-interaction
interface.

3) This article explores the use and efficiency of optical flow
features in activities of daily living (ADL) recognition and
fall detection using TSA sensing technology.

4) Comprehensive experiments are conducted to validate the
use of optical flow features with Long short-term memory
(LSTM) and Bidirectional long-short term memory (Bi-
LSTM) in the prediction stage.

5) A thorough evaluation of the conducted experiments ver-
sus the proposed pre-processing technique on the TSA’s
output.

6) The use of optical flow features with the TSA enables
the proposed system to operate in a dark or thermal noisy
environment. To the best of the authors’ knowledge, the
human-in-the-loop fall detection system with optical flow
feature extraction on the TSA is proposed for the first time
in this article.

The remaining parts of this article are organized as follows: in
Section II, a summary of the related work is presented. Section III
explains the proposed framework architecture. Comprehensive
experiments and evaluations are presented and discussed in
Sections IV, and Section V followed by pertinent conclusions
drawn in Section VII.

II. RELATED WORK

The use of TSA sensors in human-centred applications is
relatively low compared to wearable, vision-based, and ambient
sensors [15]. Conventional wearable devices use an accelerator’s
sensor to measure the object acceleration [16], [17], [18]. The
wearable approach is based on utilizing the change in motion,
location, and posture of the monitored object. In general, ap-
proaches that employ wearable devices are cost-effective and
easy to design and commission. On the other hand, these need to
be worn by the user for accurate results, and they inconvenience
users [6]. In addition, individuals are prone to forgetting to wear
the device, or situations such as the need to take a shower force
users to take off the devices, hence the inability to detect falls
accurately, leading to low performance.

In contrast to wearable devices, vision-based methods include
the use of ordinary cameras [19], [20], [21], which solves the
fixed body device location in the signal acquisition stage. The
vision-based approach can be subdivided based on operation,
including change in shape, inactivity, head change analysis,
posture, and Spatio-temporal [6]. For instance, in the inactivity
technique, the user’s period of inactivity on the floor contributes
to detecting a fall. However, the main drawbacks are light

dependency and its violation of people’s privacy. Finally, am-
bient sensing approach for fall detection, for example, pressure
sensing [22], Passive-Infra-Red (PIR), and floor vibration [23].
Ambient sensing ensures user privacy, which is a critical issue in
vision-based approaches and is more convenient than wearable-
based approaches. However, its detection is affected by all
variables within the environment, resulting in low performance.
The use of TSA in fall detection has emerged in recent years
to bridge the gap between performance and user privacy con-
cerns [10], [24], [25], [26]. TSA has also been proposed in other
applications including human distance estimation [27], physical
distancing [28], [29], occupancy estimation [14], [30], [31], [32],
and human activity recognition [33], [34]. A critical comparison
of TSA settings, data-driven methods, and performance of the
state-of-art TSA-based fall detection systems has been provided
in Tables I and II.

Although TSA-based systems achieve excellent performance
results, the issue of false-positive in human fall detection has
not been addressed. This raises an important question about
the consequences of deploying such systems on a larger scale,
especially when dealing with many false-positive fall alerts.
Hence, the need for the research is reported in this article.

III. HUMAN IN THE LOOP FALL DETECTION USING A

LOW-RESOLUTION TSA

The proposed approach, depicted in Fig. 1, consists of two
main stages: stage 1) human fall detection among ADL, and
stage 2) human interaction interface. To detect human falls, the
proposed system should be capable of distinguishing between
normal and abnormal human activities. When a fall is detected,
the proposed approach is accountable to the users to confirm the
fall to the information support by means of an emergency alert,
a notification to family members, etc. Human-based fall con-
firmation is provided by a mobile application interface model,
which requires the user to confirm TSA-based fall detection
to proceed to the alert phase. If the user does not confirm the
fall, e.g., due to the consequences of the fall, the system will
automatically consider this a human fall. Detailed descriptions
of the functional phases of these two stages are provided below.

A. Sensor Placement and Acquisition

The signal acquisition in the proposed approach is based
on a Far Infrared TSA sensor.1 The used sensor attains object
temperature readings as a 32× 24 matrix. Considering the rel-
atively low-resolution of the sensor, it is impossible to identify
information regarding people in the sensor’s field of view (FoV).
Therefore, it has been claimed as a privacy-preserving sensing
approach. The sensor can be accessed via the I2C interface, and
its current consumption is less than 23 mA. This consumption
makes it suitable for a battery-powered solution. Furthermore,
TSA has a high-refresh-rate between 0.5 and 64 Hz, making
it capable of detecting swift human movements. Besides, the
sensor can be considered a user-friendly device, since it is not

1The sensor details can be obtained from the Melexis website: https://www.
melexis.com/en/product/MLX90640/
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TABLE I
COMPARISON OF TSA TYPE, RESOLUTION, PLACEMENT, AND SENSOR PLACEMENT ADAPTABILITY PROPOSED FOR HUMAN FALL DETECTION SYSTEMS

TABLE II
COMPARISON OF THE PERFORMED ACTIVITIES, DATA-DRIVEN APPROACH, AND TSA-BASED FALL DETECTION STATE-OF-ART PERFORMANCE RESULTS

worn by the user, thus offering users a high level of convenience.
Also, TSA is light-independent, which means it can still operate
successfully in dark environments. Although, it is sensitive to
ambient temperature and thermal noises. Thus, it is crucial to en-
sure appropriate data processing techniques that are specifically
suited to this sensing approach.

To determine the temperature of a specific region in the
thermal image, this region has to illuminate at least one com-
plete FIR (pixel). Otherwise, the pixel will represent a mixed
temperature of the object and the adjacent background. For
example, the human presence shown in Fig. 2 shows a variation
in human acquired temperatures. One possible reason for this
variance is dressing. However, the facial region of the human
presence has also suffered from the temperature variance. This

is because some of the acquired face temperatures were not fully
illuminated by a full pixel.

Another important TSA’s consideration is the human presence
in the sensor’s FoV versus its placement. Hence, the FoV of the
used sensor is 55◦ × 35◦. Based on that, the size of the inspection
area m at a distance d can be computed as follows:

m = 2× d× tan

(
F o V
2

)
. (1)

Placing the TSA in an elevated position on the wall would
acquire the upper parts of the human presence in the sensor’s
FoV, but not the lower parts. Fig. 3(a) shows the effects of sensor
position height on the acquired thermal human presence for a
short participant, while Fig. 3(b) showing a taller participant. It



Fig. 1. Schematic diagram of the proposed accountable human-in-the-loop fall detection system based on optical flow feature extraction, where (a) the ADL
recognition and human fall detection stage, (b) the human interactive interface to confirm the TSA-based human fall detection.

Fig. 2. Visualization of TSA spatial temperature matrix representing the
presence of a human subject.

can be seen from these figures that significant human presence
has not been acquired for the short participant and is fully visible
from short height sensor placement. On the other hand, short
height sensor placement has observed some missing upper parts
for tall human participants. Since this article deals with the low-
resolution thermal imaging for fall detection, we propose the
sensor placement for human fall detection to be at a short height
from the floor for a wider inspection area. This will positively

Fig. 3. Effects of sensor position height on the acquired thermal human
presence, (a) a short participant, (b) a tall participant.

affect the efficiency of the proposed approach by overcoming the
human-sensor distance limitation. Hence, placing the sensor in
the middle of the wall height would only acquire the full human
presence at a relatively far human-sensor distance. Since this
article deals with fall detection, it is more important to get the
human presence on the floor than losing some parts of the upper
human presence for relatively tall users.

B. Preprocessing

When a person moves in an environment, it will generate
background thermal noise from previous human motion posi-
tions. The generated noise creates biased motion estimation.
Therefore, the acquired heat-map image is split into background
and foreground classes to eliminate the background pixels using
the Otsu threshold method [35]. Technically, the threshold k
of separating each 2D temperature matrix xt into foreground
tf and background tb classes should minimise the intra-class



Fig. 4. Illustration of the spread of the temperature values throughout the pre-processing phase using (a) the original temperature surface plot and its corresponding
histogram, (b) after application of a temperature filter, (c) the result of separating the human presence (foreground) and the ambient environment (background) into
two classes.

variance σ2
w(k), defined as a weighted sum of variances of the

two classes

σ2
w(k) = ωtf (k)σ

2
tf
(k) + ωtb(k)σ

2
tb
(k) (2)

where ωtf and ωtb are the probabilities of the foreground and
background classes, respectively separated by k, while σtf and
σtb are the intraclass variances of these two classes. The class
probabilityωtf , ωtb(k) is found from theLbins of thermal image
histogram

ωtf (k) =
k−1∑
i=0

p(i) (3)

ωtb(k) =

L−1∑
i=k

p(i). (4)

In a binary classification problem, minimizing the intraclass
variance (data spread within a class) is equivalent to maximising
the interclass variance (variation between classes). Hence

σ2
b (k) = σ2 − σ2

w(k) = ωtf

(
μtf − μK

)2
+ ωtb (μtb − μK)2

= ω0(k)ω1(k) [μ0(t)− μ1(k)]
2 (5)

which is exposed in terms of class probabilities ω and class
means μ, where μtf (k), μtb(k), and μK represent

μtf (k) =

∑k−1
i=0 ip(i)

ωtf (k)
(6)

μtb(k) =

∑L−1
i=k ip(i)

ωtb(k)
(7)

μK =
L−1∑
i=0

ip(i). (8)

Finding ω and μ iteratively, and k for each thermal scene,
the algorithm would be capable of separating the acquired
TSA’s output into background and foreground (human presence)
classes. However, this method assumes that the histogram of
temperature values has a bi-modal distribution, which is not
the case in real-world scenarios, where perhaps another warm
object is in the sensor’s FoV, e.g., a Hot kettle yields three
temperature peaks as shown in the surface plot of the acquired
thermal image and its corresponding histogram of Fig. 4(a). To
overcome this limitation, a modification prior to applying this
method is introduced by using a temperature filter to convert
those temperatures higher than the TSA-based human empirical
value of 33 °C to the minimum temperature in the acquired TSA
output as follows:

xt =
xi for xi <= 33
min(xt) otherwise

where xi = FIR. (9)

Fig. 4(b) illustrates the result of applying this modification
filter on the original acquired TSA’s output visualized in the
surface plot and its corresponding histogram in Fig. 4(a), while
Fig. 4(c) shows the result of the complete pre-processing phase.

C. Motion Feature Extraction

Two optical flow estimation methods are utilized to sup-
port motion analysis and model evaluation. The first method
proposed by Horn and Schunck [36] is a sparse optical flow



estimation algorithm that estimates the global optical flow. The 
second algorithm is proposed by Farneback [37], a dense optical 
flow estimation algorithm that computes the local optical flow of 
the movements in the acquired scene. Given a particular object 
in motion at time t, with pixel points x and y. Displacement of 
the object by Δx and Δy over Δt forms a new image expressed

I(x, y, t) = I(x+Δx, y +Δy, t+Δt) (10)

considering Taylor series method of approximation

I(x+Δx, y +Δy, t+Δt) = I(x, y, t)

+
∂I

∂x
Δx+

∂I

∂y
Δy +

∂I

∂t
Δt (11)

hence

∂I

∂x
Δx+

∂I

∂y
Δy +

∂I

∂t
Δt = 0 (12)

once it is dividing by Δt

∂I

∂x

Δx

Δt
+

∂I

∂y

Δy

Δt
+

∂I

∂t

Δt

Δt
= 0 (13)

results in

∂I

∂x
ux +

∂I

∂y
vy +

∂I

∂t
= 0 (14)

therefore

Ixux + Iyvy + It = 0. (15)

where ux, vy indicate the velocity of the frame in the horizontal
and vertical directions, respectively, and the derivatives of x
and y over time t are represented by Ix, Iy , It. Hence, (15)
has two unknowns, u and v, which can be solved using various
mathematical methods. For instance, in the Horn and Schunck
(global optical flow estimation) algorithm [36], the velocity
estimation between consecutive motion frames is based on two
assumptions: brightness and smoothness. For consecutive pixels
within two frames, shadows are neglected, and the direction
of pixels is the same. Under the smoothness assumption, the
derivative of u and v with reference to the x and y directions
is calculated in (16). Therefore, the expression of this global
optical flow estimation can be expressed as follows:

E= (Ixu+Iyv+It)
2+α2

(‖∇u‖2+‖∇v‖2)] dxdy
(16)

where (Ixu+ Iyv + It)
2 indicates brightness constancy

along x, y, and t dimensions, while α indicates the weighing
factor that determines the brightness and smoothness values.
(‖∇u‖2 + ‖∇v‖2)dx˜dy indicates derivatives of u and v

with reference to the x and y directions. The smoothness as-
sumption is that all pixels in a particular neighborhood of a
thermal image are observed to move in the same direction.

In contrast to the global optical flow algorithm, the local
estimation of the optical flow [37] does not aim to solve the
optical flow equation expressed in (15). Instead, it considers
quadratic polynomial expansion. For each pixel within an image
frame, there is a polynomial approximation of the neighborhood.
The velocity of a pixel upon displacement is determined by

minimizing the error function e(X) of the neighborhood area
expressed in the equation as follows:

e(X)=
∑

ΔD∈D
ω(ΔD) ‖AM (X +ΔD)ΔX−Δb(X+ΔD)‖2

(17)
where D indicates the neighborhood area, ΔX signifies the
pixel displacement, ω(ΔD) indicates the Gaussian weighting
function that calculates the degree of the neighborhood area.
The higher the Gaussian weighting value, the closer the target
pixel. This article constructs three pyramid levels to support the
motion estimation between pixels with larger displacement in
the local optical flow estimation. A high pyramid level indicates
high pixel displacement. A 0.5 pyramid scale is specified at each
level, which defines the down-sampling rate with three iterations
and a neighborhood size of 5.

Both optical flow estimations return the magnitude and ori-
entation of the movement in a sequence of frames. Since the
proposed approach aims to analyse the velocity and direction of
objects in motion, no motion is observed for all background static
objects. It implies that the magnitude and orientation vectors
are low for static objects in the background. Therefore, each
activity obtains the highest k magnitude and its corresponding
orientation during feature extraction. The elimination of unnec-
essary background optical flow vectors in the preprocessing
phase makes the algorithm more robust because the poten-
tial ambient thermal noise is filtered. Fig. 5 shows a sample
of applying a global optical flow estimation of a sample of
fall activity on the preprocessed TSA’s output. The length of
the arrows shown in Fig. 5(a)–(d) represents the magnitude of
the velocity of human motion. Besides, Fig. 5(a) and (b) shows
the human falling toward the ground, while Fig. 5(c) shows that
the human body is about to completely touch the ground, and
Fig. 5(d) shows a slowdown in human movement and the gradual
transition to the state of inactivity.

D. Human ADL Recognition and Fall Detection

To detect an abnormal behavior (human fall in this study),
the proposed system should be capable of recognising associ-
ated normal ADL activities, e.g., walking, standing, sitting etc.
Therefore, two recurrent neural network (RNN) architectures
are implemented separately, specifically, the LSTM [38] and
Bi-LSTM [39] with adaptive moment estimation (ADAM) [40]
and stochastic gradient descent with momentum (SGDM) [41]
optimization algorithms during the training phase to perform
ADL recognition including the fall detection. Hence, these two
networks can perform a sequence frame classification of the
extracted motion vectors from the previous step, which was the
justification behind this classification approach in this work.

Each network architecture consists of input, hidden, and out-
put layers. Unlike the LSTMs, the Bi-LSTM network is designed
to support both future and past sequence training. Technically,
A Bi-LSTM supports two LSTM layers, including forward and
backward, arranged parallel to each other. Therefore, its opera-
tion is similar to the LSTM, except that the motion sequence of
human movement is passed in both directions during the training



Fig. 5. Illustrative result of optical flow features on preprocessed TSA output for a subset of the human fall motion sequence (a) the fall of a human, (b) the
acquired following human fall sequence, (c) the human body is about to completely touch the ground, (d) human motion speed decreases significantly indicating a
state of human inactivity.

stage, described as follows:
−→
h t = LSTM(xt,

−→
h t−1;

−→
W ) (18)

←−
h t = LSTM(xt,

←−
h t−1;

←−
W ) (19)

yt = [
−→
h t,
←−
h t] (20)

where yt specifies the output,
−→
h t,
←−
h t signify the forward

and backward LSTM layers,
−→
W and

←−
W signify the weights

at the forward and backward LSTM layers. In addition to the
above layers, each network architecture includes various training
options. These include: 100 max epoch corresponds to the total
training period, mini-batch size of 27 that indicates the number
of iterations per epoch. The initial weights for the network are
initialised using Glorot Initialiser [42].

Once a fall is detected, a human-interaction interface is trig-
gered to ensure that the proposed approach is held accountable
by human confirmation requirements before the fall is reported
to the information support. In this article, a mobile interface is
used as a human-interaction interface that asks the user in the
form of an alert to cancel the fall during time t as shown in Fig. 6.
Suppose the fall is not confirmed within the specified time. In
that case, the system will automatically report the fall to the
information support in the mean of emergency alert or notifica-
tion to family members, etc. This human-in-the-loop approach

for fall detection would enable to overcome false-positive fall
detection alerts, for example, to the emergency services while
keeping the false-negative fall detection as low as possible.

IV. EXPERIMENTS

To evaluate the performance of the proposed methodology,
comprehensive experimental work has been performed with
different use classification networks, optimizers, and optical
flow algorithms. The data collection stage consists of eight
participants (six males and two females). The participants acted
fall incidents during three ADL, including walking, sitting from
a stand position, and standing from a sit position. Each par-
ticipant carried out a particular activity five times. A total of
1282 image frames were captured as part of the dataset used
for the experiments, which consisted of 226 falling forward
image frames, 321 sitting, 288 standing, and 447 walking frames.
During the data collection, the sensor was placed at 0.5 m from
the ground and aligned with the wall. A detailed description of
the experimental results is reported as follows.

A. Experiments 1

The first experiment involves the identification of falls in the
presence of all other ADL. The dataset is divided into 70%
for training and 30% for testing. Classification of local optical



Fig. 6. Mobile–human interaction interface to confirm the detected fall prior
to reporting it to the information support to minimize the false-positive alerts
while keeping low false-negative cases.

flow extracted features using LSTM with ADAM optimizer
yields 91.6% compared to SGDM optimizer at 91.8%. On the
other hand, the classification of Horn and Schunck optical flow
extracted features using LSTM with ADAM optimizer achieves
performance at 99.4% compared to SGDM at 98.3%. Using Bi-
LSTM network to classify Local optical flow extracted features
with ADAM optimizer displays performance at 94.0% compared
to SGDM at 84.9%. Finally, classification of Global optical flow
extracted features using ADAM optimizer yields performance at
99.7% compared to SGDM at 86.3%. A summary of the results
is shown in Fig. 7(a).

It can be observed from Fig. 7(a) that the ADAM opti-
mizer gives better performance than the SGDM for all se-
quence classification algorithms. Not to mention, the Global
motion extracted vectors are observed to provide better mo-
tion features for classification. The ability of the Global
algorithm to process selected pixels within an image dur-
ing motion estimations is an attribute of its outstanding
performance.

B. Experiments 2

To further evaluate the performance of the developed model,
the second set of experiments is performed. It includes two
sets of activities, namely, falling forward and walking. Similar

to the first use case scenario, the performance of the prepro-
cessing techniques is evaluated for each experiment. A dataset
of 673 thermal frames was used, which consisted of 226 fall
frames and 447 walk frames. Different optical flow methods
are deployed and classified using LSTM and Bi-LSTM with
different optimizers ADAM and SGDM. Classification of local
optical flow extracted features using Bi-LSTM with ADAM
optimizer yields 96.5% compared to SGDM at 86.0%. On the
other hand, the classification of Global optical flow extracted
features using Bi-LSTM with ADAM optimizer achieves per-
formance at 35.1% compared to SGDM at 94.4%. Using LSTM
network to classify local optical flow extracted features with
ADAM optimizer displays performance at 67.5%, compared
to SGDM at 90.7%. Finally, classification of Global optical
flow extracted features using ADAM optimizer yields 86.1%
compared to SGDM at 65.2%. A summary of the results is shown
in Fig. 7(b).

C. Experiments 3

This experiment aims at identifying fall frames from a human
sitting position. A dataset of 547 thermal frames was used, which
consisted of 226 321 fall and sitting position frames. Similar to
the previous scenarios, the performance of various parameters,
including preprocessing techniques, classification algorithms,
optimizers, and optical flow methods, is performed. Classifi-
cation of local optical flow extracted features using Bi-LSTM
with ADAM optimizer yields 85.7% compared to SGDM at
91.0%. On the other hand, the classification of Global optical
flow extracted features using Bi-LSTM with ADAM optimizer
achieves performance at 61.0% compared to SGDM at 99.9%.
Using LSTM network to classify Local optical flow extracted
features with ADAM optimizer displays performance at 42.7%,
compared to SGDM at 83.3%. Finally, classification of Global
optical flow extracted features using ADAM optimizer yields
99.6% compared to SGDM at 55.8%. A summary of the results
is shown in Fig. 7(c).

D. Experiments 4

Finally, the performance of the proposed approach is eval-
uated using fall and stand frames. A dataset of 514 thermal
frames was used, which consisted of 226 288 human fall and
standing frames, respectively. Classification of local optical
flow extracted features using Bi-LSTM with ADAM optimizer
yields 91.1% compared to SGDM at 72.3%. On the other hand,
the classification of Horn and Schunck optical flow extracted
features using Bi-LSTM with ADAM optimizer achieves per-
formance at 99.8% compared to SGDM at 94.5%. Using LSTM
network to classify local optical flow extracted features with
ADAM optimizer displays performance at 58.3%, compared to
SGDM at 88.5%. Finally, classification of Global optical flow
extracted features using LSTM with ADAM optimizer yields
95.3% compared to SGDM at 98.6%.

The results shown in Fig. 7(d) indicate Global mo-
tion extracted features with ADAM optimizer as the
best performer during the classification of fall and stand
activities.



Fig. 7. Summary of experimental results for (a) detecting human falls among all other ADLs, (b) fall and walk, (c) fall and sitting, (d) fall and stand where
FBLSTM indicates the classification of Farneback (local) optical flow extracted features with LSTM, FBBi-LSTM indicates the classification of Farneback
optical flow extracted features with Bi-LSTM, HSLSTM indicates the classification of Horn and Schunck (global) optical flow extracted features with LSTM and
HSBi-LSTM indicates the classification of Horn and Schunck optical flow extracted features with Bi-LSTM.

TABLE III
COMPARISON OF EVALUATIVE EXPERIMENTS PRIOR TO APPLYING THE PREPROCESSING TECHNIQUES USING LSTM FOR MOTION SEQUENCE CLASSIFICATION

V. EXPERIMENTAL EVALUATION AND ANALYSIS

This section Presents an evaluation of the conducted ex-
periments versus the proposed approach to validate the impor-
tance of applying the proposed preprocessing techniques on the
TSA’s output for human motion-based applications. Therefore,

throughout these evaluative experiments, the suggested prepro-
cessing techniques are not applied to compare them with the
results described in Section IV. Hence, the same dataset settings
were used to repeat each evaluative experiment.

Tables III and IV show the results of evaluating the proposed
approach prior applying the preprocessing techniques on
conducted experiments described in Section IV using LSTM



TABLE IV
COMPARISON OF EVALUATIVE EXPERIMENTS PRIOR TO APPLYING THE PREPROCESSING TECHNIQUES USING BI-LSTM FOR MOTION SEQUENCE CLASSIFICATION

and Bi-LSTM, respectively. It can be observed from these
tables, the application of the preprocessing techniques offers
an increase in performance of Global motion extracted features
with LSTM and ADAM optimizer from 97.8% to 99.4%. In
addition, the performance of Global motion extracted features
with Bi-LSTM and ADAM solver increased from 84.5% to
99.7%. Second, the performance of local motion extracted
features with Bi-LSTM and ADAM increased from 86.9%
to 96.5% after applying the preprocessing techniques. Third,
the classification of Global extracted features with LSTM and
ADAM indicate increased performance from 42.7% to 99.6%.
Finally, the sequence motion classification of Global motion
extracted features with LSTM and ADAM optimizer indicates an
increase in performance from 45.2% to 95.3%. In addition, the
classification of Global motion extracted vectors with Bi-LSTM
and ADAM optimizer indicates increased performance from
97.3% to 99.8%. It can be concluded from these empirical
evaluations that using the proposed preprocessing technique on
TSA outputs for human motion based application is necessary to
achieve a high-performance and robust system against ambient
thermal noise or noises induced by human movements. Besides,
LSTM performs better than Bi-LSTM with ADAM optimizer
in the conducted experiments.

VI. DISCUSSION

A deployable domestic human behaviour monitoring solution
that can meet the urgency of economic and societal requirements
of older adults should be accepted by the older adults themselves
and the care service providers. That is, human-centred systems
for domestic monitoring should meet the following stakehold-
ers’ acceptability factors.

1) Impacts, the proposed system should contain applicable
solutions that have real economic and/or social impacts.

2) Privacy-preservation, the system should maintain the pri-
vacy of its users.

3) Reliability, the system should be reliable to perform its
tasks in realistic domestic environments that may contain
more than one occupant.

4) Convenience, the system should operate autonomously
without interfering with normal human activities at a
reasonable installation cost.

5) Accountability, systems should be accountable to the
users.

Fall detection is abnormal human activity that can occur
from standing, sitting or even unpredicted activity. This ar-
ticle has addressed a valid issue concerning the users’ ac-
countability to the system’s decision. On the other hand, this

article continues our research on TSA-based human behavior
monitoring to achieve the mentioned acceptability factors. In
particular, the use of low-resolution TSA has been claimed as
a privacy-preserving approach based on the assumption that no
identifiable information can be extracted from the raw sensor
outputs. However, our previous research work [43] found a linear
relationship between low- and high-resolution thermal imaging.
Thus, low-resolution signals can be mapped to high-resolution
signals to extract human-identifiable information. Replacing the
TSA’s signal output with the proposed motion features enhances
the privacy-preserving quality of TSA-based human monitoring
schemes.

Unlike conventional cameras, TSA is not sensitive to light,
but it is sensitive to ambient temperature. This paper ensures
the system’s reliability by proposing appropriate preprocessing
techniques to enable the proposed approach to operate in a noisy
thermal environment. The proposed preprocessing methods have
been thoroughly evaluated to empirically validate their effec-
tiveness through running the recognition experiments with and
without applying the suggested preprocessing methods. Besides,
the results of the used series-based learning algorithms show
the reliability of the proposed solution in detecting human falls
among various ADLs. The performance variance in empirical
evaluations shown in Tables III and IV assesses the robustness of
the proposed preprocessing techniques. The difference is due to
the degree of thermal noise induced by human movements. The
low difference between the results with or without preprocessing
indicates less significant thermal noise, possibly due to slow
human motion.

Although this article suggests placing the sensor at a short
height from the floor for a wider inspection area, this placement
may have its drawbacks, such as FoV getting cluttered with home
furniture. In this line, our previous work [14], [27] has already
contributed to resolving issues related to sensor placement flex-
ibility, operating distance, and multi-occupancy environments.
Furthermore, we have also explored the ability of the proposed
motion analysis to identify the motion of the same human subject
obtained from multiple sensors’ placements in a multioccupancy
environment [43].

The rationale behind suggesting the smartphone as a human
interaction modality to confirm the detected falls is due to the
fact that most people have smartphones and would therefore
be more apt to use the technology they already have rather than
adding an extra cost and effort with unfamiliar modality. Besides,
the proposed modality could be a feature of an existing mobile
healthcare tracking application, e.g., the U.K. National Health
Service (NHS) mobile app. However, some older adults may not
have smartphones to confirm the detection of human falls that



Fig. 8. Visual representation of the experimental results of human fall detection among all other ADLs in the form of a confusion matrix, (a) using Bi-LSTM
with local optical flow with ADAM optimizer, (b) Bi-LSTM with the local optical flow with SGDM optimizer, (c) LSTM with Global optical flow estimation with
Adam optimizer, and (d) LSTM with Global optical flow estimation with SGDM optimizer.

require urgent responses. In this case, there are no restrictions
to switching the confirmation from a mobile notification to an
automated landline call to confirm or cancel the detected fall.

Comprehensive experiments with robustness analysis were
conducted to evaluate the performance of the proposed ap-
proach. Fig. 8 shows the confusion matrices of the obtained
results on detecting the human falls among ADL activities per-
formed with different human subjects. In particular, Fig. 8(a) and
(b) use a Bi-LSTM network with ADAM and SGDM optimizers,
respectively. While Fig. 8(c) and (d) show the results using the
LSTM network with ADAM and SGDM. It can be observed
from these figures that the false positive is higher when the
Bi-LSTM network is used. Although the false-positive results
in this experiment are zero, this does not mean that the network
will always provide zero false positives while using the LSTM
network since human falls can occur after unexpected human
activity. Moreover, human fall data is collected from pretending
human falls, since it is very difficult to obtain actual human fall
incidents. Thus, this article moves a step forward to propose a
human-in-the-loop approach to confirm human fall before it is
reported to a centralised information support system to enhance
system reliability and acceptability by considering the human
accountability factor.

This article has significant social and economic impacts on
various sectors, including the older adults’ community. There-
fore, it is important to conduct a pilot testing of the proposed
approach under real-time operating conditions through the actual
deployment of the proposed approach in older adults’ homes for
a period of time to evaluate the feasibility, time, cost, risk, and
performance of the proposed approach before the widespread
deployment.

VII. CONCLUSION

TSA bridges the gap between privacy and performance in
human-centred applications, including fall detection and ADL
recognition. This article proposes a motion-based approach for
human-in-the-loop fall detection using a low-resolution TSA
output. Including a human interactive model to confirm the fall
detection results in a very positive impact on reducing the false
positive fall detection cases while keeping the false-negative
predictions as low as possible. By doing so, the potential
deployability and reliability of the system are enhanced as
fewer false fall alerts are reported to emergency or information
support, resulting in a significant efficiency utilization of the
resources.



Comprehensive experiments and evaluations were conducted 
to validate the performance of the proposed approach using 
local and global optical flow methods, different motion sequence 
classification algorithms and optimizers. The achieved results 
indicate that, in general, global optical flow estimation has better 
performance results with the low-resolution TSA output. The use 
of optical flow with this type of sensor overcomes the challenges 
of such sensors operating in a noisy thermal environment as 
ambient thermal noises have a shallow motion velocity com-
pared to human motions. Besides, the proposed preprocessing 
techniques applied to low-resolution thermal images achieve 
better system performance, making the approach more robust 
against thermal noises induced by human movement. Future 
work can be conducted to utilise the proposed approach to sleep 
monitoring and abnormal human behavior detection.
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