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A lattice model is used to study repulsive active particles at a planar surface. A rejection-free
Kinetic Monte Carlo method is employed to characterize the wetting behaviour. The model predicts
a mobility induced phase separation of active particles, and the bulk coexistence of dense liquid-
like and dilute vapour-like steady states is determined. An “ensemble”, with a varying number of
particles, analogous to a grand canonical ensemble in equilibrium, is introduced. The formation
and growth of the liquid film between the solid surface and the vapour phase is investigated. At
constant activity, as the system is brought towards coexistence from the vapour side, the thickness of
the adsorbed film exhibits a divergent behaviour regardless of the activity. This suggests a complete
wetting scenario along the full coexistence curve.
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I. INTRODUCTION

In the last decade, significant progress has been made
in developing synthetic self-propelled particles [1, 2],
which are envisioned as autonomous micromotors in sev-
eral new applications, such as cargo transport at the mi-
croscale [2–4], the assembly of structures via autonomous
local deposition of materials [5] or pollution remedia-
tion systems [6, 7]. Active Janus colloids form a large
class of active particles employing self-phoresis [8–15],
i.e., the generation of a tangential surface flow powered
by, e.g., light-induced local temperature gradients [12],
chemical reaction-generated composition gradients in so-
lutions [10, 11, 16] or electric potentials [13, 14, 17–19].
Janus colloidal spheres can also move through the gener-
ation of composition gradients in near critical mixtures,
illuminated by light [20].

From an academic viewpoint, active colloids are non-
equilibrium systems that violate detailed balance, and
exhibit novel types of self-organization, such as “living
crystals” that are mobile, break apart and reform again
[21]. Computer simulations of active Brownian particles
(ABP), with repulsive interactions, revealed the existence
of a phase separation between non-equilibrium steady
states with different number densities of the particles [22–
24]. This phase separation was predicted by Tailleur and
Cates for run-and-tumble particles with a motility that
decreases sufficiently fast with increasing local density
[25]. The transition is driven by the activity of the re-
pulsive particles and is known as motility-induced phase
separation (MIPS). As the free self-propulsion speed de-
creases, the density difference between the coexisting
phases decreases and it vanishes at a critical point [26].
Evidence for MIPS was also reported in experiments [27]
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on two-dimensional suspensions of self-propelled carbon-
coated Janus particles in a near-critical water-lutidine
mixture. The underlying physical mechanism is related
to the fact that active particles slow down, due to the
collisions with other particles, in crowded regions, and
that they tend to accumulate where they move slower
[28]. This positive feedback leads to the accumulation of
active particles in regions with higher density and ulti-
mately drives phase separation [29].
Continuum equations for the conserved local density

of active particles and the local polarization order pa-
rameter were derived by coarse-graining the microscopic
dynamics given by the Smoluchowski equation for the
many-body probability distribution function (PDF) of
the particles positions and orientations [22, 29–34]. Al-
ternatively, a continuum description may be obtained
from phenomenological considerations, based on symme-
try arguments and conservation laws, where the govern-
ing equations for a set of properly defined order parame-
ters are written as an expansion in powers of the order pa-
rameters and their gradients [29, 35, 36]. Detailed analy-
sis of the coarse-grained continuum models revealed that
on large length scales (larger than the persistence length
of the directed motion of the active particles [34]) the
dynamics of ABPs can be mapped onto the equilibrium
dynamics of a system of passive particles with attractive
interactions [29, 33, 34], with a corresponding effective
free energy of the classical Ginzburg-Landau form [34].
A theoretical method to calculate the activity-induced
effective interactions, by integration of the orientational
degrees of freedom of ABPs, was reported in ref. [37].
A Langevin equation for the particles positions with col-
ored noise was found, and a perturbative expansion in
powers of the noise correlation time renders an approx-
imate Fokker-Planck equation for the PDF of the posi-
tional degrees of freedom. From this equation an effec-
tive activity-dependent particle potential can be inferred.
Later on, the range of applicability of this mapping was
tested in ref. [38] by comparing the results of simula-
tions of active Brownian particles and a system of pas-
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sive particles with the effective interactions as predicted
in ref. [37]. The conclusion was “that beyond linear re-
sponse, active particles exhibit genuine non-equilibrium
properties that cannot be captured by the effective pair
interaction alone” [38].

The coexistence between steady states of ABPs can
also be understood from the continuity equation govern-
ing the dynamics of the local particle density, without the
need for an effective free energy. For instance, in a spa-
tially inhomogeneous steady state with planar geometry
the particle flux must vanish. This can be used to for-
mally define scalar analogues of a local chemical potential
and a local pressure which must be uniform across the co-
existing phases at a planar interface [39]. Further insights
into the structure of these generalized chemical potential
and pressure were gained from the power functional the-
ory developed by Schmidt and coworkers [40–42]. This
microscopic theory dictates that the generalized chemical
potential (and pressure) is the sum of an adiabatic term,
which depends only on the density profile and can be ob-
tained from the excess free energy functional of the corre-
sponding adiabatic system, and a genuine nonequilibrium
superadiabatic term, which depends both on the density
and current profiles [42, 43]. Despite some progress, un-
derstanding the collective dynamics of active particles is
one of the grand challenges in the field of active mat-
ter. The problem is particularly difficult not only due
to its intrinsic non-equilibrium character but also to the
complex nature of the effective interparticle interactions,
where a subtle interplay of hydrodynamic and phoretic
effects [44–47] requires innovative theoretical approaches
and numerical methods.

Significant efforts have been directed towards under-
standing the surface tension of an interface between two
coexisting steady states of ABPs. In the case of equilib-
rium interfaces, the surface tension can be defined fol-
lowing several alternative routes, mechanical or thermo-
dynamic, all of which lead to the same result [48]. How-
ever, this is not the case for the effective surface tension
of non-equilibrium interfaces in systems that have under-
gone MIPS. Simulation results revealed that the surface
tension obtained via integration of the anisotropy of the
stress tensor is negative [36, 49–51]. This behavior has
been rationalized in terms of the surface polarization and
the associated contributions to the active stress tensor
at the interface [52]. By contrast, an effective thermo-
dynamic route, based on insights from the power func-
tional theory, predicts positive surface tensions [43]. Fi-
nally, a generalized thermodynamic framework developed
in ref. [36] supports both signs for the surface tension.

Recently, adsorption of active particles onto a solid sur-
face was reported in refs. [53, 54], where it was demon-
strated that the thickness of the adsorbed liquid layer of
active particles increases with decreasing turning rate of
the particles. The turning rate was set either by the tum-
bling rate of run-and-tumble lattice models [53], or by the
rotational diffusion coefficient of off-lattice ABPs models
[54]. However, these studies did not address MIPS, ren-

dering the interpretation of the results as wetting transi-
tions questionable.
Here we report a simulation study of the interface be-

tween a planar solid surface and a low density phase of
ABPs undergoing MIPS. For brevity, we refer in the fol-
lowing to the low density phase as the ”vapour” phase of
the ABPs, and to the high density phase as the ”liquid”
phase. Our objective is to study wetting of the solid-
vapor interface by the liquid phase. More specifically we
want to understand whether the solid-vapor interface ex-
hibits a wetting transition in a classic interfacial thermo-
dynamic sense [55–58], i.e. whether the solid-vapor inter-
face can be separated by a macroscopically thick liquid
layer. At equilibrium, the wetting transition is associated
with a singularity of the surface excess free energy, at the
liquid-vapor bulk coexistence curve [56, 57]. Below the
wetting temperature, the solid-vapor interface is formed
by a microscopically thin liquid film (see Fig. 1(a) blue
curve), or equivalently the liquid forms a sessile droplet
on the solid surface with a non zero contact angle [56, 57].
With increasing temperature along the liquid-vapour co-
existence, the thickness of the liquid film adsorbed on the
substrate grows (the contact angle of the sessile droplet
decreases) and eventually diverges (the contact angle ap-
proaches zero) at/above the wetting temperature [56, 57]
(see Fig. 1(a) red curve). The film thickness can diverge
either continuously (second order wetting transition) or
discontinuously (first order wetting transition) [56, 57].
A heuristic argument for the existence of the wetting
transition at the solid-vapour interface follows from an
elegant analysis due to Cahn [59], based on the fact that
close to the critical point the liquid-vapor surface ten-
sion σlv as a function of the reduced temperature van-
ishes faster than the vanishing difference (as a function
of the reduced temperature) of the solid-vapor σsv and
the solid-liquid σsl surface tensions. From this it follows
that there exists a temperature Tw where σlv = σsv −σsl

holds. The last equation is equivalent to the vanishing
of the contact angle of a sessile liquid droplet [56, 57], or
complete wetting.
In what follows, we apply a rejection-free Kinetic

Monte Carlo (KMC) method to a lattice model of ac-
tive particles. In the first step we calculate the bulk
coexistence curve of MIPS. Then we introduce a quasi-
grand canonical realization of the KMC method in order
to investigate the wetting behaviour of the solid-vapour
interface. We calculate the thickness of the wetting film
upon approaching the phase transition from the vapour
side at a constant value of the activity. This mimics an
isothermal approach to a phase boundary in equilibrium
systems. The film thickness as a function of the distance
to the bulk coexistence curve does not show marked dif-
ferences at different activities. In all cases we observed
signatures of a diverging film thickness close to coexis-
tence (see Fig. 1(b) which schematically summarizes the
observed phenomenology of active wetting). A more de-
tailed analysis of the simulation results suggests that this
divergence could be of a double logarithm type, as in
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FIG. 1. a) Schematic bulk phase diagram of a single-component equilibrium system in the chemical potential µ and temperature
T plane. The liquid phase is thermodynamically stable for µ > µcoex, while the gas phase is stable for µ < µcoex. The coexistence
chemical potential µcoex is assumed temperature-independent for simplicity. Tt, Tw, Tc indicate the locations of the triple point,
wetting transition temperature and the liquid-gas critical temperature, respectively. The thickness l of the adsorbed liquid films
along two isotherms, approaching µcoex form the gas side of the phase diagram, is illustrated in the insets. For the isotherm
below Tw (blue arrow) l stays finite along the whole path down to ∆µ = µcoex −µ = 0. By contrast, l diverges for the isotherm
above Tw (red arrow) as ∆µ → 0. For short range interactions l ∼ − ln(∆µ) [57]. Tw, on the bulk coexistence curve, separates
these two regimes. b) Schematic phase diagram of an active single-component system in the active chemical potential µa and
activity ε plane. The active liquid and active gas phases coexist at µa = µa

coex, which for simplicity is assumed ε-independent.
εc stands for the critical activity. As demonstrated in this work, the thickness l of the adsorbed active liquid film exhibits
the signature of divergent behavior upon approaching µa

coex from the active gas side regardless of the value of activity. This
divergent behavior is shown schematically in the two insets corresponding to the approach to µacoex at constant ε close to
εc (red arrow) and far away from it (blue arrow). In this work the active chemical potential is not used explicitly, and the
density of the gas phase is used as the control variable. However, the field representation is the simplest and it is used here for
illustration purposes.

equilibrium wetting with short range attractive forces,
for all the activities ϵ where MIPS is observed.

Although the precise form of the divergence is difficult
to ascertain by simulation, our results indicate that the
wetting film diverges in the whole range of ϵ, i.e. that the

solid surface is always wet at the MIPS phase boundary.
If it does occur, the wetting transition is at very high or
infinite activity, which, in equilibrium terms, corresponds
to a wetting transition at zero temperature, as observed,
e.g., for 4He liquid films on certain substrates [Reviews
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of Modern Physics, Vol. 65, No. 2, April 1993].

II. MODEL

A. Canonical

We use a two-dimensional lattice model to simulate the
MIPS and the wetting behaviour of a solid surface. The
MIPS phase diagram is obtained for systems with a fixed
number of particles (N) while the wetting behaviour is
investigated through the growth of the adsorbed liquid
films for open systems, at constant activity as the coex-
istence is approached. These conditions resemble (but
are not identical to) those of equilibrium systems in the
canonical (closed system) and the grand canonical (open
system) ensembles, as discussed below. We use simula-
tion boxes of size Lx × Ly and consider N active parti-
cles interacting through excluded volume only, setting the
global density ρt =

N
Lx×Ly

. The translational dynamics

of the individual particles is governed by self-propulsion
and thermal diffusion. In addition to translational dif-
fusion, the particles also diffuse rotationally, changing
the self-propelling direction by ±π

2 , endowing the system
with a short-time memory. A typical lattice is depicted
in Fig. 2 with a schematic representation of the dynamics
of the active particles.

FIG. 2. 3 × 3 lattice, with a dashed boundary representing
periodic boundary conditions (PBC), and 3 active particles
interacting via excluded volume. At each time step, one par-
ticle can either translate to an empty nearest-neighbour lat-
tice site or rotate. The green, red and yellow arrows represent
the active propulsion and the thermal (diffusive) translation
and rotation, respectively. The arrow that represents active
or diffusive translation to a nearest neighbour site is removed
if that site is occupied, while the arrow that depicts rotation
is kept as the particle may rotate even in a cluster configura-
tion.

We implemented a rejection-free KMC method to sim-
ulate efficiently the time evolution of the system [60].
Three processes are considered, each with its specific
rate: thermal diffusion (ξ), active motion (ϵ), and ro-

tational diffusion (Dr). We set both the lattice spacing
and the thermal diffusion coefficient to unity and rescale
all the other quantities accordingly, leaving the activity
and the rotational diffusion coefficient as free parame-
ters (ξ = 1, ϵ,Dr). When ϵ = 1 there is no activity and
the system is passive, while at high activities ϵ ≫ 1, the
particles move persistently and almost exclusively in the
self-propelling direction (in finite lattices).
In order to simulate the time evolution of the system

using KMC, we start by calculating the total rate at each
time step t, which is the sum of the rates of all the pro-
cesses, for all the particles:

Rtotal = 2NDr +N− +N+ϵ, (1)

where N is the total number of particles, N+ repre-
sent the number of self-propelling events (which is mul-
tiplied by ϵ as ϵ is the rate of the self-propulsion pro-
cess), and N− is the number of thermal diffusion trans-
lational events (which is multiplied by the rate of trans-
lational events ξ = 1). The total number of particles
N = N+ + N−. As each particle can rotate both clock-
wise and counterclockwise at any time, Dr is multiplied
by 2N . The total rate is relevant to calculate the rel-
ative weight of the upcoming process and the timestep
after that process. At each time step a process is chosen
at random, according to its weight. The weight of the
process is given by Nprp/Rtotal, where Np is the number
of particles that can undergo that process and rp is the
rate of the process. After the process is chosen, one of
the particles for which the process is allowed, also chosen
at random, realizes it. The lattice is updated, the process
rates are recalculated, and the procedure is repeated up
to a stopping condition. After each iteration, the time
evolution is incremented by

∆t =
−1

Rtotal
ln(η) , η ∈]0 : 1], (2)

where η is a number chosen at random in the interval
]0, 1]. Since KMC is a rejection-free method, the time
step is not constant and depends on the total rate.
These on-lattice active Brownian particles can be

mapped on to their off-lattice active Brownian counter-
parts as stated in Ref. [61]. We then proceed to calculate
the MIPS phase diagram reported in Section IIIA.

B. Quasi Grand Canonical

In order to account for the solid surface, we use closed
boundary conditions in the x-direction (see Fig. 3) effec-
tively simulating two solid-vapour interfaces.
At complete wetting, we expect an infinite liquid film of

active particles to grow at the solid-vapour surface, under
conditions of bulk coexistence. In order to simulate this
behaviour we have to consider an open system, coupled
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to an infinite reservoir at the coexisting vapour density.
At equilibrium, we avoid the simulation of the reservoir
by using the grand-canonical ensemble. In active systems
a finite but very large reservoir has been simulated ex-
plicitly [62] but this is a very expensive way to simulate
open systems. The difficulty in implementing a grand-
canonical simulation for active systems stems from the
fact that these systems are far from equilibrium and (i)
the equivalence of different ensembles is not guaranteed,
and (ii) in general, there are difficulties in defining the
chemical potential, as mentioned briefly in the introduc-
tion.

In order to keep the bulk density fixed as the liquid
film grows at the surfaces, we insert and remove active
particles in the bulk region far away from the surfaces,
ensuring that the bulk vapour density is fixed throughout
the simulation. In our system, the bulk is located in the
center of the simulation box, and has a length Lb = 200
(in most simulations), which is sufficient to consider that
the two solid-vapour interfaces are uncorrelated and that
the insertion and removal of particles does not affect the
dynamics of the film growth. To this end in the mid-
dle of the simulation box we consider a “bulk” region
Vb = Lb × Ly, where Lb denotes the extension of the re-
gion in the direction normal to the confining surfaces. In
this region the average number density of active particles
is kept at a constant value ρb < ρv in the course of the
simulations, where ρv is the density of the vapour phase
at coexistence (see Fig. 5). The constant density con-
straint is achieved by periodic insertion/removal of the
required number of randomly chosen particles into/from
Vb. The other two regions which are adjacent to the con-
fining surfaces, are free from such a constraint and are
allowed to have a varying number of particles, as it is in
these regions that the growth of the wetting films will oc-
cur. The wetting films grow through the supply of incom-
ing particles from Vb, and in the steady state, particles
are no longer inserted into Vb and the film reaches a finite
thickness. The extension of Vb in the x−direction was
chosen large enough to minimize the interactions between
the liquid-vapour interfaces that form at the surfaces, as
well as the interaction of these interfaces with the bound-
aries of the bulk region Vb. Finally, in the y−direction
we apply periodic boundary conditions for all the three
slabs of the simulation box. The implementation of this
Quasi Grand Canonical ensemble allows the simulation
of growing films at surfaces, at constant bulk density,
without the need for expensive simulations of the parti-
cle reservoir [62]. Simulations were performed on systems
of size Ly = 200 and Lx = 300, 600, 1000.
To analyse the film growth at the surface and its in-

terface with the bulk vapour, we measure the interfacial
height (h) using the burning method [63]. We consider
the interface to be the line that separates the set of par-
ticles that are directly in contact or connected through
nearest neighbors to the surface, from the remaining par-
ticles.

FIG. 3. Representation of a lattice in the Quasi Grand
Canonical ensemble. Particles in the bulk region (purple)
may be inserted or removed to keep the vapour density fixed.
After insertion, white particles in the bulk reservoir follow the
dynamics of the model. Black particles follow the dynamics
of the model. The particles will change colour if they cross
the reservoir boundaries (dashed lines). The solid vertical
lines represent the solid surfaces and PBC are used in the y-
direction.

III. RESULTS

A. Canonical

We start by reporting the results for the simulations
of the phase diagram of the model on a lattice with
Lx = Ly = L = 200. The simulation is run up to a
KMC time t = 218, which is sufficient to reach the sta-
tionary state. The rotational diffusion coefficient was set
to Dr = 0.1 and kept fixed. The number of particles or
total density is fixed and the activity ϵ is increased from
the passive value 1 up to 30. We repeated the simulation
for a range of total densities (number of particles). The
bulk phase diagram of the model is a prerequisite for the
investigation of the wetting behaviour reported in section
III B.
The top panel of Fig. 4 illustrates snapshots of a sys-

tem with total density ρt = 0.1. By increasing the ac-
tivity a transition from a single phase (vapour) to a two-
phase region (vapour and liquid) is observed. In order to
calculate the coexisting densities we partition the lattice
into sub-lattices of size 10× 10, and plot in Fig. 4(a) the
local density distribution at different activities. The dis-
tribution exhibits one peak at ρ = ρt, in the single phase
region, and two peaks, one at low and the other at high
density, in the two-phase region. In Fig. 4(a), only one
peak is observed at ϵ = 2, while above ϵ ≥ 12.3 a sec-
ond peak is seen in the high density region, in line with
the clusters depicted in the snapshots of the top panel.
Since the total density ρt = 0.1 is very low, the liquid
peak is not very pronounced, which indicates that the
phase separation could occur at a lower activity, where
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FIG. 4. Results for the bulk simulation at different activities,
in a box with L = 200, and fixed Dr = 0.1 and ρt = 0.1. Top
panel: Snapshots at various activities: ϵ = 2, ϵ = 12.3 and
ϵ = 20; Clustering is observed at ϵ ≥ 12.3, suggesting MIPS.
Particles oriented to the right, up, left and down are coloured
in red, pink, green and blue, respectively. a) Local density
distributions ρ. At ϵ = 2, the single peak is at 0.1 (black dot-
ted line) as in passive systems. When the activity increases to
ϵ = 12.3, a second high density peak appears, signalling the
presence of a high density cluster. As the activity increases
the cluster size increases and the distinction between the high
and low density phases becomes clearer. The curves are an
average over 50 samples. b) Fourth order Binder cumulant
(B4) as a function of the activity (ϵ). When the activity is
lower than ϵ ≃ 12.3, B4 = 0. When ϵ ≃ 12.3, B4 decreases
sharply to ≃ −7, indicating that the distribution of the densi-
ties deviates from Gaussian, revealing MIPS. The red points
correspond to the activities of the systems depicted in the
snapshots and the local density distributions.

no liquid peaks were observed. The phase boundaries,
however, were recalculated at higher total densities and
the collapse of the data on a single curve allows the phase
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FIG. 5. Activity ϵ vs density, ρl and ρv, phase diagram for
L = 200 and Dr = 0.1 and different number of particles N or
total density ρt. The black dotted line depicts the liquid and
vapour co-existing densities given by the maxima of the local
density distributions for a system with total density ρt =
0.5. The points correspond to the maxima of the density
distributions for systems with different total densities. As
expected, the coexisting densities do not depend on the total
density.

diagram to be calculated reliably. This threshold ϵ cor-
responds to the activity where the isochore ρt = 0.1 hits
the two-phase boundary.
In the single phase region the local density distribu-

tion is (nearly) Gaussian and it becomes double peaked
in the two-phase region. The fourth-order Binder cumu-
lant (B4) [64] gives a quantitative measure of this change
through the kurtosis. In the single-phase region, the kur-
tosis is nearly zero as a single Gaussian peak at ρt = 0.1
is observed. As the activity increases, the local density
distribution changes and B4 decreases signalling the ap-
pearance of a second peak in the high density region. B4

is given by:

B4 = 1− 1

3

⟨(ρ− ρt)
4⟩

⟨(ρ− ρt)2⟩2
, (3)

where < . > is an average over the sub-lattices. The cal-
culation of B4 (for the final configuration) at each activ-
ity gives the threshold activity, that is the activity where
the isochore hits the two-phase boundary. As shown in
Fig. 4 b), for activities less than ϵ = 12.3 the system is
in a single phase with B4 = 0. At an activity close to
12.3 the Binder cumulant changes from zero to ≃ −7, in-
dicating that the isochore ρt = 0.1 hits the MIPS phase
boundary, and the system phase separates, in line with
both the snapshots and the local density distributions
depicted in Fig. 4.
We have run simulations for total densities ρt =

(0.1, 0.2, 0.3, 0.4, 0.5) and plot the full phase diagram in
Fig. 5. As expected, the densities of the coexisting
vapour (ρv) and liquid phases (ρl) depend only on the
activity. Below a critical activity ϵ ≈ 6 the system does
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not phase separate, in line with previous results [65, 66].
As illustrated in Fig. 5, the results for the coexistence
curve are most accurate for a total density ρt = 0.5, since
the peaks in the local density distribution, depicting the
two-phase region, are most easily detected. This con-
trasts with the results for ρt = 0.1 where clearly visible
peaks appear only above ϵ = 12.3.

B. Wetting of a solid surface

In wetting of equilibrium one-component systems in
contact with a planar confining surface, one usually moni-
tors the behaviour of the surface excess coverage Γ, or the
thickness h of the adsorbed liquid films, upon approach-
ing the liquid-vapour coexistence line µcoex(T ) from the
vapour side while keeping the temperature T constant
[57]; here µcoex(T ) is the T−dependent value of chem-
ical potential µ at coexistence. In practical terms this
amounts to calculating Γ or h as functions of the vapour
undersaturation ∆µ ≡ µcoex(T ) − µ > 0 at fixed T
[57, 67, 68]. For T sufficiently lower than the wetting
temperature Tw, h remains microscopically thin when
∆µ → 0+, however, h → ∞ in this limit for T ≥ Tw,
realising the so-called complete wetting scenario. The
specific form of this divergence depends on the range of
the solid-fluid and fluid-fluid intermolecular interactions,
and when both are short ranged h ∼ − log(∆µ) [57].
For all the results reported in the previous section,

we carried out simulations at fixed volume and number
of particles, i.e. an analog of the canonical ensemble of
equilibrium statistical mechanics. In this section, as dis-
cussed in sec. II B, we use an analogue of the grand
canonical ensemble of equilibrium systems. This method
resembles the approach often used in density functional
modeling of wetting [69, 70]. Here, one assumes that suf-
ficiently far away from the wetting surface the fluid is
homogeneous with the density given by the bulk density
in the reservoir, characterised by the chemical potential
µcoex that is constant. Consequently, in the numerical
calculations the fluid density at the wetting surface is
fixed at the value of the bulk liquid at the same chemical
potential µcoex [69, 70].
The objective of this section is to determine the steady

state thickness h of the liquid wetting films as a function
of ρb at different values of the particle activity ϵ. The
final aim is to clarify whether there exists a threshold of
the activity which delimits a regime where the thickness h
of the wetting films remains finite at all values of ρb ≤ ρv
from a regime where h diverges as ρb → ρv.

In Figs. 6(a) and (b) we show typical snapshots of the
system evolution for two values of the particle activity
ϵ = 6 and ϵ = 18, which are close and far from the MIPS
critical point, respectively; ρb is slightly smaller than ρv.
The structure of the wetting liquid film exhibits large
density fluctuations, note the presence of “’bubble”-like
domains, while the liquid-vapour interface is extremely
rough with several interface overhangs. The laterally av-

eraged density profiles ρ(x) as functions of the distance
x to the surface are reported in Fig. 6(g) and (h) for sev-
eral values of ρb and for two particle activities. In both
cases, the “liquid shoulder” of ρ(x), observed in the sta-
tionary state, grows with ρb reaching a value of x ≈ 30
for the largest value of ρb, below the coexistence value,
and decays towards ρ = ρb at larger values of x. The time
evolution of h is presented in Fig. 7 for different ϵ and ρb.
For ρb < ρv, the film thickness reaches the steady state
relatively fast for large values of ϵ regardless of the value
of ρb < ρv, see black, red, and blue lines in Fig. 7(b),
(c), and (d) as well as the green curves in Fig. 7(c) and
(d). By contrast, for activities close to the MIPS critical
point, ϵ = 6, the time needed to reach the steady state
grows considerably as ρb approaches ρv, see the blue line
in Fig. 7(a). We also show several examples of unsteady
film growth where h increases with a constant speed, ma-
genta curves in Fig. 7 and green curves in Fig. 7(a) and
(b). In these cases, ρb is supposedly larger than ρv, ac-
tive particles start to form extensive and dense liquid
films which grow until reaching the boundary of the bulk
region Vb, and stopping afterwards.

After analysing the time evolution of the film thick-
ness, we calculate the steady state h as a function of
the particle density ρb in the bulk region Vb. The re-
sults are shown in Fig. 8 for several activities and system
sizes Lx. The vertical dashed lines mark the boundary
ρ∗b between the steady states (on the left of the line) and
unsteady film growth with constant velocity (on the right
of the line). The value of ρ∗b decreases with decreasing
Lx, due to the proximity of the liquid-vapour interface
and the boundary of Vb. Indeed, at ϵ = 6, the average
length of the straight portions of the particle trajectories
is ϵ/Dr = 60, while the size of the bulk region is Lb = 100
for Lx = 300. Under these circumstances, when h ∼ 40,
see black up-triangles in Fig. 8 (a), the liquid in the film
starts to “feel” the particles in the bulk region, which
can enter directly into the liquid film, due to the large
persistence length of their trajectories. We expect that
ρ∗b → ρv as Lx → ∞. Surprisingly, h(ρ∗b) ≈ 40, which
is far from being microscopic, irrespective of the value
of ϵ near, ϵ = 6, or far, ϵ = 30, from the MIPS criti-
cal point. Additionally, inspection of the profiles h(ρb)
reveals that their functional form diverges, as equilib-
rium wetting with short range attraction suggests, for
all the values of ϵ investigated. The precise form of the
divergence of h(ρb) is not relevant, but the simulations
suggest that h(ρb) does diverge in the whole range of ϵ.
This means that our model predicts complete wetting of
a solid surface at all activities.

IV. DISCUSSION

Active particles belong to a class of non-equilibrium
systems with a persistent local entropy production, which
violates detailed balance. This gives rise to a novel type
of collective behaviour such as the coexistence of vapour-
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FIG. 6. Snapshots of the time evolution of wetting films of active particles at a solid surface (located on the left of the snapshots)
for a system with Lx = 1000. In a)-c) ϵ = 6, ρb = 0.193, and in d)-f) ϵ = 18, ρb = 0.0417. Laterally averaged number density
as a function of the distance x to the surface at g) ϵ = 6, and h) ϵ = 18; different curves correspond to different values of the
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magenta down triangles in g) and h). For these unsteady systems the liquid-vapour interface moves with a constant velocity,
see Figs. 7a) and b) below. Each profile is the result of averaging over 10 different realizations and over the two surfaces.

and liquid-like steady states for active particles with re-
pulsive interactions only. Similarly to bacteria, active
particles tend to accumulate at confining surfaces form-
ing dense adsorbed films. This naturally leads to the
question of whether active particles exhibit an analogue
of the wetting transitions known for fluids at equilibrium.

For ABPs at a planar surface, Wittmann and Brader
adopted an effective equilibrium approach [37] and con-
structed an effective activity-dependent free energy func-
tional with effective activity-induced particle-particle
and particle-surface interactions [71]. As the particle ac-
tivity increases, the effective interactions develop deeper
and deeper minima that shift towards smaller separa-
tions. For repulsive particles at a repulsive surface, this
effective density functional theory predicts the diver-
gence of the wetting film thickness, upon approaching the
liquid-vapour coexistence (from the vapour side) at activ-
ity close to the MIPS critical point. However, higher val-
ues of the activity (further away from the critical point)
were not investigated leaving the existence of a wetting
singularity at coexistence an open question. Moreover,

it is known that the mapping to an effective equilibrium
system fails beyond the linear response regime and misses
essential non-equilibrium properties of the active parti-
cles [38]. To the best of our knowledge we are not aware
of any study that has attempted an effective equilibrium
description of the wetting behavior of active systems and
thus the mapping between active and equilibrium wet-
ting has not been established yet. We are convinced that
our results will be useful to either establish or rule out
such mapping.
A similar conclusion that “equilibrium” is not the

whole story was made in [72], where the wetting be-
haviour of epithelial tissues on different substrates was
investigated both experimentally and theoretically. The
main result of this study is that the wetting properties
of the active tissue are determined by the competition of
forces across the entire tissue monolayer adjacent to the
substrate. This is in sharp contrast to the case of passive
fluids at equilibrium, where spreading of a sessile drop is
determined by the forces “operating” at the contact line
[55, 72].
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Here we have considered a lattice active gas model
with short ranged repulsion in order to study active wet-
ting. The dynamics of the model has been resolved using
the Kinetic Monte Carlo approach. First, we have de-
termined the bulk coexistence curve between the dense
liquid-like and dilute vapour-like steady states. For the
bulk simulations we have used systems with periodic
boundary conditions and fixed number of particles, an
analog of the canonical ensemble of equilibrium systems.
Next, we implemented an ensemble with a varying num-
ber of particles. This quasi grand canonical ensemble,
was used to investigate the wetting of a solid-vapour in-
terface by the liquid “phase”, i.e. the formation and
growth of liquid wetting films between a planar solid sur-
face and the vapour phase. Extensive simulations demon-
strated, for all the values of the activity considered, a sig-
nature of diverging wetting films as the system is brought
towards the coexistence curve from the vapour side. In
other words we have not found a wetting singular point
at the coexistence curve, which separates an incomplete
wetting regime from a complete wetting one. Instead,
our results suggest that the complete wetting scenario
persists in the whole range of activities considered.

In the present study we have not investigated the struc-

ture of the wetting films. However, very recent simula-
tions of active lattice gas models in the bulk, [73] demon-
strated that the liquid phase at MIPS is permeated by
vapour bubbles of different sizes distributed algebraically.
Moreover, at large enough system sizes or global densi-
ties, the vapour phase may be totally consumed by these
bubbles forming, as the authors of refs. [73, 74] call it,
“microphase-separated bubbly liquids”. One possible ex-
tension of this study, is to investigate whether a similar
bubbly structure is found in the wetting films, and if yes,
how this would affect, if at all, the complete wetting sce-
nario advocated here. Another direction of study is a
detailed investigation of the dynamical behaviour of the
liquid-vapour interface at the growing wetting film, and
in particular its roughness.
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[72] C. Pérez-González, R. Alert, C. Blanch-Mercader,
M. Gómez-González, T. Kolodziej, E. Bazellieres,
J. Casademunt, and X. Trepat. Active wetting of ep-
ithelial tissues. Nature Physics, 15(1):79–88, 2019.

[73] X.-q. Shi, G. Fausti, H. Chaté, C. Nardini, and A. Solon.
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