
1

Design and Analysis of a New
Index-Modulation-aided DCSK System with

Frequency-and-Time Resources
Yi Fang, Senior Member, IEEE, Junming Zhuo, Huan Ma, Shahid Mumtaz, Senior Member, IEEE,

and Yonghui Li, Fellow, IEEE

Abstract—We propose a new index-modulation-aided differen-
tial chaos shift keying (DCSK) system using frequency-and-time
resources, referred to as CTIM-DCSK system, to achieve high-
data-rate transmissions. In the proposed system, the orthogonal
sinusoidal carriers are used to transmit both the reference-chaotic
and the information-bearing signals. Moreover, the frequency-
and-time resources are considered as indices to carry additional
information bits. To simultaneously boost the bit error rate
(BER) performance and reduce the system complexity, this paper
proposes a new CTIM-DCSK signal based on the frequency-
and-time resources, in which the time slots used by the selected
subcarriers convey the same index bits. We employ a noise-
reduction method at the receiver to further improve the BER
performance of the proposed CTIM-DCSK system. We also
derive the theoretical BER expressions of the CTIM-DCSK
system over two different channels, i.e., additive white Gaussian
noise (AWGN) channel and multipath Rayleigh fading channel.
We analyze the data rate, complexity and spectral efficiency
of the CTIM-DCSK system in comparison with the state-of-
the-art counterparts. Analytical and simulation results verify
the accuracy of the theoretical analysis and the advantage of
the proposed CTIM-DCSK system. Consequently, the proposed
CTIM-DCSK system appears to be a competitive candidate for
low-complexity Internet-of-Things applications.

Index Terms—Frequency-and-time index, differential chaos
shift keying (DCSK), multipath Rayleigh fading channel, noise
reduction.

I. INTRODUCTION

Chaotic signal has been widely used in spread-spectrum
communication systems, because of its easy generation and
excellent auto-correlation properties [1], [2]. In the past few
decades, chaotic communication has gained widespread atten-
tion from academia and industry. It has been proven to be
one of the best candidates for wireless communications, e.g.,
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wireless sensor networks and wireless personal area networks
due to strong anti-fading capability and low-power feature [3].

According to the requirement of chaos synchronization,
the chaotic modulation schemes can be divided into two
categories: coherent modulation scheme and non-coherent
modulation scheme. In [4], [5], the authors have proved that
two chaotic systems can be synchronized with the same
parameter setting. This result has inspired more theoretical
and application research of chaotic signals in communication
field. As one of the coherent chaotic modulation schemes,
chaos shift keying (CSK) system has been designed in [6],
where a coherent receiver is employed. However, perfect chaos
synchronization is still difficult to achieve in the CSK system.
Therefore, most of the subsequent studies have focused on how
to design chaotic communication system without requiring
chaos synchronization. As a typical paradigm, a non-coherent
chaotic communication system, referred to as differential CSK
(DCSK) system, has been devised in [7]. Since then, it has
gained a significant amount of attention in various scenarios,
such as multiple input multiple output system [8], underwater
acoustic communication [9], continuous mobility communica-
tion system [3], ultra-wideband (UWB) scenario [10], [11],
relay-selection strategies [12], simultaneous wireless informa-
tion and power transfer system [13], and bit-interleaved coded
modulation system [14], [15].

The conventional DCSK system suffers from two main
disadvantages. First, half of the symbol duration and energy
are used to transmit reference-chaotic signal, which leads to
relatively low data rate and energy efficiency. Second, the
transceiver requires radio-frequency (RF) delay lines, which
is hard to achieve with the existing CMOS technology. With
an aim to increase the energy efficiency, the high-efficiency
DCSK (HE-DCSK) system has been designed in [16]. On
the other hand, a code-shifted DCSK (CS-DCSK) system
has been proposed in [17], which can remove the RF delay
lines. In [18], a generalized CS-DCSK (GCS-DCSK) system
has been proposed to further optimize the performance of
above system. An improved DCSK (I-DCSK) system has been
presented in [19] to reduce the transmission duration per bit,
and thus increases the data rate. By combining the transmitted-
reference technique with M -ary orthogonal modulation, an
orthogonal multi-level DCSK (OM-DCSK) modulation system
has been devised in [20]. Thanks to this design, the OM-
DCSK system can achieve higher spectral efficiency than the
conventional DCSK system. For the sake of boosting the
transmission throughput, an M -ary DCSK (M -DCSK) system
and an M -ary code shifted DCSK (CS-MDCSK) system
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Fig. 1. Transmitter structure of the proposed CTIM-DCSK system.

have been conceived in [21] and [22], respectively. Besides,
a trinal-code shifted DCSK (TCS-DCSK) system has been
proposed in [23]. In this scheme, the information bits are
transmitted through the Walsh code index modulation, without
requiring reference-chaotic signals as the conventional DCSK
system, and hence achieves higher energy efficiency. More
recently, a multi-carrier DCSK (MC-DCSK) system has been
proposed to achieve high-data-rate transmission [24]. This
system is a parallel extension of DCSK modulation because it
uses multiple subcarriers to transmit the overall signals. This
structure avoids the use of a RF delay circuit at the receiver.

As another prospective modulation technique, index mod-
ulation (IM) technology has been investigated in [25]–[28],
which exploits extra transmission resources to improve the
spectrum efficiency, data rate, and energy efficiency. To be
specific, this technology employs different system parameters
to carry extra information bits. In other words, IM scheme
can carry extra information bits by shifting the on-off s-
tatus of different transmission entities, such as subcarriers,
time slots, transmit antennas, RF mirrors, Walsh codes. For
example, a spatial modulation (SM), which can carry extra
information bits through the activation pattern of transmit
antennas, has been proposed in [29]. In [30], a frequency
index modulation (FIM) has been designed, it uses frequency
instead of transmit antenna to realize the index modulation and
hence enables hardware-friendly implementation. Based on the
above research advancements, the IM technology has received
extensive attention in 5G wireless communication [31], vis-
ible light communication (VLC) [32], orthogonal frequency-
division multiplexing (OFDM) system [33], molecular com-
munication [34], optical wireless communication [35], covert
communication [36], and Internet of things (IoT) [37].

In fact, incorporating IM into DCSK modulation [38]–[41]
can further enhance the system performance. For instance,
combining code index modulation (CIM) and short-reference
DCSK (SR-DCSK) modulation, a CIM-DCSK system has
been designed in [42]. This system transmits additional infor-
mation bits through the CIM. Moreover, a new GCS-DCSK
system with CIM, called CIM-CS-DCSK, has been proposed
in [43], which accomplishes a higher data rate than the GCS-
DCSK scheme. More recently, the IM technology has also
been combined with the M -ary DCSK system in [44] to realize

both high data rate and spectral efficiency. In [45], a carrier
index modulation with DCSK system (CI-DCSK) has been
designed. Nevertheless, in the CI-DCSK system, the number
of the index carriers can only be an integer power of 2, while
the number of active carriers is 1 or n− 1 (i.e., n+ 1 is the
number of subcarriers). To resolve this problem, a generalized
CI-DCSK system (GCI-DCSK) has been developed in [46].
In [47], a dual-index-modulation-aided DCSK system (DCSK-
DIM) has been conceived. The DCSK-DIM system can reuse
all active time slots to transmit other information bits, thus
improving the data rate of the proposed system.

In addition, a new type of IM, namely multidimensional
index modulation (MIM) [48], [49], has gained widespread
attention recently because it can achieve high-data-rate trans-
missions by exploiting multiple index resources. In particular,
a compressed sensing-aided multi-dimensional index modula-
tion (i.e., CS-MIM) system has been proposed in [50]. The
CS-MIM scheme uses the transmit antenna and frequency
resources as the index entities to carry extra information bits,
and hence improves the system capacity. In [51], a multidimen-
sional index-aided load modulated multi-antenna (TI-MBM-
LM) system has been designed. In the TI-MBM-LM system,
time slots and RF mirrors are indexed simultaneously to
achieve promising performance gains in load modulated multi-
antenna system. Owing to the appealing advantages, the MIM
technology has become an outstanding method to improve
the performance of DCSK schemes. For instance, a joint
time-frequency index modulation aided multiple-mode DCSK
(JTFIM-MM-DCSK) system has been proposed in [52], which
can realize high-data-rate communications. In [53], a hybrid-
index-modulation-aided MC-DCSK (HIM-MC-DCSK) system
has been designed. It incorporates the carrier-number index
modulation and carrier-index modulation into the MC-DCSK
system, which can enhance the energy efficiency and spectral
efficiency. More recently, a new DCSK with multidimensional
index modulation (MIM-DCSK) has been proposed in [54],
which exploits three dimensions of the transmission entities to
convey additional information bits. Although there have been
some works on MIM-aided DCSK schemes, the complexities
of these systems are relatively high. Therefore, how to design
a low-complexity and high-performance signal format for the
MIM-aided DCSK schemes is a still challenging issue.
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With this motivation, we put forward a carrier-time index-
modulation-aided DCSK (CTIM-DCSK) system. Different
from the previous works [52]–[54], the proposed CTIM-
DCSK system proposes a new CTIM scheme to achieve lower
complexity and higher transmission reliability. In particular,
the proposed CTIM-DCSK system uses both the frequency
and time resources as the index entities, while the HIM-MC-
DCSK system [53] only uses the frequency resource as the
index entity. Moreover, the proposed CTIM-DCSK system
does not require the Hilbert filter exploited in [52], [53] and
the Walsh-code generator exploited in [54], thus reducing
the implementation complexity. In the proposed CTIM-DCSK
system, the orthogonal sinusoidal carriers are used to transmit
both the reference-chaotic and information-bearing signals.
Moreover, in the proposed system, some extra information
bits can be carried by exploiting the carrier-and-time index
resources. Through such a manner, the proposed CTIM-DCSK
system can exhibit desirable performance in terms of data
rate and bit error rate (BER), due to the employment of
two new domains of transmission resources. At the receiver,
we adopt a noise-reduction operation to further improve the
BER performance of the proposed system. In brief, the main
contributions of this work are described as below:

1) We propose a new DCSK communication system based
on the carrier-time index modulation (CTIM-DCSK),
which exploits two additional dimensions of resources for
information transmission. In this sense, the information
bits are composed of three parts, i.e., the modulated bits,
carrier index bits, and time index bits. In the proposed
CTIM-DCSK system, the time slots used by the selected
subcarriers convey the same index bits. Based on this new
signal format, the proposed CTIM-DCSK system enjoys
the benefits of lower complexity and higher transmission
reliability with respect to the existing MIM-aided DCSK
systems.

2) We also derive theoretical BER expressions of the CTIM-
DCSK system over AWGN and multipath Rayleigh fad-
ing channels. Both theoretical and simulated results illus-
trate that the proposed CTIM-DCSK scheme significantly
improves the BER performance with respect to the exist-
ing JTFIM-MM-DCSK, MIM-DCSK, HIM-MC-DCSK,
CI-DCSK, MC-DCSK, DCSK-DIM, and conventional
DCSK systems.

3) We analyze the data rate, complexity and spectral efficien-
cy of the proposed CTIM-DCSK system with respect to
the JTFIM-MM-DCSK, MIM-DCSK, HIM-MC-DCSK,
CI-DCSK, MC-DCSK, DCSK-DIM, and conventional
DCSK systems to further illustrate the superiority of our
design.

The rest of this paper is structured as follows. We present
the system model of the proposed CTIM-DCSK scheme in
Section II. We carry out the derivation of the theoretical BER
expression for the proposed system in Section III. Subsequent-
ly, the data rate, system complexity and spectral efficiency are
analyzed in Section IV. The simulation results and discussions
are drawn in Section V. Finally, Section VI gives a summary
of this paper.

II. SYSTEM MODEL OF PROPOSED CTIM-DCSK

A. Transmitter

The block diagram of the transmitter for the proposed
CTIM-DCSK system is given in Fig. 1. In the proposed
system, we generate a length-R reference-chaotic signal cx =
[cx,1, cx,2, ..., cx,R] by using a second-order Chebyshev poly-
nomial function (i.e.,ck+1 = 1 − 2c2k, k = 1, 2, ...). The
reference-chaotic signal is transmitted in each carrier. Specif-
ically, a CTIM-DCSK symbol contains p = p0 + p1 + p2
transmitted bits. In each symbol duration, since N − 1 out of
N subcarriers are selected to carry the carrier index bits, the
number of the carrier index bits is p1 = log2N . Similarly,
Q − 1 out of the Q time slots are selected to carry the time
index bits, thus the number of the time index bits equals
p2 = log2Q. In the proposed system, each subcarrier needs
an extra time slot to carry the reference-chaotic signal. As a
result, there are Q+1 time slots used for transmission in each
symbol duration. In addition, the number of the modulated
bits becomes p0 = (N − 1)(Q− 1). The modulated symbols
are denoted as e = [e1, e2, · · ·, er, · · ·, ep0

], r = 1, 2, · · ·, p0.
Exploiting the index selector, p1 carrier index bits are mapped
to the carrier index sequence h = [h1, h2, . . . , hν , . . . hN ],
where hν = 1 represents that the ν-th subcarrier is selected,
and hν = 0 represents that the ν-th subcarrier is unselected.
Furthermore, the time index sequence can be represented
as b = [b1, b2, . . . , bα, . . . bQ], where bα = 1 or bα = 0
implies that the α-th time slot is selected or unselected,
respectively. Specifically, suppose that cl and sl are two
position index modulation symbols determined by the carrier
index bits and time index bits, respectively. Then, the resultant
carrier index sequence and time index sequence are yielded
as [h1, h2, ..., hN ] = [1, 1, ..., 0cl , ..., 1] and [b1, b2, ..., bQ] =
[1, 1, ..., 0sl , ..., 1], respectively.

In the modulator, every p transmitted bits are transformed to
an N ×Q information matrix d = {di,j}, where 1 ≤ i ≤ N
and 1 ≤ j ≤ Q. If i ̸= cl and j ̸= sl, di,j is determined
by the modulated bits (i.e., di,j ∈ {+1,−1}); otherwise, di,j
is determined by carrier index bits and time index bits (i.e.,
di,j = 0). Then, di,j is multiplied with the reference-chaotic
signal cx(t) so as to carry the information bits. Therefore,
the spreading factor of the CTIM-DCSK system equals β =
QR, where R is the length of a reference-chaotic signal. An
instance of the CTIM-DCSK system with carrier and time
index bits being ‘10’ and ‘11’ is given in Fig. 2. In such a
scenario, the number of available carriers (resp. time slots) is 4,
where 1 subcarrier (resp. time slot) is unselected. As a result,
the 9 modulated bits and 4 index bits are input to modulator.
In particular, the 9 modulated bits are spread by the reference-
chaotic signal in the three time slots (including t1, t2, t3), and
transmitted by the 3 selected subcarriers (including f1, f2 and
f4). On the other hand, the 4 index bits are carried by the
positions (i.e., indices) of unselected carrier and unselected
time slot.

Finally, both of the information-bearing signals and
reference-chaotic signal cx(t) are conveyed through the sub-
carrier with frequency fi. Hence, the o-th frame of transmitted
signal is written as (1), as shown at the top of the next page,
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s(t) =


N∑
i=1

cx(t) cos(2πfit+ ϕi), (o− 1)(Q+ 1)RTc < t ≤ ((o− 1)(Q+ 1) + 1)RTc

N∑
i=1

Q∑
j=1

(cx(t)di,j cos(2πfit+ ϕi)), ((o− 1)(Q+ 1) + 1)RTc < t ≤ ((o− 1)(Q+ 1) + j + 1)RTc

, (1)
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Fig. 2. An example of the CTIM-DCSK system with the carrier and time
index bits are ‘10’ and ‘11’, respectively. The number of available carriers
(resp. time slots) is equal to 4, where the white and shadowed boxes represent
the selected and unselected subcarriers (resp. time slots), respectively.

where fi, ϕi and Tc represent the frequency, the phase angle
of the i-th carrier and the chip time, respectively.

B. Receiver

In Fig. 3, the receiver of the proposed CTIM-DCSK system
is illustrated. We consider a channel model of multipath

Rayleigh fading channel η(t) =
L∑

l=1

λlδ(t−τl), where τl and λl

are denoted as the path delay of the l-th path and the channel
coefficient, respectively. L is denoted as the number of paths.
The received signal output from the channel can be given as

r(t) = s(t) ∗ η(t) + n(t), (2)

where ∗ is the convolution operator, and n(t) is the AWGN
with zero mean and variance N0/2. In this paper, λl is
independent Rayleigh-distributed random variable. In addition,
the received signals can be separated by the corresponding
orthogonal carrier frequencies, and then are filtered by a set
of matched filters. The demodulated discrete outputs have two
parts, one part is the information bearing signals, and the other
is the reference-chaotic signals. Especially, the N reference-
chaotic signals are represented by a matrix A with dimension
of N ×R, while the N information bearing signals are repre-
sented by another matrix B with dimension of N×(Q×R). In
order to obtain better BER performance, we can alleviate the
impact of the Gaussian noise of the reference-chaotic signals
by some operations. From Fig. 3, the specific operation of the
noise reduction receiver is explained as below. The received
reference-chaotic signals are summed and averaged. Then, the
averaged reference-chaotic signal can be used to demodulate

the information-bearing signals. So that the average reference-
chaotic signal is expressed as

c̃x,ave =
1

N

N∑
i=1

R∑
k=1

(
L∑

l=1

λlcx,k−τl + ni
x,k

)
. (3)

To facilitate the calculation, we expand the length-R average
reference signal c̃x,ave into an N×(Q×R) average reference-
chaotic-signal matrix X. Specifically, the average reference-
chaotic-signal matrix X can be calculated as X = IN×Q ⊗
c̃x,ave, where I is an N × Q identity matrix. Finally, the
information-bearing-signal matrix Z = X⊙B with dimension
of N × (Q × R) is input to the detector, where ⊙ is the
Hadamard product [38]. The matrix Z is passed through an
energy detector to demodulate the modulated bits, carrier index
bits and time index bits. In this detector, each row of the
matrix Z is divided into Q parts according to the length R
of the each reference-chaotic signal. Then, the R elements of
the j-th part within the i-th row of the matrix Z are added up
and stored in the matrix W = {Wi,j} = [Ẇ1, . . . ,ẆN ]

T
,

where Wi,j(1 ≤ i ≤ N, 1 ≤ j ≤ Q) denotes the j-th sample
in the i-th subcarrier, and the superscribe “T” denotes the
transpose operation. More specifically, the value of the Wcl,j

(i.e., i = cl, 1 ≤ j ≤ Q) is calculated as

Wcl,j ≈
R∑

k=1

ncl,j+k(
L∑

l=1

λlc̃x,ave + n
′

i,k). (4)

Similarly, when j = sl, and 1 ≤ i ≤ N , the value of Wi,sl

can be calculated as

Wi,sl ≈
R∑

k=1

ni,sl+k(
L∑

l=1

λlc̃x,ave + n
′

i,k). (5)

If i ̸= cl and j ̸= sl, the element of matrix W becomes

Wi,j ≈
R∑

k=1

(
L∑

l=1

λlc̃x,avedi,j + ni,j+k)(
L∑

l=1

λlc̃x,ave + n
′

i,k),

(6)
where ncl,j+k, ni,sl+k, ni,j+k, n

′

i,k are independent Gaussian
noises with zero mean and variance N0/2.

1) Carrier-Index-Bit Detection: For recovering the carrier
index bits, we need to calculate the absolute values of Q
elements in the i-th row of the matrix W, then sum these
absolute values to obtain the decision metric for the i-th
subcarrier. Thus, when i = cl, the decision metric of the i-th
subcarrier (i.e., the unselected subcarrier) can be derived as

Vi ≈
Q∑

j=1

|Wcl,j |, (7)
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Fig. 3. Receiver structure of the proposed CTIM-DCSK system.

otherwise (when i ̸= cl), the decision metric of the i-th
subcarrier (i.e., the selected subcarrier) is expressed as

V
′

i ≈
Q∑

j=1,j ̸=sl

|Wi,j |+ |Wi,sl | . (8)

The carrier index symbol cl can be recovered by using the
position of the minimum value between the decision metrics
Vi and V

′

i . Mathematically, the demodulation process for the
carrier index symbol can be expressed as

ĉl = argmin(Vi, V
′

i ), i = 1, ..., N. (9)

Hence, the carrier index bits are obtained by converting ĉl−1
from decimal to binary.

2) Time-Index-Bit Detection: To recover the time index bits,
we can calculate the absolute values of N elements in the j-th
column of the matrix W, then sum these absolute values to
obtain the decision metric for the j-th time slot. Thus, when
j = sl, the decision metric of the j-th time slot (i.e., the
unselected time slot) can be expressed as

Vj ≈
N∑
i=1

|Wi,sl |, (10)

otherwise (when j ̸= sl), the decision metric of the j-th time
slot (i.e., the selected time slot) becomes

V
′

j ≈
N∑

i=1,i ̸=cl

|Wi,j |+ |Wcl,j | . (11)

Based on the position of the minimum value between the
decision metrics Vj and V

′

j , we can recover the time index
symbol sl. The demodulation process for the time index
symbol can be given by

ŝl = argmin(Vj , V
′

j ), j = 1, ..., Q. (12)

The time index bits are obtained by converting ŝl − 1 from
decimal to binary.

3) Modulated-Bit Detection: Since the indices of carriers
and time slots are detected by the aforementioned carrier-
index-bit detection and time-index-bit detection, the modulated
bits er can be estimated as

êr =

{
1 sign(Wi,j) > 0
0 otherwise

, (13)

where r = 1, . . . , p0, i ̸= ĉl, and j ̸= ŝl.

III. ANALYSIS OF BER PERFORMANCE

A. Formulation of System BER

In general, the overall BER of system Psys is a function of
the BER of carrier index bits Pci, the BER of time index bits
Pti, and the BER of modulated bits Pm. To be specific, the
overall BER Psys can be written as

Psys =
p1
p
Pci +

p2
p
Pti +

p0
p
Pm, (14)

where p = p1+p2+p0 is the total transmitted bits. Moreover,
Pci, Pti and Pm are the BER of carrier index bits, time
index bits and modulated bits, respectively. The probability
of detecting each incorrect mapped position is 1

2p1−1 , while
the carrier index detection is incorrect. Similarly, when the
time index detection is incorrect, the probability of detecting
each incorrect mapped position is 1

2p2−1 . Thus, the expectation
of the number of incorrect mapped positions for carrier index
and time index can be calculated as

D1 =

p1∑
i=1

i
( p1

i )

2p1 − 1
, (15)

D2 =

p2∑
i=1

i
( p2

i )

2p2 − 1
, (16)

where ( n
m ) = n!

m!(n−m)! . The BER of the carrier index bits
and time index bits can be formulated as

Pci =
D1

p1
Pcd, (17)
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Pti =
D2

p2
Ptd. (18)

where Pcd and Ptd denote the erroneous detection probability
of carrier-index and time-index modulation, respectively.

B. Derivation of Pcd and Ptd

Without loss of generality, the modulated bit er = +1 is
transmitted in this part. Hence, the mean and the variance of
Wcl,j , Wi,sl and Wi,j can be expressed by

uWcl,j
= E[Wcl,j ] ≈ 0, (19)

uWi,sl
= E[Wi,sl ] ≈ 0, (20)

uWi,j = E[Wi,j ] ≈
L∑

l=1

λ2
lEc, (21)

δ2Wcl,j
= V ar[Wcl,j ] ≈

L∑
l=1

λ2
lEcN0

2
+

N2
0R

4N
, (22)

δ2Wi,sl
= V ar[Wi,sl ] ≈

L∑
l=1

λ2
lEcN0

2
+

N2
0R

4N
, (23)

δ2Wi,j
= V ar[Wi,j ] ≈

L∑
l=1

λ2
lEcN0

(
1

2
+

1

2N

)
+

N2
0R

4N
,

(24)

where Ec =
∑R

k=1 c
2
x,k, E[·] is the mean operator, and V ar[·]

is the variance operator.
In the CTIM-DCSK system, Eb = p0+N

p0+p1+p2

∑R
k=1 c

2
x,k is

the transmitted energy per bit, γe =
∑L

l=1 λ
2
lEb/N0 is the

signal-to-noise ratio (SNR), a0 = p0+N , and a1 = p0+p1+
p2. As |Wcl,j |, |Wi,sl | and |Wi,j | obey the folded Gaussian
distribution [42], [55], the means of |Wcl,j |, |Wi,sl | and |Wi,j |
are calculated respectively as

u|Wcl,j | =

√
2δ2Wcl,j

π
e
−

u2
Wcl,j

2δ2
Wcl,j − uWcl,j

erf(
−uWcl,j√
2δ2Wcl,j

)

=
√

EbN0γ1, (25)

u|Wi,sl | =

√
2δ2Wi,sl

π
e
−

u2
Wi,sl

2δ2
Wi,sl − uWi,sl

erf(
−uWi,sl√
2δ2Wi,sl

)

=
√
EbN0γ1, (26)

u|Wi,j | =

√
2δ2Wi,j

π
e
−

u2
Wi,j

2δ2
Wi,j − uWi,jerf(

−uWi,j√
2δ2Wi,j

)

=
√

EbN0γ, (27)

where erf(·) is the error function,

γ1 =

√
a1
πa0

+
R

2πγeN
, (28)

γ =

√
a1 (N + 1)

πa0N
+

R

2πγeN
e

−

 1

a0(N+1)
γea1N

+
Ra2

0
2γ2

ea2
1N



−√
γe

a1
a0

erf

−

√√√√ 1
a0(N+1)
γea1N

+
Ra2

0

2γ2
ea

2
1N

 . (29)

Furthermore, the variances of |Wcl,j |, |Wi,sl | and |Wi,j | can
be calculated respectively as

δ2|Wcl,j |
= u2

Wcl,j
+ δ2Wcl,j

− u2

|Wcl,j |

= EbN0

(
a1
2a0

+
R

4γe
− γ2

1

)
= EbN0ρ1, (30)

δ2|Wi,sl |
= u2

Wi,sl
+ δ2Wi,sl

− u2
|Wi,sl|

= EbN0

(
a1
2a0

+
R

4γe
− γ2

1

)
= EbN0ρ1, (31)

δ2|Wi,j | = u2
Wi,j

+ δ2Wi,j
− u2

|Wi,j |

= EbN0

(
γea

2
1

a20
+

a1
a0

+
R

4γe
− γ2

)
= EbN0ρ, (32)

where

ρ1 =

(
a1
2a0

+
R

4γeN
− γ2

1

)
, (33)

ρ =

(
γea

2
1

a20
+

a1 (N + 1)

2a0N
+

R

4γeN
− γ2

)
. (34)

Thus, the means of Vi and V
′

i can be written as

uVi = Q · u|Wcl,j | = Q
√
EbN0γ1, (35)

uV
′
i
= (Q− 1)u|Wi,j | + u|Wi,sl |
= (Q− 1)

√
EbN0γ +

√
EbN0γ1. (36)

Similarly, the mean of Vj and V
′

j can also be given by

uVj = N · u|Wi,sl| = N
√
EbN0γ1, (37)

uV
′
j
= (N − 1)u|Wi,j | + u|Wcl,j |

= (N − 1)
√
EbN0γ +

√
EbN0γ1. (38)

According to (4), (5), (7), and (10), the components of
the decision metrics Vi and Vj are only related to Gaussian
noises, and hence are independent of one another. As such,
the variances of Vi and Vj can be given by

δ2Vi
= Q · δ2|Wcl,j | = EbN0ρ1Q, (39)

δ2Vj
= N · δ2|Wi,sl| = EbN0ρ1N. (40)



7

On the other hand, the components of V
′

i (resp.
V

′

j ) are calculated using the same average reference-
chaotic signal at the noise-reduction receiver. Thus, the
variables |Wi,1| , . . . , |Wi,sl−1| , |Wi,sl+1| , . . . , |Wi,Q| (resp.
|W1,j | , . . . , |Wcl−1,j | , |Wcl+1,j | , . . . , |WN,j |) are correlated
with one another. In this system, δ2|Wi,j | and E(|Wi,j |) can be
calculated, while E(|Wi,j | , |Wi,j′ |) (resp. E(|Wi,j | , |Wi′,j |))
cannot be calculated by the formula derivation, where j ̸=
j′ (resp. i ̸= i′). Hence, we resort to the Monte-Carlo
simulation to obtain the corresponding expectation, which is
denoted by ζ. Based on the above analysis, the variance of V

′

i

and V
′

j are calculated respectively as

δ2
V

′
i
= (Q− 1)δ2|Wi,j | + δ2∣∣∣Wi,s

l

∣∣∣ + 2
(
Q−1
2

)
(ζ − u|Wi,j |u|Wi,j′ |)

= (Q− 1)EbN0ρ+ EbN0ρ1 + 2
(
Q−1
2

)
(ζ − EbN0γ

2),
(41)

δ2
V

′
j
= (N − 1)δ2|Wi,j | + δ2∣∣∣Wi,c

l

∣∣∣ + 2
(
N−1

2

)
(ζ − u|Wi,j |u|Wi′,j |)

= (N − 1)EbN0ρ+ EbN0ρ1 + 2
(
N−1

2

)
(ζ − EbN0γ

2).
(42)

In the proposed CTIM-DCSK system, if the decision metric
Vi is larger than the minimum of the decision metric V

′

i , an
error occurs. Based on the cumulative distribution function
(CDF) and the probability density function (PDF) of two
decision metrics, the erroneous detection probability of the
carrier-index modulation can be given as [56], [57]

Pcd = Pr[Vi > min(V
′

i )]

=

∫ +∞

0

(1− (1− FV
′
i
(y))

2p1 −1
)fVi(y)dy, (43)

where fVi(y) represents the PDF of Vi and FV
′
i
(y) represents

the CDF of V
′

i . The 2p1 − 1 correlator outputs are inde-
pendent of one another and have identically distributed. So
that min(V

′

i ) is the minimum order statistic and its CDF can
be given as (1 − (1− FV

′
i
(y))

2p1−1
). Since the summation

of several independent folded-Gaussian-distributed random
variables follows a Gaussian distribution, the PDF of Vi and
CDF of V

′

i are calculated respectively as

fVi(y) =
1√
2πδ2Vi

exp

(
− (y − uVi)

2

2δ2Vi

)
, (44)

FV
′
i
(y) =

1

2

1 + erf


(
y − uV

′
i

)
√
2δ2

V
′
i

 . (45)

Based on (44) and (45), (43) is simplified as (46), as shown
at the top of the following page. Let u = y√

EbN0
, η1 =

2
(
Q−1
2

) (
ζ

EbN0
− γ2

)
, and η2 = 2

(
N−1
2

) (
ζ

EbN0
− γ2

)
, the

erroneous detection probability can be further reduced as (47),
as shown at the top of the following page.

Similarly, the erroneous detection probability of the time-
index modulation can be expressed as

Ptd = Pr[Vj > min(V
′

j )]

=

∫ +∞

0

(1− (1− FV
′
j
(y))

2p2−1
)fVj (y)dy, (48)

where the decision metrics Vj and V
′

j follow Gaussian distri-
butions. Thus, the PDF of Vj and the CDF of V

′

j can be given
respectively as

fVj (y) =
1√
2πδ2Vj

exp

(
−
(
y − uVj

)2
2δ2Vj

)
, (49)

FV
′
j
(y) =

1

2

1 + erf


(
y − uV

′
j

)
√

2δ2
V

′
j

 . (50)

In a word, the erroneous detection probability Ptd is
simplified as (51), as shown at the top of the following
page. Let u = y√

EbN0
, η1 = 2

(
Q−1
2

) (
ζ

EbN0
− γ2

)
, and

η2 = 2
(
N−1
2

) (
ζ

EbN0
− γ2

)
, (51) can be further reduced as

(52), as shown at the top of the following page.
Moreover, The BER of a DCSK system Pe can be expressed

Pe =
1

2
erfc

([
(N + 1) a0
Na1γe

+
Ra20

2γ2
ea

2
1N

]− 1
2

)
. (53)

For the modulated bits, there are four different scenarios
which may cause erroneous detection. In the first scenario,
the modulated bits are detected incorrectly, buit the index bits
are demodulated correctly. In the second scenario, the carrier
index bits are detected incorrectly. In the third scenario, the
time index bits are detected incorrectly. In the fourth scenario,
both the time index detection and the carrier index detection
are detected incorrectly. Therefore, the BER for modulated
bits is calculated as (54), as shown at the top of the following
page.

We consider that the multipath Rayleigh fading channel is
an independent and identically distributed channel. Thereby,
the PDF of the instantaneous SNR γe can be expressed by

f(γe) =
γL−1
e

(L− 1)!γ̄L
a

exp

(
− γe
γ̄a

)
, (55)

where γ̄a = Eb

N0
E[λ2

i ] =
Eb

N0
E[λ2

l ], i ̸= l represents the aver-

age instantaneous SNR per channel, and γe =
Eb

N0

(∑L
l=1 λ

2
l

)
with

∑L
l=1 λ

2
l = 1.

Hence, the average BER of the proposed CTIM-DCSK
system over a multipath Rayleigh fading channel is formulated
as

Pmul =

∫ +∞

0

Psys · f (γe) dγe. (56)

IV. ANALYSIS OF COMPLEXITY AND EFFICIENCY

The data rate, complexity and spectral efficiency of the
CTIM-DCSK system are calculated, then the proposed system
is compared with the JTFIM-MM-DCSK system [52], MIM-
DCSK system [54], HIM-MC-DCSK system [53], CI-DCSK
system [45], MC-DCSK system [24], DCSK-DIM system [47],
and conventional DCSK system [7]. In the analysis, the data
rate can be defined as the ratio of overall number of transmitted
bits to transmission duration per symbol. According to Sec-
tion II-A, the carrier and time indices are used to transmit some
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Pcd =
1√

2πEbN0ρ1Q

∫ +∞

0

1−
1

2
− 1

2
erf

 (
y −

[
(Q− 1)

(√
EbN0γ

)
+
√
EbN0γ1

])√
2
[
(Q− 1) (EbN0ρ) + EbN0ρ1 + 2

(
Q−1
2

)
(ζ − EbN0γ2)

]
2p1 −1


× exp

(
−
(
y −Q

√
EbN0γ1

)2
2ρ1Q

)
dy, (46)

Pcd =
1√

2πρ1Q

∫ +∞

0

1−(1

2
− 1

2
erf

(
(u− [(Q− 1) γ + γ1])√
2 [(Q− 1) ρ+ ρ1 + η1]

))2p1−1
× exp

(
− (u−Qγ1)

2

2ρ1Q

)
du, (47)

Ptd =
1√

2πEbN0ρ1N

∫ +∞

0

1−
1

2
− 1

2
erf

 (
y −

[
(N − 1)

(√
EbN0γ

)
+
√
EbN0γ1

])√
2
[
(N − 1) (EbN0ρ) + EbN0ρ1 + 2

(
N−1
2

)
(ζ − EbN0γ2)

]
2p2−1


× exp

(
−
(
y −N

√
EbN0γ1

)2
2ρ1N

)
dy, (51)

Ptd =
1√

2πρ1N

∫ +∞

0

1−(1

2
− 1

2
erf

(
(u− [(N − 1) γ + γ1])√
2 [(N − 1) ρ+ ρ1 + η2]

))2p2 −1
× exp

(
− (u−Nγ1)

2

2ρ1N

)
du, (52)

Pm =Pe(1− Pcd)(1− Ptd) +
(0.5 + Pe(p1 − 1))

p1
Pcd(1− Ptd) +

(0.5 + Pe(p2 − 1))

p2
Ptd(1− Pcd)

+
Pe(N − 2)(Q− 2) + 0.5(p0 − (N − 2)(Q− 2))

p0
PtdPcd. (54)

extra information bits in the proposed CTIM-DCSK system.
To be specific, the number of index bits is log2N + log2Q,
while the number of modulated bits is (N−1)(Q−1). There-
fore, the total number of transmitted bits becomes log2N +
log2Q+ (N − 1)(Q− 1). Since the transmission duration for
each CTIM-DCSK system is R (Q+ 1)Tc, the expression of
data rate is written as ε1 = Q(log2N+log2Q+p0)

β(Q+1)Tc
. In addition,

the data rate of the JTFIM-MM-DCSK system can be calcu-

lated as ε2 =
log2C

Ns
N +Nslog2C

Qs
Q +(N−Ns)Q+Ns[Qs+2(Q−Qs)]

βTc
,

where Ns and Qs are defined as the number of selected
subcarriers and the number of selected time slots, respectively,
Cn

m = n!
m!(n−m)! is the binomial coefficient. Similarly, the

data rate of the MIM-DCSK system is calculated as ε3 =
Q[log2N+(N−1)log2Q+(N−1)log2M+(Q−1)(N−1)]

(Q+1)βTc
, where M is

the M -order of Walsh code. Furthermore, the data rates of
the HIM-MC-DCSK, CI-DCSK, MC-DCSK, DCSK-DIM and
conventional DCSK systems are summarized in the Table I.

In Fig. 4 and Fig. 5, the data rate of the proposed CTIM-
DCSK system is compared with those of its competitors
versus. It can be clearly observed that the CTIM-DCSK system
has a higher data rate than its competitors except for the
JTFIM-MM-DCSK system and the MIM-DCSK system. Al-
though the data rate of the CTIM-DCSK system is lower than
those of the JTFIM-MM-DCSK system and the MIM-DCSK

system, the complexities of latter two systems are significantly
higher. To be specific, the complexities per transmitted bit for
the JTFIM-MM-DCSK system and MIM-DCSK system are
almost three times and twice of the proposed CTIM-DCSK
system, respectively. In addition, with the similar data rate,
the BER performance of the proposed CTIM-DCSK system
is significantly better than those of the JTFIM-MM-DCSK
system and the MIM-DCSK system (see the forthcoming
Fig. 6, Fig. 13, and Fig. 14).

On the other hand, the system complexity is composed of
two parts, including the complexity of spreading/despreading
operations of the system and the complexity of index-search.
In particular, the index-search complexity is defined as the
number of comparison operations required to detect the ac-
tivation patterns of transmission entities (e.g., carriers and
time slots). In the proposed CTIM-DCSK system, it needs
to generate N reference-chaotic signals, so that the spread-
ing/despreading complexity is ((N − 1)(Q− 1) +N)R. In
addition, the index-search complexity of the CTIM-DCSK
system is C1

N + C1
Q. Therefore, the complexity of the CTIM-

DCSK system becomes [(N − 1)(Q− 1) +N ]R+C1
N + C1

Q.
In addition, Table I illustrates the complexities of the JTFIM-
MM-DCSK system, MIM-DCSK system, HIM-MC-DCSK
system, CI-DCSK system, MC-DCSK system, DCSK-DIM
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TABLE I
DATA RATE AND COMPLEXITY COMPARISON AMONG THE PROPOSED CTIM-DCSK SYSTEM, JTFIM-MM-DCSK SYSTEM, MIM-DCSK SYSTEM,

HIM-MC-DCSK SYSTEM, CI-DCSK SYSTEM, MC-DCSK SYSTEM, DCSK-DIM SYSTEM, AND CONVENTIONAL DCSK SYSTEM

System Data Rate Complexity

CTIM-DCSK Q[log2N+log2Q+(N−1)(Q−1)]
β(Q+1)Tc

[(N − 1)(Q− 1) +N ]R+ C1
N + C1

Q

JTFIM-MM-DCSK
log2C

Ns
N

+Nslog2C
Qs
Q

+(N−Ns)Q+Ns[Qs+2(Q−Qs)]

βTc
2{(N −Ns)Q+Ns[Qs + 2(Q−Qs)] +NQ}R

MIM-DCSK Q[log2N+(N−1)log2Q+(N−1)log2M+(Q−1)(N−1)]
(Q+1)βTc

(N − 1)QR+R+ (N − 1)MR+ (N − 1)(C1
M + C1

Q) + C1
N

HIM-MC-DCSK 2N
βTc

(3 +N)β +NC1
2

CI-DCSK N−1+log2N
βTc

NR+ C1
N

MC-DCSK N
βTc

(N + 1)R

DCSK-DIM 2(Q−1+log2Q)
βTc

(2Q+ 1)R+ 2C1
Q

DCSK 1
βTc

2R

N

D
at

a 
ra

te

CTIM-DCSK
JTFIM-MM-DCSK
MIM-DCSK
HIM-MC-DCSK
CI-DCSK
MC-DCSK

Fig. 4. Data rates of the proposed CTIM-DCSK system (Q = 4), JTFIM-
MM-DCSK system (Ns = 1, Q = 4, Qs = 3), MIM-DCSK system
(Q = 4,M = 4), HIM-MC-DCSK system, CI-DCSK system, and MC-
DCSK system with different numbers of subcarriers N .

Q

D
at

a 
ra

te

CTIM-DCSK
JTFIM-MM-DCSK
MIM-DCSK
DCSK-DIM
 Conventional DCSK

Fig. 5. Data rates of the proposed CTIM-DCSK system (N = 4), JTFIM-
MM-DCSK system (N = 4, Ns = 1, Qs = Q − 1), MIM-DCSK system
(N = 4,M = 4), DCSK-DIM system, and conventional DCSK system with
different numbers of time slots Q.
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CTIM-DCSK, =6
JTFIM-MM-DCSK, =7
MIM-DCSK, =5
HIM-MC-DCSK, =6
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MC-DCSK, =6
DCSK-DIM, =4
Conventional DCSK, =1

Fig. 6. Complexities per transmitted bit of the proposed CTIM-DCSK,
JTFIM-MM-DCSK, MIM-DCSK, HIM-MC-DCSK, CI-DCSK, MC-DCSK,
DCSK-DIM, and conventional DCSK systems versus the parameter R.

system, and conventional DCSK system. As a further investi-
gation, the complexities per transmitted bit for different DCSK
systems versus the length R of reference-chaotic signal are
shown in Fig. 6, where κ denotes the number of transmitted
bits per symbol. Here, the simulation parameters of the CTIM-
DCSK system are set as N = 2 and Q = 4, while those
of the JTFIM-MM-DCSK, MIM-DCSK, HIM-MC-DCSK,
CI-DCSK, MC-DCSK and DCSK-DIM systems are set as
N/Ns/Q/Qs = 2/1/2/1, N/Q/M = 2/2/4, N = 3, N = 4,
N = 6, Q = 2, respectively. It should be noted that κ cannot
be set to a constant for all the considered DCSK schemes
in this paper because of their inherent characteristics. As
shown, the complexity of the CTIM-DCSK system is lower
than those of the JTFIM-MM-DCSK, MIM-DCSK, HIM-
MC-DCSK, MC-DCSK, DCSK-DIM, and conventional DCSK
systems, but is slightly higher than the CI-DCSK system.

Spectral efficiency is also an important performance metric
for wireless communication systems. In general, the spectral
efficiency can be defined as the ratio of the data rate to overall
bandwidth [38], [58]. The spectral efficiencies of the CTIM-
DCSK system and its competitors are calculated and shown
in Table II, where ω is the bandwidth of the subcarrier. It is
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TABLE II
SPECTRAL EFFICIENCY COMPARISON AMONG THE PROPOSED

CTIM-DCSK SYSTEM, JTFIM-MM-DCSK SYSTEM, MIM-DCSK
SYSTEM, HIM-MC-DCSK SYSTEM, CI-DCSK SYSTEM, MC-DCSK
SYSTEM, DCSK-DIM SYSTEM, AND CONVENTIONAL DCSK SYSTEM

System Spectral Efficiency

CTIM-DCSK ε1
Nω

JTFIM-MM-DCSK ε2
(N+1)ω

MIM-DCSK ε3
Nω

HIM-MC-DCSK 2N
(N+1)βTcω

CI-DCSK N−1+log2N
(N+1)βTcω

MC-DCSK N
(N+1)βTωc

DCSK-DIM 2(Q−1+log2Q)
βTcω

DCSK 1
βTcω

obvious from Fig. 7 and Fig. 8 that the spectral efficiency
of the CTIM-DCSK system is higher than those of the HIM-
MC-DCSK, CI-DCSK, MC-DCSK and conventional DCSK
systems, but lower than those of the JFTIM-MM-DCSK,
MIM-DCSK, DCSK-DIM systems. The reason is that the
spectral efficiency is proportional to the data rate when using
the same bandwidth. Actually, the proposed CTIM-DCSK
system can get desirable benefits from BER performance and
complexity at the price of sacrificing some spectral efficiency.

V. NUMERICAL RESULTS AND DISCUSSIONS

The theoretical and simulated BER performance of the
proposed system are evaluated over AGWN and multipath
Rayleigh fading channels in this section. Moreover, we com-
pare the BER performance of the proposed CTIM-DCSK
system with the CI-DCSK system [45], MC-DCSK system
[24], DCSK-DIM system [47], JTFIM-MM-DCSK system
[52], MIM-DCSK system [54] and HIM-MC-DCSK system
[53]. In all figures, β represents the spreading factor and
ε represents the data rate. In a multipath Rayleigh fading
channel, we are set: the fading path L = 3, the same average
power gains E

[
λ2
1

]
= E

[
λ2
2

]
= E

[
λ2
3

]
= 1/3, and the path

delays τ1 = 0, τ2 = 1 and τ3 = 2. The simulation parameters
of CTIM-DCSK system are set as N = 4, Q = 4 and N = 8,
Q = 4 for ε = 10

βTc
and ε = 20

βTc
, respectively.

Fig. 9 shows the theoretical and simulated BER performance
of the proposed CTIM-DCSK over AWGN and multipath
Rayleigh fading channels, as well as the effect of parameters
N and Q on the BER performance of the CTIM-DCSK
system. As shown, the simulation results match very well
with theoretical BER expressions, confirming the accuracy of
our theoretical analysis. On the one hand, when the number
of time slots Q and spreading factor β are fixed, the BER
performance of the CTIM-DCSK system gets better as the
number of subcarriers N increases from 4 to 8. On the other
hand, when the number of subcarriers N and β are fixed, the
BER performance of the CTIM-DCSK system improves as the
number of time slots Q increases from 4 to 8. For example,
in an AWGN channel, when N and β are fixed, the CTIM-
DCSK system with Q = 8 achieves a gain of 1.5 dB over that
with Q = 4 at a BER of 10−5.

N
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HIM-MC-DCSK
CI-DCSK
MC-DCSK

Fig. 7. Spectral efficiencies of the proposed CTIM-DCSK system (Q = 4),
JTFIM-MM-DCSK system (Ns = 1, Q = 4, Qs = 3), MIM-DCSK system
(Q = 4,M = 4), HIM-MC-DCSK system, CI-DCSK system, and MC-
DCSK system with different numbers of subcarriers N .
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 Conventional DCSK

Fig. 8. Spectral efficiencies of the proposed CTIM-DCSK system (N = 4),
JTFIM-MM-DCSK system (N = 4, Ns = 1, Qs = Q − 1), MIM-DCSK
system (N = 4,M = 4), DCSK-DIM system, and conventional DCSK
system with different numbers of time slots Q.
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Fig. 9. Theoretical and simulation BER performance of the proposed CTIM-
DCSK system over AWGN as well as multipath Rayleigh fading channels,
where β = 800.
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Fig. 10. BER performance of the proposed CTIM-DCSK and CI-DCSK
systems over AWGN and multipath Rayleigh fading channels, where β =
450.

We compare the BER performance of the proposed CTIM-
DCSK system and the CI-DCSK system in Fig. 10, where
the data rate and spread factor are set to ε = 10

βTc
, 20
βTc

and
β = 450.1 Referring to this figure, the BER performance of the
CTIM-DCSK system outperforms that of the CI-DCSK system
over AWGN as well as multipath Rayleigh fading channels.
For instance, when ε = 10

βTc
, the performance improvement

for CTIM-DCSK system is about 5.5 dB with respect to CI-
DCSK system over the AWGN channel at a BER of 10−5.
Furthermore, the CTIM-DCSK system can have a gain of
about 5 dB compared with the CI-DCSK system at the same
BER level over the multipath Rayleigh fading channel. In
addition, when ε increases from 10

βTc
to 20

βTc
, the performance

of the CTIM-DCSK system slightly improves, while that of
the CI-DCSK system slightly degrades. The reason is that
the number of reference-chaotic signals (i.e., the number of
carriers) increases as the data rate becomes larger, which leads
to a better detection performance with the use of a noise-
reduction module.

In Fig. 11, the BER performance of CTIM-DCSK system
is compared with that of MC-DCSK system. These results
show that the BER performance of CTIM-DCSK system is
better than that of MC-DCSK system over both AWGN and
multipath Rayleigh fading channels. When ε = 10

βTc
, the

performance improvements of the CTIM-DCSK system are
about 5 dB and 4 dB compared to the MC-DCSK system at a
BER of 10−5 over the AWGN and multipath Rayleigh fading
channels, respectively. Moreover, when ε increases from 10

βTc

to 20
βTc

, the CTIM-DCSK system achieves gains ranging from
about 5 dB to 5.5 dB compared with the MC-DCSK system at
a BER of 10−5 over the AWGN channel. Similar observations
can be also drawn from the results over the multipath Rayleigh
fading channel.

In Fig. 12, we compare the BER performance of CTIM-

1Unless otherwise specified, the above parameter setting will be adopted in
the remaining simulations. Actually, it is a fair to compare BER performance
between the proposed CTIM-DCSK system with its counterparts with similar
data rates.
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Fig. 11. BER performance of the proposed CTIM-DCSK and MC-DCSK
systems over AWGN and multipath Rayleigh fading channels, where β =
450.

DCSK system with DCSK-DIM system over AWGN and
multipath Rayleigh fading channels. In particular, the CTIM-
DCSK system is superior to the DCSK-DIM system over both
AWGN channel and multipath Rayleigh fading channel. For
example, when ε = 10

βTc
, the CTIM-DCSK system achieves

a desirable BER of 10−5 at Eb/N0 = 12.6 dB, while the
DCSK-DIM system accomplishes a BER of only 1.1× 10−2

over the AWGN channel. Moreover, the performance benefit
of the CTIM-DCSK system further improves compared with
the DCSK-DIM system as ε increases. Specifically, the CTIM-
DCSK system possesses performance gains of about 3.5 dB
and 4 dB with respect to the DCSK-DIM system at a BER
of 10−5 when ε equal 10

βTc
and 20

βTc
, respectively, over the

AWGN channel.
In Figs. 10 ∼ 12, the BER performance of the proposed

CTIM-DCSK system is better than those of the MC-DCSK,
CI-DCSK, and DCSK-DIM systems. The reason is that the
proposed CTIM-DCSK system develops a new IM-DCSK
signal formal by intelligently incorporating frequency-and-
time resources into the DCSK signals and introduces a noise-
reduction design at receiver. Especially, in the new CTIM-
DCSK signal, the time slots used by the selected subcarriers
convey the same index bits so as to simultaneously boost the
BER performance and reduce the system complexity.

Note that the CTIM-DCSK system cannot achieve the same
data rate as the JTFIM-MM-DCSK [52], and MIM-DCSK [54]
systems due to their different signal formats. Hence, we will
select the data rates as same as possible for comparison.

Fig. 13 compares the BER results of the proposed CTIM-
DCSK system with that of the JTFIM-MM-DCSK system over
AWGN and multipath Rayleigh fading channels. In this figure,
when ε = 9

βTc
and ε = 18

βTc
, the parameters of the JTFIM-

MM-DCSK system are set as N = 2, Ns = 1, Q = 3, Qs = 2
and N = 7, Ns = 1, Q = 2, Qs = 1, respectively. As can be
seen, the BER performance of the CTIM-DCSK outperforms
that of the JTFIM-MM-DCSK system. This is because that the
detection of the carrier index bits of the JTFIM-MM-DCSK
system affects the detection of the time index bits, which leads
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Fig. 12. BER performance of the proposed CTIM-DCSK and DCSK-DIM
systems over AWGN and multipath Rayleigh fading channels, where β =
450.
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Fig. 13. BER performance of the proposed CTIM-DCSK and JTFIM-MM-
DCSK systems over AWGN and multipath Rayleigh fading channels, where
β = 450.

to some performance loss. For example, when ε = 20
βTc

, the
CTIM-DCSK system can obtain about 2.5 dB performance
gain over the JTFIM-MM-DCSK system at a BER of 10−5

over a multipath Rayleigh fading channel.
The BER performance of the CTIM-DCSK system and

MIM-DCSK system is presented in Fig. 14. The main sim-
ulation parameters for MIM-DCSK system are set as ε = 9.33

βTc

(N = 4, Q = 2, M = 4), and ε = 20.8
βTc

(N = 4,
Q = 4, M = 8), respectively. As can be observed, the BER
performance of the CTIM-DCSK system is better than that
of the MIM-DCSK system. This is due to the fact that the
detection of the time index bits in the MIM-DCSK system
will inevitably be affected by the wrong carrier index bits. For
instance, when the data rate equals ε = 20

βTc
, the CTIM-DCSK

system can achieve 3 dB performance gain compared with
the MIM-DCSK system at a BER of 10−5 over a multipath
Rayleigh fading channel.

Fig. 15 shows the BER performance of the CTIM-DCSK
system and HIM-MC-DCSK system. The simulation parame-
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Fig. 14. BER performance of the proposed CTIM-DCSK and MIM-DCSK
systems over AWGN and multipath Rayleigh fading channels, where β =
450.
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Fig. 15. BER performance of the proposed CTIM-DCSK and HIM-MC-
DCSK systems over AWGN and multipath Rayleigh fading channels, where
β = 450.

ters of the HIM-MC-DCSK system are set as ε = 10
βTc

(i.e.,
N = 5) and ε = 20

βTc
(i.e., N = 10), respectively. It can be

seen that the CTIM-DCSK system can achieve a better BER
performance in contrast to the HIM-MC-DCSK system over
AWGN channel and multipath Rayleigh fading channel. For
example, when ε = 20

βTc
, the CTIM-DCSK system achieves a

desirable BER of 10−5 at Eb/N0 = 24 dB, while the HIM-
MC-DCSK system accomplishes a BER of only 2.157×10−4

over a multipath Rayleigh fading channel.
Remark: We have also performed simulations for

the DCSK systems with other parameter settings (e.g.,
N,Q, β, ε, L,E

[
λ2
l

]
, and τl), and have obtained similar

observations.

VI. CONCLUSION

We have designed a carrier-time-index-modulation-aided
DCSK system in this paper, referred to as CTIM-DCSK
system. In the proposed CTIM-DCSK system, we have pro-
vided two additional dimensions of resources for informa-
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tion transmission. Through such a manner, some addition
information bits can be conveyed by the carrier and time
indices. Besides, the proposed CTIM-DCSK system employs
a noise-reduction module at the receiver to improve the
BER performance. Moreover, we have derived the analytical
BER formulas of CTIM-DCSK system over AWGN as well
as multipath Rayleigh fading channels, which are in good
agreement with the simulation results. As a further insight, we
have carefully analyzed the complexity of the proposed CTIM-
DCSK system. In particular, the complexity of the CTIM-
DCSK system is lower than those of the JTFIM-MM-DCSK,
MIM-DCSK, HIM-MC-DCSK, MC-DCSK, DCSK-DIM, and
conventional DCSK systems, but it is slightly higher than the
CI-DCSK system. We have also discussed the data rate and
spectral efficiency of the proposed CTIM-DCSK system. With
respect to the HIM-MC-DCSK, the CI-DCSK, the MC-DCSK,
and conventional DCSK systems, the proposed CTIM-DCSK
system has significant improvements in terms of data rate
and spectral efficiency. Owing to the above advantages, the
proposed CTIM-DCSK system appears to be an outstanding
candidate for Internet of Things, such as low-complexity and
low-power wireless local area network (WLAN) and wireless
personal area network (WPAN) applications.
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