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Abstract 

Undoubtedly, the best design of any structure aims at the most economical and environmentally 

balanced solution without impairing its function and structural integrity. To achieve this, 

structural designers often engaged in design optimisation. In this study, single and multi-

objective stochastic search methods are proposed for optimum design of two and three-

dimensional multi-story structures with three, six, and nine stories. The optimality objectives 

are the structure weight and embodied energy as well as calculating the cost and embodied 

carbon of the resulting optimum options. Three optimality algorithms  developed in MATLAB, 

namely, Genetic Algorithms (GA), Particle Swarm Optimisation (PSO) and Harmony Search 

Algorithm (HSA), were used for structural optimisation to compare the effectiveness of the 

algorithms. Two life cycle stages were considered, production and construction stages which 

include three boundaries: materials, transportation, and erection. In the formulation of the 

optimum design problem, 107 universal beams “UKB” and 64 columns “UKC” sections were 

considered for the discrete design variables. The imposed behavioural constraints in the 

optimum design process were set according to the provision of EC3.  

This research developed optimisation models for evaluation of embodied energy, embodied 

carbon and cost for steel structures to assist designers, during the initial stages, to evaluate 

design decisions against their energy consumption and carbon impacts. The study shows that 

the integration of the analysis, design and optimisation methods employed in MATLAB can 

be effective in obtaining prompt optimum results during the decision-making stage.  

Overall, this research demonstrates that the three methods (i.e GA, PSO and HAS) are very 

useful tools in improving the structural performance of buildings and are effective in reducing 

the structural weight and embodied energy. Although, a critical observation of the optimised 

designs shows that the results obtained via HSA are generally better solutions in comparison 

with those derived from GA and PSO. The total weight and embodied energy for HSA are, on 

average, 3% and 5% less than that of GA and PSO respectively, when applied to single 

objective problems. Whereas, when the weight and embodied energy functions are taken as a 

multi-objective, HSA showed an average difference of 16% and 7% less than that of GA and 

PSO respectively, and this difference increases in larger structures. Overall, the resulting 

embodied energy was directly linear to weight. In addition to this, extensive optimum design 

charts were produced to enable designers in obtaining prompt optimum results during the 
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decision-making stage. The research suggests areas for further investigation and provides 

recommendations based on the study findings and conclusions. 

The results show that combining analysis, design, and optimization methods in MATLAB can 

be effective in obtaining prompt optimal results during the decision-making stage, with 

solutions obtained in less than 12 minutes for up to nine-story three-dimensional design 

problems. 

 

Keywords: optimisation model; embodied energy; genetic algorithm; particle swarm 

optimisation; harmony search algorithm; MATLAB; EC3.  
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 𝑘𝜏   Buckling coefficient 

𝑘𝑧𝑦𝑘𝑧𝑦𝑘𝑧𝑦𝑘𝑧𝑦   Interaction factors 

𝑘𝜎    Factor for the buckling 
 

𝐾𝑃𝐿  Fuel density 

𝐿  Span length 

𝑙𝑖   Sections’ length of the section 

𝑙𝑖𝑏  Length of beam element b in group i 

𝑙𝑗𝑐  Length of column element c in group j 

𝑙𝑤𝑠   Weld length 

𝐿𝐹   Load factor in percentage 

𝐿𝑀𝑃𝐻  Litre used per hour of the equipment 

𝑚   Sections’ mass 

𝑀𝑏,𝑅𝑑  Design buckling resistance moment 

𝑀𝑐,𝑅𝑑  Design resistance for bending of cross section 

𝑀𝑐𝑏,𝑧,𝑅𝑑  Design bending resistance in the minor axis 

𝑀𝑒𝑙,𝑅𝑑   Design elastic resistance moment 

𝑀𝑓,𝑅𝑑    Flange’s bending moment resistance 

𝑀𝑝𝑙,𝑅𝑑   Design plastic resistance moment 

𝑀𝑦,𝐸𝑑   Design maximum moment about (y-y) 

𝑀𝑧,𝐸𝑑   Design maximum moment about (z-z) 

𝑀𝑐𝑟   Elastic critical buckling moment 
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𝑀𝐸𝑑  Design bending moment 

𝑀𝑝𝑎𝑖𝑛𝑡   Paint quantity used 

𝑀𝑠𝑡𝑟    Structure’s mass 

𝑚ℎ   Man-hour of fire protection 

𝑛   Number of distribution centres 

𝑁𝑏,𝑦,𝑅𝑑  Design buckling resistance about y-y axis 

𝑁𝑏,𝑧,𝑅𝑑  Design buckling resistance about z-z axis 

𝑁𝑐,𝑅𝑑  Design compressive resistance of the cross-section 

𝑁𝑏  Total number of beams in group i 

𝑁𝐸𝑑    Design value of compression force 

𝑁𝑠𝑏  Total number of beam groups 

𝑁𝑐  Total number of columns in group j 

𝑟   Root radius 

𝑅𝑟   Total amount of resources or energy usage 

𝑇   Amount of time for lifting and installation process 

𝑡   thickness of the flange or web 

𝑇𝑐  Transportation cost factor 

𝑇𝑒𝑟𝑒𝑐𝑡   Total erection time 

𝑡𝑓   Flange thickness 

𝑇𝑝𝑎𝑖𝑛𝑡   Painting time required for painting 

𝑡𝑤   Web thickness 

𝑣    Poison ratio in elastic stage 

𝑉𝑏𝑓,𝑅𝑑   Flange’s buckling shear resistance 

𝑉𝑏𝑤,𝑅𝑑   Buckling shear resistance of the web 

𝑉𝑐,𝑅𝑑  Design shear resistance 
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𝑉𝑝𝑙,𝑅𝑑   Plastic design shear resistance 

𝑉𝐸𝑑  Design shear force 

𝑉𝑒𝑙   Elements’ volume 

𝑉𝑠𝑡𝑟𝑢𝑐𝑡    Structural elements’ volume 

𝑊  Weight of the structure 

𝑊𝑒𝑙,𝑚𝑖𝑛    Minimum elastic section modulus 

𝑊𝑒𝑙   Elastic section modulus 

𝑊𝑝𝑙   Design plastic section modulus 

𝑊𝑦   Section modulus 

𝑊𝑓  Percentage of waste (5%) 

𝛼𝐿𝑇   Imperfection factor due to torsional-flexural buckling 

𝛿ℎ  Horizontal deflection 

𝛿𝑡𝑖𝑝   Tip deflection of the beam 

𝛿𝑣  Vertical deflection 

𝜀  Factor depending on steel strength 

𝜀𝑖  Waste factor 

𝜂  Coefficient value 

�̅�𝑝  Factor of stress ratio 

�̅�𝑤  Modified web plate slenderness 

𝜌  Density of the sections 

𝜏𝑐𝑟  Critical elastic local buckling stress 

𝜒𝐿𝑇  Reduction factor due to torsional-flexural buckling 

𝜒𝑤  Web contribution to shear buckling factor 
 

�̃�𝑝𝑖  Total steel surface area 
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ASD   Allowable Stress Design 

ACO    Ant Colony 

pc    Crossover probability       

DE    Demolition Energy       

DSM    Direct Strength Method      

EC    Embodied Carbon       

EE    Embodied Energy       

EC3   EuroCode-3        

FEA    Finite Element Analysis      
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GRG    Generalised Reduced Gradient     

GA    Genetic Algorithm       
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HSA    Harmony Search Algorithm      
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SQP    Sequential Quadratic Programming     

SUMT    Sequential Unconstrained Minimisation Technique   

SLS    Serviceability limit state      

SA    Simulated Annealing        

SCI    Steel Construction Institute     

ULS    Ultimate limit state       

UKB    Universal steel beams       
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CHAPTER ONE. INTRODUCTION 

1.1 Overview 

The design process ensures that a given structure satisfies the architectural requirement, on one 

hand, and maintains a safe, serviceable, and durable life span, on the other hand (McKenzie, 

1998). For the design of a simple structure, the usual practice is to follow the intuition and 

experience of the structural engineer. However, this may not be enough to obtain an optimal 

solution for a large structure due to the complexities involved, especially when there are 

different load case scenarios and design variables experienced by the structure. The design of 

a large structure usually requires that many criteria are considered, because their influences on 

the response of the structure tend to change if there is a slight alteration in the members’ 

properties. As such, structural design optimisations are often engaged to find the best 

satisfactory performance with minimum effort when designing large and complex structures. 

Meanwhile, the increasing advancement in optimisation techniques does not correspond to its 

practical applications in structural engineering (Cohn and Dinovitzer, 1994).  

Structural optimisation has been a topic of interest to researchers for more than 100 years. It 

originated from the early works of Maxwell (1890) and Mitchell (1904) cited in (Akin and 

Arjona-baez, 2001). The 1940s and 1950s for the researchers involved considerable analytical 

works on component optimisation. By the 1970s, some of the researchers produced a 

comprehensive statement on the application of mathematical programming methods in solving 

the non-linear and inequality constrained problem of designing structures under a varied 

loading condition. Notable among them were Schmit and Farshi (1974) cited in (Akin and 

Arjona-baez, 2001). Advancement in the mathematical programming method was achieved in 

the 1980s when some algorithms that can use the finite element analysis method for 

optimisation were developed. 

In recent years, a significant number of novel and innovative optimisation techniques that have 

been successful to various degrees have been developed. The basis for most of them being 

stochastic search which uses the idea of simulation of natural phenomena. They are 

functionally and structurally simple to use in practice. However, they are slow-process methods 

and thus require some changes to speed up their performance (Karlaftis, 2015). Additionally, 

rapid growth of the domestic personal computer over the past years has further strengthened 
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the motivation to formulate design problems using one of the stochastic optimisation 

techniques and to ensure their practical application in structural engineering. It is needless to 

say that reducing the computation time and ensuring that the optimisation technique is robust 

enough to obtain global optimum solutions is paramount. Consequently, it is necessary to 

embark on more studies to modify the available optimisation techniques so that they will be 

very effective in optimising real size engineering problems in the offices of structural 

engineers. 

1.2 Background and Motivation  

The use of structural steel for residential and commercial buildings is gaining more popularity 

worldwide due to its speedy construction. The high strength to weight ratio and durability of 

the steel, makes steel buildings the selected option when open space having long spans without 

intermediate columns is required.  It is even more preferred in areas with high earthquake 

occurrences (Barraza et al., 2017). However, the rise in the demand for steel in construction 

has led to a corresponding increase in energy consumption from the environment as well as 

carbon emissions into the atmosphere.  

Structural optimisation serves as a means of exploiting the full functionality of structural 

systems while minimizing the inputs such as embodied energy, material weight, cost etc. 

Optimisation can ensure that the best option adopted, sufficiently satisfies the required criteria 

(boundary conditions). Common optimisation targets (objective function) are cost, aesthetic 

outlook of structure, weight etc. However, the concern to reduce the negative environmental 

footprints of buildings over the last decades has intensified. Such footprint includes the 

reduction of the amount of non-renewable embodied energy used in construction.  

The embodied energy and embodied carbon of building materials are respectively used to 

quantify the energy consumed and carbon dioxide emissions generated, through sourcing, 

manufacturing, and using construction materials and component (IStruct, 2000). This energy 

is estimated by conducting a complete Life Cycle Analysis (LCA). LCA for buildings 

encompasses the energy consumption and greenhouse gas (GHG) emissions involved in 

material extraction, production, transportation, assembly, operation and demolition, in order to 

assess their effects across the different life cycle phases (Scheuer et al., 2003).   
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Statistics has shown that half of the UK carbon emissions originate from energy used in 

constructing and operating buildings (BREEAM, 2012; cited by(Msabawy, 2017). Ordinarily, 

energy is most consumed in the operation phase of the life cycle of a structure (Domingos et 

al., 2015). However, recent findings show that the operating energy accrued over 15 years for 

a normal energy use building is equivalent to the embodied energy consumed during the 

building’s life cycle. It can also be higher for buildings with low energy usage (Milne, 2013). 

Consequently, embodied energy phase may become the lead contributor in subsequent years 

due to the increase in the construction of low energy buildings enforced by strict legislations, 

borne out of the concern for the increase in the negative environmental impacts from the 

operational phase.  

In addition, steel buildings have been found to be higher in embodied energy when compared 

with other building materials such as concrete, although they may be lower in embodied carbon 

(Zhou and Azar, 2018). Therefore, the embodied energy and carbon of steel structures must be 

taken into account during decision-making and design stages in order to minimize the 

environmental impact on human health and the environment. 

It is expected that the embodied carbon from human activities will continue to grow if it is not 

adequately checked. This was demonstrated from the UN panel report on climate change 

whereby an 80% increase dating back to the pre-industrial times in the 1970s was recorded 

(Camp and Huq, 2013). Presently, the built environment contributes 30% of total GHG 

emissions in the UK. Thus, to achieve the target of a 50% reduction by 2025, a reduction of 

21% must be achieved in the built environment sector (Victoria, 2016). Although, using 

sustainable materials can help to curb the negative environmental impact, however, 

optimisation of materials and processes can bring about efficient use of the desired material in 

an environmentally friendly manner. In the same vein, optimisation of the structural design of 

steel seems to be the best possible way of reducing the environmental impact of steel as not 

much can be done in its manufacturing process unlike concrete (Cullen et al., 2012). 

Economic utilization of resources can be ensured when consideration is given to the reduction 

in the cost of structures. Whilst studies on the simultaneous optimisation of structures (from 

other building materials) for cost and embodied energy is gaining traction (Camp and 

Assadollahi, 2013; Camp and Huq, 2013; Eleftheriadis et al., 2018; Oh et al., 2019)., less 

attention is given to steel structures. Therefore, this study seeks to achieve weight and 
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embodied energy optimisation of two- and three-dimensional steel frames. Weight 

minimisation is being used to replace cost minimisation here due to the findings from previous 

researches that there is a linear relationship between them (Marwaha, 2017; Pavlovčič et al., 

2004). Minimum embodied carbon was also obtained from the optimisation of embodied 

energy of the frames. Consequently, the minimum weight of the steel frame is observed from 

the point of view of embodied energy and that of embodied energy is observed from the point 

of view of weight. Single and multi-objective functions were also investigated to obtain a 

possible balance between the two items.  

Conversely, the trade-offs possible between weight and embodied energy is of interest during 

decision making to prevent a situation whereby the reduction in one leads to the increase in the 

other. Thus, it is required that the relationship between weight and embodied energy is 

established. Optimisation can be used to either find the best option for a single objective or for 

more than one objective (multi-objective function). Thus, this research employs both the 

single-objective and multi-objective optimisation for embodied energy and weight to address 

both functions individually and simultaneously so that a balanced solution is obtained.   

Optimisation is achieved through different techniques that are usually classified under 

numerical, analytical, and heuristic methods (Kaveh and Ghazaan, 2018). Although the 

numerical and analytical methods are exact, however, they are only used for simple engineering 

problems as they may become too complex for real-size engineering problems. Hence, the 

technical development of the adopted purpose was to derive Mixed-Integer (MI) linear (or 

quadratic) model, interfaced through MATLAB toolbox called YALMIP. This would ensure 

the use of state-of-the-art commercial numerical solvers such as Gurobi and Mosek.   However, 

during the testing phase, the resulting model was Mixed-Integer with bilinear and nonlinear 

constraints. In such circumstances, the only way to solve such problems is through black-box 

approaches. Since it is against core idea of YALMIP, the meta-heuristic-based methods also 

known as stochastic methods were chosen. The meta-heuristic approaches also known as 

stochastic methods are based on bio-inspired and artificial intelligence techniques. The 

solutions are approximate, but the approaches are suitable for real-size engineering problems. 

Their use can increase the chance of quickly obtaining global optimum through a random 

selection of variables, which are usually near the optimum (Aydoğdu et al., 2012; Dogan, 2010; 

Messac, 2015). 
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In the recent time, the widely adopted optimisation methods are Genetic Algorithm (GA), 

Simulated Annealing (SA) Particle Swarm Optimisation (PSO), Ant Colony (AC), Harmony 

Search Algorithm (HSA), and many more  (Charalampakis and Tsiatas, 2019; Dokeroglu et al., 

2019). The two oldest and most used among them are the GA and PSO methods (Luthra et al., 

2017). This study thus focused on these two as they represent two different phenomena: 

evolutionary strategy and swarm intelligence. The existence of many algorithms can make it 

difficult in choosing the “proper one”. In (Ravat et al., 2021) opinion, newer “novel” algorithms 

lack scientific rigor and maturity with their development seeming doubtful. As such, many 

studies decided to only adopt GA and PSO. Additionally, HSA was considered as an 

augmentation to evolutionary algorithm GA. Typically, the generation of offspring in the gene 

pool involves the union of two parents' genes. HSA in its approach permits the whole 

population at once, to contribute to gene pool. The simplicity of implementing HSA as well as 

the presence of other desirable features made HSA to be considered as a third option. This 

study will therefore further develop and validate the performance of these methods for single 

and multi-objective optimisation of steel structure. 

Moreso, the study will use built-in function in MATLAB for the implementation of the 

optimisation methods. The popularity of MATLAB for computational modelling as well as the 

several algorithms embedded in it makes it a good option to be adopted. It also allows for the 

integration of the analysis procedure (direct stiffness method) for the frames. The integration 

of the analysis is to investigate the viability of the simple approach in obtaining optimum 

solutions as against developing a software tool based on a more complex procedure (e.g. FEA) 

or using already developed software like open sees which is the usual practice in previous 

researches of; (Cazacu and Grama, 201; Fathizadeh et al., 2021; Plevris et al., 2011; Soori and 

Salajegheh, 2019; Yassami and Ashtari, 2015) 

In this research, Genetic Algorithm (GA), Particle Swarm Optimisation (PSO) and Harmony 

Search Algorithm (HSA) methods developed in MATLAB are employed to examine their 

accuracy of the results and computational time required in single and multi-objective problems, 

for two and three-dimensional steel structures. Moreover, optimisation models have been 

developed for the evaluation of cost, embodied energy and embodied carbon for steel 

structures, to aid designers in assessing their energy consumption and carbon impacts due to 

their designs, during the initial stages.  
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1.3 Code for Structural steel Design  

Structural design codes are design guides established to ensure consistency in design for each 

type of structure in a particular region. Fundamentally, it serves as a check tool for authorities 

to ensure that structural designs are done appropriately to prevent casualty (Galambos, 2006). 

The European Standard Code of practice (EC3) is the most commonly used design code for 

steel structures in the UK and all other European countries. Furthermore, some other countries 

outside Europe have shown interest in adopting this code. For this main reason, Eurocode 3 

(EC3) is adopted for design in this study. 

In addition, the adoption of EC3 was also due to its broad utilisation in the region where the 

research been carried out as well as its predominance as the code for structural design of steel 

throughout the EU. According to (Brown and Elms, 2007), EC3 can give economical designs 

and still maintain the structural stability of steel structures. Therefore, many regions in the 

world are deliberating on its adoption in their area. Thus, the use of EC3 in this study is 

worthwhile considering the foregoing. 

1.4 Aim and Objectives  

This study aims to investigate the single and multi-objective functions of weight and embodied 

energy optimisation for two-dimensional (2D) and three-dimensional (3D) steel structures 

using three different optimisation techniques which are genetic algorithm (GA), particle swarm 

(PSO) and Harmony search (HSA). In order to achieve the aim of this research, the following 

objectives were established: 

1. Carrying out a desk study on steel frame analysis and design, optimisation techniques, 

and current state of optimisation on weight, cost, embodied energy, and embodied 

carbon. 

2. Developing Life Cycle Analysis (LCA) assessment models for evaluation of cost, 

embodied energy and embodied carbon for steel structures. 

3. Develop a program designed to optimise any type of plane and space steel structures. 

The program is to involve all aspects of the developed algorithms. It should be 

compatible with available personal computer so that it may be used by structural 

engineers. 



Chapter 1 Introduction 

 

7 | P a g e  

 

4. Comparison of results with literature in order to validate the already developed 

MATLAB code, which is an integration of analysis and optimisation for 2D and 3D 

structures. 

5. Investigate and evaluate the influence of different optimisation methods on the design 

optimisation required.  

6. Investigate and evaluate the influence of different objective functions on the 

performance of the design optimisation methods.  

7. Conducting a parametric study to investigate the optimum 2D and 3D steel structures 

considering weight, cost, embodied energy, and embodied carbon. 

8. Establishing optimum design charts to assist designers, during initial stages, in finding 

the most sustainable solution. 

1.5 Thesis Outlines 

The research includes eight chapters. A brief description of the chapters’ contents is presented 

below: 

Chapter 1: Introduction: A general overview on structural design optimisation was 

presented. Then, justification of research, aims and objectives are stated in the 

chapter.  

Chapter 2: Literature Review: this chapter presents the revised literature related to steel 

structures, introduction to optimisation, optimisation techniques as well as 

optimisation of steel structures. 

Chapter 3: Structural Analysis and design procedure: this chapter will describe the 

structural analysis method and design code of practice used in this study and 

their integration in MATLAB. 

Chapter 4: Optimisation Process: this chapter presents the developed optimisation 

methods, tools utilised in this research as well as the models developed for 

evaluation of embodied energy, embodied carbon, and cost.  
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Chapter 5: Validation: this chapter presents the evaluation and validation of the self-coded 

optimisation program as well as benchmarking of the functions. 

Chapter 6: Numerical Examples: this chapter widely investigates and discussed the 

performance of the used methods in single and multi-objective functions for two 

and three-dimensional structures.  

Chapter 7: Parametric study: this chapter involves an extensive analysis and discussion of 

the results obtained from a parametric study undertaken. 

Chapter 8: Conclusions and Recommendations: this chapter summarises the findings and 

states the main points extracted from the results. In addition, recommendations 

for future work are also provided. 
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CHAPTER TWO. LITERATURE REVIEW 

2.1 Introduction  

The purpose of this chapter is to develop an understanding of the existing knowledge of the 

design of steel-framed structures using optimisation techniques. It entails a comprehensive 

review of steel structures, conventional design of steel structures, structural optimisation, and 

its techniques. This chapter will also undertake a wide review of the existing objective function 

formulas that represent the life cycle assessment of steel structures. The objective functions 

considered are embodied energy, embodied carbon, and the cost of two and three-dimensional 

steel structures. Finally, a critical review of some previous studies relevant to the study was 

presented. 

2.2 Steel Material 

The construction business before the eighteenth century was familiar with the utilization of 

wood (timber) and stonework (masonry) as building materials. After the production of cast 

iron, it was recognized to be used a high load bearing structural element such as beams and 

columns. With the passage of time and more research studies showed more confidence on use 

of wrought iron for structural element due to its high compressive, flexural and tensile strength 

as compared to cast iron. Later on, use of cast iron and wrought iron was reduced due to their 

brittle behaviour and they were replaced by steel because of more ductility, strength and 

economical.(Mckhenzie, 2004). 

Steel is now successfully using as an effective and effective building material combined with 

state-of -the art design and analysis techniques for modern construction over the time. 

Numerous structures like the Eiffel tower – Paris, guaranty building- Buffalo New York etc. 

are an example of steel structures. The prefabricated units also gained importance in light 

weight and speedy construction to save the overall cost of entire project like the 1000-bed 

hospital that was made in Brunel and shipped to Crimea (Martin and Purkiss, 2008; Mckhenzie, 

2004). 
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Steel has been used in various forms like cold form and hot rolled sections as shown in Figure 

2-1. The hot rolled section was found to be more affordable and economical which used in 

connection with bolts and rivets. (Mckhenzie, 2004). 

The quantities of silicon, carbon, manganese, and other elements added after impurities are 

removed from molten pig iron determine the type of steel produced and its qualities. Mild steel, 

for example, is low in carbon but high in ductility. High carbon steel has more strength but is 

less ductile, whereas high yield steel has equal stiffness as mild steel but has more strength. 

Mild steel is the most common, cheapest to make, and easiest to weld of all of them.(Megson, 

2019). 

Due to its high ductility, steel with reduced carbon content is used to manufacture cold-formed 

sections, which can be bent cold as opposed to hot rolled steel, which is formed at high 

temperatures up to 14000C. This form of steel is light, flexible, and simple to install. Their 

application as structural members, such as in portal frames, is gaining popularity (Msabawy, 

2017). 

 

Figure 2-1: Hot rolled steel sections in practice (Dogan, 2010). 

2.3 Steel Frames 

The structure of a building is frequently thought of as an assembly of planar frames when it is 

being designed. Beams and columns are linked at their joints to form plane frames. Multi-story 

building frames support the floors, roofs, external walls, or claddings while also resisting wind 
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loads. Each of these elements transmits load to the frame in the form of wind, snow, or people, 

floor coverings, and furniture (live load), which is subsequently communicated to the building's 

foundations, which support the entire structure. (Megson, 2019).  

Moment frames have strong joints, which contribute to their stability. The principal internal 

member forces due to the loads applied throughout their length include shear forces, bending 

moment, and axial force. They are quite simple to install because they simply require welding 

or bolting to join beams and columns. (Williams, 2009).  

Steel-framed structures are well-known, and their application in complex designs is 

continuously increasing. They are even more popular because of their simplicity and ease to 

builder they are to build and how quickly they can be completed. Long spans without columns 

are possible with steel buildings, allowing for a huge open space. This might make future 

service integration and building use changes easier. Steel's excellent strength-to-weight ratio 

allows for minimal material consumption while maintaining a sturdy construction. As a result, 

resource efficiency is improved, and poor soil can be used as a foundation (SCI, 2008). 

Steel-framed structures also have the advantage of being able to use prefabricated elements on 

site. This can result in safer working circumstances in terms of sufficient safety measures 

during manufacture as opposed to on-site, as well as weather protection. It will also speed up 

the construction process, decreasing interruption to nearby structures. It might lose its rigidity 

and strength during a fire if certain precautions are not taken.(Robb, 1972). 

Framing of steel structures determines the type of stability they possess. Three classes are 

permitted in Euro code for steel structures (EC3). They are: 

• Simple framing: All joints are pinned in this kind of framing system, which makes it 

statically determinate. Stability will be essential because they are vulnerable to lateral 

loads. Bracing, shear walls, or core walls are used to provide stability for this frame 

class. Only shear force is transmitted between the beam ends and the column since the 

beam to column connection is believed to be nominally pinned. This form of frame is 

cost-effective and relatively simple to build and analysis (IstructE, 2000) and (SCI, 

2008).  

• Semi-continuous framing: This type of framing system presupposes that the joints are 

rigid and that the moment rotation behaviour can be reliably predicted. Because they 
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also transfer moment, they are sometimes known as semi-rigid frames, and their 

analysis is comparable to that of fully rigid frames. The analysis differs in that it takes 

into account rotation at the joints utilising moment rotation curves to avoid stiffness 

loss and increased deflection (IstructE, 2000). 

• Fully continuous framing: The term "rigid connections" between beams and columns is 

used here, and it is considered that the fully rigid joints give continuity. A whole end 

depth plate can give the required stiffness. To properly resist the applied moments, this 

form of frame necessitates a somewhat deep beam and an appropriately large column. 

Because no rotation is predicted, the column is designed to take the full bending force 

from the beam when full end connection constraint is assumed (Dogan, 2010). The 

critical forces required in design of members are determined for the continuous beams 

and frames with negligible sway effects under the applied loading (IstructE, 2000). 

Numerous studies have been conducted in comparison between these steel frames and other 

types of frames.  

Yassami and Ashtari (2015) conducted a study and compared rigid and semi rigid steel frames. 

It was concluded that Semi rigid frames can produce lighter frames with higher displacements 

than rigid frames. The weight savings in the tall frame examined were similarly found to be 

minimal when compared to the higher displacements. 

The research by Lim and Nethercot (2002) nearly parallel that of Yassami and Ashtari (2015) 

in their comparison of rigid and semi-rigid portal frames. Semi rigid portal frame having longer 

span (14m) but lower height (3m) was found to be 14% more efficient than rigid portal frame. 

While that having shorter span (8m) and more height (6m) was 36% less efficient. The findings 

therefore show that when using semi-rigid frames, the height of buildings is a significant issue. 

Because of the higher bending forces present, rigid frames are prone to produce heavier 

constructions. 

Furthermore, Fathizadeh et al (2021) investigated the effect of soil interaction on moment 

frames cross sections. When it came to lowering soil stiffness, it was discovered that heavier 

sections would be required. This conclusion supports the idea that a stiffer construction is 

necessary to withstand any failure caused by the soil. 
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2.4 Analysis of Rigid Frames 

EC3 considers two methods of analysis for a structure; Elastic global analysis and plastic 

analysis. 

1) Elastic global analysis: In this method, elastic analysis is used to calculate the moments 

and forces in the members of the frame considering both ultimate and serviceability 

limit states. 

2) Plastic analysis: Plastic behaviour of the sections governs this analysis and only 

ultimate limit state is considered. It can be rigid plastic method or elastic plastic 

methods (IstructE, 2000). 

The direct stiffness method is a kind of elastic analysis that has been proven to be useful for 

analysing indeterminate structures. To calculate the member end displacements, it employs the 

concept of section properties in the form of a stiffness matrix (Nagarajan, 2018). It forms the 

basis for most finite element analysis (FEA) based software. However, it does not need 

discretizing of the members as they can be divided directly following the structural layout.  

Chen and Chen (1999) conducted a research study and concluded that structural engineers are 

using the stiffness approach to incorporate connection behaviour in the analysis and design of 

frames because of the efficiency and ease with which the requisite matrices can be constructed 

inside computer processes. 

However, the use of FEA method and modern software has led to the reduction in the use of 

direct stiffness method. Most researches on optimisation would rather use a finite element 

software incorporated into the optimisation model or directly include FEA in the algorithm 

even when the problem is simple. For example, Plevris et al (2011) developed a FEA based 

software for analysis to achieve the weight optimisation of steel frames. Cazacu and Grama 

(2014) integrated FEA method into MATLAB for truss optimisation. He used Opensees 

software, based on FEA method, in conjunction with MATLAB for optimisation of rigid and 

semi-rigid steel frames. Soori and Salajegheh (2019) also integrated Opensees software with 

MATLAB for weight minimization of steel frames.    

As a result, this study would test the suitability of using direct stiffness matrix developed as 

part of an optimisation algorithm for rigid frames. 
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2.5 Conventional Design of Steel Structures 

Traditional design procedure as shown in Error! Reference source not found. illustrates that 

the designer has to verify problem requirements by mathematical analysis. If such requirements 

are not satisfied, then dimensions and/or reinforcement of the elements are changed, and a new 

solution is performed based on engineering perception. This repeated process consumes 

considerable time, until a suitable section is found (Coello et al., 2007). 

Structural design involves the determination of the weight, size and profile of the various 

elements that describe the structures of the built environment. It is assumed that the resultant 

structure will properly support the loads for which it was designed, be cost-effective, and 

appropriately perform the intended function for the duration of its life. As a result, it is the 

structural engineer's obligation to guarantee that the design code's critical specifications are 

followed so that the structure meets the above standards. 

 

Figure 2-2: Traditional design process (Coello et al., 2007) 

 

The three major design approach are the limit state design, load and resistance factor design 

(LRFD) and allowable stress (elastic) design (ASD). The Euro code (EC3) adopted here in this 
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study is based on the limit state design where ultimate and serviceability states are considered. 

This means the conditions that can lead to failure or unserviceability of the structure is taken 

into account by applying different factors of safety to loads and materials. 

Aghoury et al (2020) investigated at the suitability of three different design methodologies for 

calculating the compressive strength of cold formed steel columns. To determine the 

compressive strength of the columns, the researchers used an experimental and numerical 

approach. The results were compared to the ASD approach, which used the AISI-2007 code, 

the limit state design, which used the Euro code, and finally, the direct strength method (DSM). 

The codes produced values that were equivalent to what was found; however they were slightly 

higher than the numerical analysis results. Both Euro code and AISI yielded nearly identical 

results, with DSM's being somewhat higher. 

Issa (2010) on the other hand compared BS5950 and EC3 which are based on limit state design. 

He found that EC3 gave lighter frame when the frame is subjected to gravity and lateral loads. 

This was stated to be due to the lower load factor for load combination specified in EC3. 

However, no difference was observed in the case of concentrated lateral load because of the 

control of the optimum solution by lateral displacement which depends on working loads. 

According to Torregosa and Kanok-Nukulchai (2002), three major steps are followed in the 

design of steel structures in actual practice. They are: 

1) Modelling of the structure and analysis of its members 

2) Designing of the members using the structural analysis results 

3) Final analysis of the structure based on the designed members. 

However, the processes outlined above do not guarantee optimal design. In order to derive the 

stresses, the first stage necessitates the assumption of member sizes. The members of the frame 

are then designed using these stresses. The final assessment of the study using the planned 

members will disclose a new set of stresses for which some members will be insufficient. 

However, just the sections that break the criteria are replaced, and new sections are chosen to 

replace them. As any segment that satisfies the constraints can be picked, this will result in 

conservative numbers, as the overall combinations of these sections may over-satisfy the 

criteria. As a result, before an optimal design can be achieved, members assumed during the 
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design process must be considered. i.e. stressed to the nearest maximum allowable (Torregosa 

and Kanok-Nukulchai, 2002).  

2.6 Structural Optimisation 

Optimisation is a mathematical method for determining the best use of a resource. As a result, 

optimisation techniques can assist a designer in arriving at the optimal solution while ensuring 

that the structure meets its functional criteria (Kaveh and Ghazaan, 2018). All engineering 

challenges, such as the design of civil engineering infrastructures, aircraft and aerospace 

structures, and so on, can benefit from optimisation (Phan et al., 2012). The structural 

engineering goal of design optimisation can be to achieve a minimum weight, most economic 

structure, most sustainable option, or their combination (Kaveh and Ghazaan, 2018). 

According to Kaveh and Ghazaan (2018), optimisation challenges can include determining the 

best size (sizing optimisation) or shape (shape optimisation) of a structural element, as well as 

determining the optimal size and connection between structural members (topology 

optimisation). In order to solve an optimisation problem, three main steps should be followed: 

1. Identification of the parameters of the problem 

2. Setting of the objective function and constraints 

3. Choosing a suitable optimiser to solve the problem 

The optimisation process, as defined by Rao (2009) and Cicconi et al (2016), is the act of 

finding the best feasible results for a given problem under certain conditions. This could be for 

the purpose of increasing or decreasing the objective function (which might be weight, cost or 

merit function). Furthermore, Prakash et al (1988) defined optimisation theory as a process in 

which mathematics and numerical approaches are utilised to discover the best solution among 

a set of alternatives for a given problem. Schematic idea of the optimal design process is 

presented in Figure 2-3. 
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Figure 2-3: Optimal design process (Coello et al., 2007) 

Any structural optimisation problem, according to Belegundu and Chandrupatla (2011), should 

be formulated to meet the requirement of sustainability while also considering the structure's 

life cycle, which includes ease of implementation, maintenance requirements, and disassembly 

at the end of the cycle. 

Adeli and Sarma (2006) added to Belegundu and Chandrupatla's study by emphasising that, 

independent of profits derived from the employment of optimisation techniques, the 

environment has a significant portion of this. Because the goal of this strategy is to reduce the 

cost or weight of a structure, less material will be used in the construction. This will help to 

reduce the amount of energy used to create these materials. 

However, the focus of this research is on determining the best design for 2D and 3D steel 

buildings in terms of weight and embodied energy. The optimisation algorithm will take into 

account three major factors: materials, transportation, and erection.  
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Engineering is built on the principle of optimisation in construction and maintenance. Civil 

engineers are responsible for making technological and administrative judgments at various 

levels in order to improve design processes and produce less expensive systems. The ultimate 

purpose of engineers’ decisions is either to maximise the desired benefit (e.g. maximum 

capacity, profit) and to minimise the effort required (e.g. minimum weight, volume and/or time) 

(Karlaftis, 2015). 

Since, the effort required and the benefit desired are expressed as a function of certain decision 

variables in any practical situation, the optimisation was defined by Rao (2009) as a process of 

finding the conditions that give the minimum or maximum value of function. Figure 2-4 

demonstrates that if a point x* corresponds to the minimum value of function f (x), the same 

point also corresponds to the maximum value of the negative of the function, -f (x). Thus 

without loss of generality, optimisation can be taken to mean minimisation since the maximum 

of a function can be found by seeking the minimum of the negative of the same function (Rao, 

2009). 

 

Figure 2-4: Minimum of  f(x) is the same as maximum of –f(x), (Rao, 2009). 

In addition, Figure 2-5 clearly shows some operations on the objective function, which will not 

affect the optimum solution (x*). This can lead to conclusion that the optimum solution results 

from the multiplication of  f (x) by a positive constant (c) will lead to the same optimum solution 

results from f(x). Also, the same optimum solution will be obtained when a positive constant 

(c) added to f(x) as shown below.   
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Figure 2-5: Optimum solution of c f(x) or c + f(x) same as that of f(x) (Rao, 2009) 

2.6.1 Applications of Optimisation 

Optimisation as a term has many dimensions and countless applications in the field of modern 

engineering. Ravindran et al (2006) stated that the optimisation could be applied to solve 

varieties of problem in different engineering disciplines as follows: 

1. Design of aerospace, vehicle and aircraft structures for minimum weight leading to 

minimum cost. 

2. Optimum design of civil engineering structures, for example, bridges, piles, frames, 

slabs, towers and dams for minimum cost. 

3. In earthquake regions optimisation can applied to achieve the minimum weight design 

of structures  

4. Optimisation can be used in the design of water resources systems, to achieve the 

maximum benefit.   

5. Design of pumps and turbines for maximising the efficiency  

6. Selection of a site for an industry 

7. Optimum design for electrical networks 

8. Optimal production planning, controlling and scheduling  
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Furthermore, regardless of its engineering applications, optimisation is applied in business and 

public services to reduce costs and environmental pollution. Consequently, this application can 

lead to higher profit and success in the competitive fight, which will benefit the customers 

(Ravindran et al., 2006). 

2.6.2 Structure of Optimisation Problems 

Arora (2016) defines optimisation as a mathematical process to find the best possible solution 

amongst several choices for a certain problem. Arora summarised the general scheme of any 

optimisation problem as: 

1- Given – Design Parameters  

2- Find – Design variables 

3- Minimise – Objective functions  

4- Satisfy – Design constraints  

2.6.2.1 Statement of Structural Optimisation Problem  

Rao (2020) expounded that; a nonlinear mathematical or optimisation programming problem 

for single optimisation problems can be formulated as:  

𝑀𝑖𝑛𝑖𝑚𝑖𝑠𝑒           𝑍 = 𝐹{(𝑥)} = 𝐹(𝑥1, ……… , 𝑥𝑛)      ( 2.1) 

𝑆𝑢𝑏𝑗𝑒𝑐𝑡𝑒𝑑 𝑡𝑜     𝑔𝑖{(𝑥)} = 𝑔𝑖(𝑥1, ……… , 𝑥𝑛) ≤ 0                       𝑖 = 1,2,3… , 𝑝  ( 2.2) 

ℎ𝑖{(𝑥)} = ℎ𝑖(𝑥1, ……… , 𝑥𝑛) = 0                      𝑖 = 1,2,3… ,𝑚    ( 2.3) 

{𝑥𝑙} ≤ {𝑥} ≤ {𝑥𝑢}         ( 2.4) 

Where: 

{𝑥𝑙} = {𝑥𝑖𝑙} 𝑖 = 1,2, … , 𝑛   : is the lower limit vector of the design v  ariables{𝑥},  

{𝑥𝑢} = {𝑥𝑖𝑢} 𝑖 = 1,2, … , 𝑛  : is the upper limit of the design variables{𝑥}. 

Whilst the rest of the symbols of optimisation problem will be comprehensively defined as 

follows: 

Design variables {x} 
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In construction, the design variables {𝑥} could be either, continuous variables such as the 

dimensions of the member and the joint coordinates or might be discrete for example, area of 

standard steel section and number of reinforcing bars (Arora, 2016). Furthermore, based on the 

nature of the design variables, Rao (2020) classified the optimisation problems into two 

categories as follows: 

1-  Static optimisation problems: In these problems, values of set of design parameters that 

make some prescribed function of these parameters minimum subject to certain 

constraints are estimated. For example, the problem of minimum-weight design of a 

prismatic beam shown in Figure 2-6 (a) subject to limitation on the maximum deflection 

can be stated as follows:  

𝐹𝑖𝑛𝑑 𝑋 = {𝑏
𝑑
}      𝑤ℎ𝑖𝑐ℎ 𝑚𝑖𝑛𝑖𝑚𝑖𝑠𝑒𝑠        ( 2.5) 

𝑓(𝑋) =  𝜌 × 𝑙 × 𝑏 × 𝑑        ( 2.6) 

Subjected to the constraints 

𝛿𝑡𝑖𝑝(𝑋) = ≤ 𝛿𝑚𝑎𝑥         ( 2.7) 

                                                        𝑏 ≥ 0 

                                                        𝑑 ≥ 0 

Where: 

𝜌 : is the density of the member 

𝛿𝑡𝑖𝑝 : is the tip deflection of the beam 

 

Figure 2-6: Cantilever beam under concentrated load (Rao, 2020) 
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2- Dynamic optimisation problems: These problems are to find a set of design parameters 

which are all continuous functions of some other parameter that minimise an objective 

function subject to a set of constraints (Rao, 2020). If the cross-sectional dimensions of 

the rectangular beam are allowed to vary along its length as shown in Figure 2-6 (b), 

the optimisation problem can be stated as: 

𝐹𝑖𝑛𝑑 𝑋(𝑡) = {𝑏(𝑡)
𝑑(𝑡)

}       𝑤ℎ𝑖𝑐ℎ 𝑚𝑖𝑛𝑖𝑚𝑖𝑠𝑒𝑠      ( 2.8) 

𝑓[𝑋(𝑡)] =  𝜌 ∫ 𝑏(𝑡) 𝑑(𝑡) 𝑑𝑡
𝑙

0
        ( 2.9) 

Subjected to the constraints 

𝛿𝑡𝑖𝑝[𝑋(𝑡)]  ≤ 𝛿𝑚𝑎𝑥 ,         0 ≤ 𝑡 ≤ 𝑙       ( 2.10) 

𝑏(𝑡) ≥ 0 ,                 0 ≤ 𝑡 ≤ 𝑙        ( 2.11) 

𝑑(𝑡) ≥ 0 ,                 0 ≤ 𝑡 ≤ 𝑙        ( 2.12) 

Here the design variables are function of the length parameter (t). This type of problem, where 

each design variable is a function of one or more parameters, is also known as trajectory 

optimisation problem. 

Objective Function F{x} or Z 

The numerical value for the statement of the design problem with which each solution is 

expressed as problem's objective function. It is a function of the vector of the design variable. 

It might be the reduction or increase of a quantity, such as cost or profit. For the objective 

function to be valid, the design variables must directly or indirectly influence it (Arora, 2016). 

Furthermore, according to Rao (2020), an objective function might have only one goal, known 

as a single objective function, or numerous goals, known as a multi-objective function. The 

single objective function is used to optimise a single quantity, such as price or weight. When 

numerous factors are optimised at the same time, the multi-objective method is used. It may be 

necessary, for example, to minimise the weight of a building while also minimising the 

deflection at a specific spot. In this instance, an overall objective function must be created to 

include each factor's separate objective function (Arora, 2016; Rao, 2020). 
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Design Constraints gi{(x)}  

The constraints on the other hand are the limitations that the variables have to satisfy before a 

solution can be accepted. For civil engineering problems, they are usually specified in the code 

and as such cannot be randomly chosen. The constraints can be to ensure stiffness, stability, 

strength etc. of the structure (Alkhadashi, 2016; Torregosa and Kanok-Nukulchai, 2002a). 

There might be both geometric (side) and functional (behavioural) limitations, as suggested by 

Rao (2020). Geometric constraints are physical limitations on design variables, such as 

constructability, whereas behavioural constraints are limitations on the structure's performance, 

such as a deflection limit. Restrictions of equality and inequality can be used to classify the 

aforementioned constraints. 

Rao (2020) stated that the behaviour restrictions gi(x) may also be linear or nonlinear. This is 

mostly determined by the analytical approach used and the assumptions made in order to solve 

the optimization problem. Additionally, he said that the majority of optimisation problems 

based on plastic theory have constraints that are generally linear. In contrast, optimisation 

problems that based on elastic theory often include non-linear restrictions. 

The side (explicit) constraints gi(x) are generally specified constraints applied on the design 

variables (lower L and upper U values). These restrictions are often imposed by the use of a 

mathematical formula based on the design requirements, such the minimum thickness of a 

concrete slab and maximum area of reinforcement steel in any structural element. (Mohammad, 

1998). 

As shown in Figure 2-7, Rao (2009) illustrates the restrictions surfaces in hypothetical two-

dimensional design spaces. The hatched lines serve as a limitations or border for the feasible 

region, where the black dots are design points. It is shown that some of them lie on the 

constraint surfaces and they called bound points, where all the constraints attached to these 

points are called active constraint. Whereas the other design points which lie within constraint 

surfaces (feasible region) are called free points. Design points can be classified as one of the 

following categories depending on their location: 

1- Points lie on feasible region, are called free and acceptable points 

2- Points lie on infeasible region, are called free and unacceptable points 

3- Points lie on the hatched lines of feasible region, are called bound and acceptable point  
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4- Points lie on the hatched lines of infeasible region, are called bound and unacceptable 

point  

 

Figure 2-7: Constraints in surfaces hypothetical two-dimensional design spaces (Rao, 2009) 

2.6.2.2 Statement of Multi-Objective Optimisation Problem 

The material weight does not necessarily correlate to a relevant measure of structural 

performance in actual applications of sizing optimisation challenges. In fact, in real-life design 

challenges that must be solved simultaneously, numerous conflicting and often 

incommensurable requirements are common. As a result, the designer is pushed to find a good 

balance between competing criteria. Suck kind of problems are called multi-objective 

optimisation problems. The general design optimisation is modified to treat multi-objective 

optimisation problems as follows: 

𝑀𝑖𝑛𝑖𝑚𝑖𝑠𝑒 

𝑓(𝑥) = (𝑓1(𝑥), 𝑓2(𝑥), … , 𝑓𝑘(𝑥))        (2.13) 

𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 

ℎ𝑖(𝑥) = 0 ;       𝑖 = 1  𝑡𝑜   𝑝        (2.14) 

𝑔𝑗(𝑥) ≤ 0 ;       𝑗 = 1  𝑡𝑜  𝑚        (2.15) 
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Where : 

𝑘 is the number of objective functions 

𝑝 is the number of equality constraints 

𝑚 is the number of inequality constraints  

𝑓(𝑥)  is a 𝑘-dimensional vector of objective functions 

Recall that the feasible set 𝑆 (also called the feasible design space) is defined as a collection of all of 

the feasible design points: 

𝑆 = { 𝑥|ℎ𝑖(𝑥)   ≤ 0 ;     𝑖 = 1  𝑡𝑜  𝑝;      𝑎𝑛𝑑      𝑔𝑗(𝑥)   ≤ 0 ;     𝑗 = 1  𝑡𝑜 𝑚 } ( 2.16) 

2.7 Optimisation Techniques 

The inadequacy of available resources to match the incessant growth in human population has 

called for a radical decision on how to use resources optimally. This makes optimisation of 

structures and engineering design, in general, a subject of interest to researchers.  A 

development which led to the emergent of several optimisation methods that can be classified 

into, analytical, numerical, and more recently stochastic methods (Kaveh and Ghazaan, 2018). 

The concept of using mathematical tools to find optimum solutions to problems which can 

either be minimum or maximum values of a function is referred to as Analytical and Numerical 

optimisation techniques (Kaveh and Ghazaan, 2018). These mathematical methods give the 

optimum solution as the exact solution to the specified objective function provided all required 

constraints specified in the optimisation formulation have been satisfied. 

Numerical methods categorically employ complex mathematical method (i.e mathematical 

programming) in their execution and therefore entails expressing the problems using an 

algorithm. The most prevalent numerical method used in solving optimisation problems is 

gradient techniques. Others include sequential linear programming, integer programming 

algorithm, and so on. 

These common numerical methods have been in use since the 1970s to solve different kinds of 

small-scale optimisation problems (Eleftheriadis et al., 2018). Using numerical methods to 

handle larger-scale optimisation problems is very complex, extremely time-consuming, and 

might not return a satisfactory solution (Kameshki, 2003; Phan et al., 2017). This is because 

larger-scale optimisation problems usually consist of non-linear equations that cannot be 

solved using simple numerical methods (Phan et al., 2017). 
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Meanwhile, the stochastic methods also known as heuristic search methods are built for 

complex optimisation problems and thus can effectively return a satisfactory solution for large-

scale problems. Stochastic methods are appropriate for discrete design variable problems and 

large space structures. They are based on random iteration strategies inspired by nature and do 

not need to compute gradients for the objective function and constraint as required for the 

numerical methods (Kaveh and Ghazaan, 2018). Genetic Algorithm (GA), Simulated 

Annealing (SA), Ant Colony Optimisation (ACO), Harmony Search (HSA), and Particle 

Swarm Algorithm (PSO) are some of the famous stochastic methods. Their key limitation is 

that they generally required more function evaluations making them very slow and faced with 

the prospect of getting trapped in the local minima as shown in Figure 2-8. 

 

Figure 2-8: Illustration of local and global minima (Rao, 2009) 

2.7.1 Genetic Algorithm (GA) Technique 

Genetic algorithm is an evolutionary optimisation strategy that is fundamentally derived from 

Darwin’s principle of survival of the fittest (Kameshki, 2003). It belongs to the family of 

stochastic methods that are mostly used in obtaining the global minimum with a high  

probability. Genetic algorithms employ the probabilistic transition rule to perform directional 

search and find the optimum solution from the individual population without the need for the 

gradients of the objective function. This algorithm is most appropriate in solving discrete and 

non-differentiable optimisation problems (Phan et al., 2017; Rao, 2009). The application of 

GA for structural design optimisation has mostly been for single objective functions while that 

for multi-objective functions is limited. 

 

According to Torregosa and Kanok-Nukulchai (2002) and Kameshki (2003), GA is very 

efficient and fairly easy to use with the technique only applying chromosomes to conduct finite 
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point search. However, Khalifa (2011) pointed out that this approach can sometimes lead to a 

feasible local optimum solution, a situation that has been attributed to the enforcement of too 

severe penalty function as revealed by Torregosa and Kanok-Nukulchai. Another major 

drawback of this efficient stochastic optimisation method, GA is its slow speed of execution 

leading to increased computational time and stopping criterion (i.e.complexity in achieving the 

desired generation size. 

GA operates on binary strings and thus only entails copying and partial swappings of the binary 

strings (Torregosa and Kanok-Nukulchai, 2002). In the process, an identified set of individuals 

that can potentially be the solution are regarded as Vectors. The components of these vectors 

often referred to as genes are formulated using the design variables of the optimisation problem 

(Jármai, 2000). In order to complete the formulation process, these genes’ real values are 

broken down to form the strings. 

Jármai (2000) further clarified that the GA methods make use of three distinct operators which 

are crossover, mutation, and reproduction operators to replicate the evolution rules. Each of 

these three operators plays a different role in determining the performance of the GA. For 

instance, the process of random collection of individuals from the entire population to form a 

new population is executed by the reproduction operators. The crossover on the other hand 

deals with the swapping of individual genetic information with another in the chromosomes. 

The mutation operator facilitates the characters modification of the evolving offspring (Jármai, 

2000). All three operators perform continuous iterations on the existing population until the 

convergence criterion set is satisfied to form a new population. The convergence of the entire 

process is tested using a fitness value. Rao (2009) briefly summarized those operations of 

crossover, mutation, reproduction, and evaluation of fitness value must be performed to 

complete one generation as illustrated in Figure 2-9. 

Jármai (2000) and Rao (2009) further explained that the operations of each of these distinct 

operators are very different. The crossover operator which can be single-point, two-points, or 

uniform crossover utilizes a particular probability (pc). The mutation operator (i.e either single-

point or bit-wise) uses another probability (pm) to perform their operations. Meanwhile, the 

elitist, tournament selection, and roulette wheel are some of the identified reproduction 

operators. 
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Previous studies such as (Arora, 2016; Messac, 2015; Rao, 2009), (Torregosa and Kanok-

Nukulchai, 2002; Kameshki, 2003; Yassami and Ashtari, 2015) have established that the 

outcome of the GA optimisation process is greatly influenced by the size of the population and 

generation for the genetic algorithms. Their studies revealed that high population size will 

significantly increase the time of computation even though this can sometimes enhance the 

possibility of obtaining the best optimum solution. Finally, to avoid the risk of abrupt 

termination of the search during the optimisation process, an adequate generation size will be 

required. 

 

Figure 2-9: Steps of genetic algorithm process (Kameshki, 2003; Torregosa and Kanok-Nukulchai, 2002) 

The efficacy of the application of GA optimisation techniques has been widely researched and 

many studies have affirmed that GA is very superior and produces the best results. This was 

demonstrated in the comparative study conducted by Ali and Seyan (2014) where a cost 

optimisation was performed for simply supported doubly reinforced beams using the GA, 

Generalised Reduced Gradient (GRG), and interior point algorithm. Their results show that the 

least optimum cost was achieved using the GA, which proved the superiority of GA over other 

methods. 

Another comparative study involving the application of GRG, GA, and Sequential Quadratic 

Programming (SQP) with different compatible software packages performed by Yenjay (2005) 



Chapter 2 Literature Review 

 

29 | P a g e  

 

was reported in (Alkhadashi, 2016). The results also revealed that the best optimum solution 

was achieved with the GA, although with an increased computation time for a case study 

problem that is not large (Yenjay, 2005). However, the other two methods considered in the 

study (i.e GRG and SQP) did not return any results for some of the results as the solution was 

trapped in local minimum points.  

In addition, Torregosa and Kanok-Nukulchai (2002) compared the application of elitist and 

non-elitist search procedures for the minimum weight of two planar frames to identify which 

of the two is the best GA approach. According to  Torregosa and Kanok-Nukulchai (2002), the 

elitist search method gives a better outcome when used for an optimisation problem with 

limited number of generations or many variables. The GA in comparison with the SQP, GRG, 

and interior point algorithm is very efficient and performed with greater superiority (Ali and 

Seyan, 2014) and (Yenjay, 2005). 

Meanwhile, Hasançebi et al (2009) contend that the GA is less effective compared to some of 

the other metaheuristic algorithms such as PSO and ACO. Their submission was based on the 

comparison of seven different metaheuristic algorithms to solve optimisation problems on real 

size moment steel frame as reported by (Kaveh and Ghazaan, 2018). Hasançebi et al (2009) 

concluded that the best result of the optimisation problems was achieved using the simulated 

annealing (SA) and the evolution strategy. This was in agreement with the findings from the 

earlier study of Khalifa (2011) which concluded that implementation of the survival of the 

fittest procedure in the GA techniques impact the effectiveness of the method because some 

good individuals may have been lost in the process. Khalifa (2011) study was on finding the 

optimum/minimum weight of semi-rigid and rigid steel frames using the GA and the Harmony 

Search Algorithm (HSA). As deduced from the finding of Khalifa’s study, the HAS produced 

the best results in terms of the minimum weight. The minimum weight from the HAS compared 

to the GA is 5.18-11.8 % lighter for the rigid and 7.7-11.2% lighter for the semi-rigid frames. 

2.7.2 Particle Swarm Optimisation Technique 

Kennedy and Eberhart in 1995 first proposed the Particle Swarm Optimisation (PSO) technique 

based on inspiration from the social behaviour of bugs, birds, and fishes. The technique 

basically imitates the insect swarm behaviour, fish schooling as shown in Figure 2-10, and the 

behaviour of birds flock. PSO is grouped into the family of behavioural inspired algorithms 
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(Dogan, 2010). These primary organisms which the PSO method mimicked used specific social 

hierarchy in all aspects of their lives such as food and reproduction. Therefore, the application 

of the PSO technique in finding the optimum solution is analogous to the way insects or swarms 

find their food. According to Dogan (2010), the representation of the individual organism of 

either a swarm or flock is referred to as the particle in PSO while the swarm is used to represent 

the whole population. 

 

Figure 2-10: Fish schooling (Dogan, 2010) 

The behaviour of each organism within the swarm cluster is strictly governed by the individual 

and cluster intelligence which prompt the individual swarm to easily adapt its behaviour to 

match that of its neighbours. Arora (2016) explained that the intelligence of individual swarm 

facilitates members to follow any food path established by any member of the cluster 

irrespective of their distance apart. This concept of imitation is exactly what the PSO method 

implies. The PSO technique has been proved and well established as a robust and efficient 

technique for optimizing civil engineering problems. It also has proven records of successful 

applications to other engineering fields including mechanical, artificial neural network training, 

multi-objective optimisation, and fuzzy system control. It is very easy to apply because of it 

requires lesser algorithm parameters (Arora, 2016).  

The effectiveness of the PSO techniques in handling multi-objective optimisation problems on 

rigid steel frames has also been studied by (Soori and Salajegheh, 2019). The constraints 

imposed were based on AISC-LFRD, the study also considered earthquake effect in the 

optimisation formulation. The key conclusion from the study is that PSO is very efficient in 

handling such real-size problems.  
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In addition, Esfandiary et al (2016) performed a multi-objective function cost and weight 

optimisation of RC frames by applying a multi-criterion decision-making PSO (DMPS). The 

optimisation outcomes were obtained in just three runs within a short time for three benchmark 

problems considered in this study. This also buttressed the submission of  Arora (2016) about 

the simplicity of PSO. 

Arora (2016) further expatiated that the PSO has some typical attributes of the evolutionary 

computation techniques like GA. The PSO process usually begins with a randomly developed 

individual (i.e particles) which represent a set of solutions. Thereafter followed by updating 

the generations through the velocity update that directs the movement of the particles around 

the design space to find the optimum solution to the problem. 

During the course of searching for a global optimum, the particles follow up on their individual 

best position (also known as particle best) and also record the best position that has already 

been achieved by the swarm (also known as global best). The velocity update mentioned by 

Arora (2016) enforces the particle movement in the direction of the best-known position i.e. 

either its own or the global best, in each iteration. This process is continuous with successions 

of iterations until the global optimum is achieved or the iteration size is exhausted (Arora, 2016; 

Dogan, 2010). 

As demonstrated in Figure 2-11, Rao (2020) presents an overview of the overall process of 

PSO application for discrete problems. The process begins by specifying some initial 

parameters such as the size of the population, the maximum iteration number, initial particle, 

and velocity values. Once the process begins, the value of the velocity and position of the 

particle will keep updating in each time step. If the solution reaches a convergence point, the 

returned lowest value of the objective function is chosen as the best/optimum solution. 

Meanwhile, if the solution did not converge, the next iteration is started. During each iteration, 

an objective function for each solution will be evaluated and the global optimum is obtained 

when the values of the minimum objective function are the same for all points. 

The main advantages of the PSO are that the technique uses a reduced computational time and 

also has a better convergence rate (Dogan, 2010). As established from the application of PSO 

to perform minimum weight optimisation by Dogan (2010), PSO produces better design when 

using continuous variables as an alternative to discrete variables. On the other hand, PSO has 
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possibility of encountering disorder in the process convergence due to change of just one 

parameter and this can considerably affect the outcome of the process.  

 

Figure 2-11: Particle swarm process representation for discrete problems (Dogan, 2010) 

2.7.3 Harmony Search Optimisation Technique 

This is one of the most recent stochastic search techniques and the concept was based on 

musically pleasing simulation to solve combinatorial optimisation problems. The Improved 

Harmony Search Algorithm (HSA) finds the optimum solution to design problems by 

employing a procedure that is similar to the process through which a musician search for 

pleasing harmony. Similar to the way through which the aesthetic quality depends on the pitch 
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of the instrument in music, the value of the objective function depends on the values given to 

each decision variable in the HSA optimisation process. A critical review of the existing works 

on optimisation techniques revealed that HSA technique has been successfully deployed to 

solve many practical optimisation problems in engineering fields. However, its application to 

the optimisation of structural engineering problems is very scanty, an indication that further 

study is required in this area. One of the earliest studies that applied HSA techniques to 

structural problems is (Lee and Geem, 2004). Lee and Geem (2004) find the minimum weight 

design of planar and space truss structures using HSA. Thereafter, Saka (2009) and Degertekin 

(2007) performed the optimum design of steel frames formulated according to BS5950 and 

LRFDAISC design codes with HSA. Owing to the success recorded in their earlier studies, 

Saka and Erdal (2009) and Erdal et al (2008) further deployed the method to find the optimum 

W-sections for the transverse and longitudinal beams of grillage systems. The above mentioned 

studies where HSA has been used comprises a relatively small number of design variables and 

the common observation from all the reviewed studies shows that HSA is very quick and 

efficient method for solving small-scale optimisation problem. 

Hasançebi et al. (2009) carried out a comprehensive evaluation of the performance of the HSA 

techniques in optimum design of real-size trusses and frames formulated according to ASD-

AISC. The key conclusion from Hasançebi et al (2009) and (2010) is that the HSA technique 

is very unsatisfactory and slow for relative large-scale optimisation problems. Unlike other 

metaheuristic techniques that are characterized by high speed and efficiency, the HSA 

performance was described as substandard and characterized with slow rate of convergence 

and unreliable search efficiency (Hasançebi et al., 2009, 2010). As such an improvement to the 

application of HSA technique to structural optimisation problems was recommended and this 

is one of the key drivers that necessitate the current study presents in this thesis. 

In this research, Genetic Algorithm (GA), Particle Swarm Optimisation (PSO) and Harmony 

Search Algorithm (HSA) methods developed in MATLAB are employed to examine their 

accuracy of the results and computational time required in single and multi-objective problems, 

for two and three-dimensional steel structures. Moreover, optimisation models have been 

developed for the evaluation of cost, embodied energy and embodied carbon for steel 

structures, to aid designers in assessing their energy consumption and carbon impacts due to 

their designs, during the initial stages.  
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The basic components of the harmony search algorithm can now be outlined in five steps as 

follows. 

Step 1  Initialization of a Parameter Set: A harmony search optimisation parameter sets are 

initialized first. These parameters consist of four entities called as a harmony memory 

size (ℎ𝑚𝑠), a harmony memory considering rate (ℎ𝑚𝑐𝑟), a pitch adjusting rate (𝑝𝑎𝑟) 

and a maximum search number 𝑁𝑐𝑦𝑐. It is worthwhile to mention that in the standard 

harmony search algorithm these parameters are treated as static quantities, suitable 

values are chosen within their recommended ranges of ℎ𝑚𝑐𝑟 ∈ (0.70 ~ 0.95)  and 

𝑝𝑎𝑟 ∈ (0.20~0.50) . It should be mentioned that the selection of these values are 

problem dependent and it requires number of trials to identify the appropriate ones. 

Step2   Initialization and Evaluation of Harmony Memory Matrix: A harmony memory matrix 

H is generated and randomly initialized next. This matrix incorporates (ℎ𝑚𝑠) number 

of feasible solutions. Each solution (harmony vector, I𝑖) consists of 𝑛𝑣 integer numbers 

between 1 to 𝑛𝑠 selected randomly each of which corresponds sequence number of 

design variables in the design pool, and is represented in a separate row of the matrix; 

consequently the size of H is (ℎ𝑚𝑠 × 𝑛𝑣 ). 

𝐻 =

[
 
 
 
 
 
 

𝐼1
1 𝐼2

1 … 𝐼𝑛𝑣
1

𝐼1
2 𝐼2

2 … 𝐼𝑛𝑣
2

… … … …

𝐼1
ℎ𝑚𝑠 𝐼2

ℎ𝑚𝑠 … 𝐼𝑛𝑣
ℎ𝑚𝑠]

 
 
 
 
 
 

  

∅(𝐼1)

∅(𝐼2)

…

∅(𝐼ℎ𝑚𝑠)

      ( 2.17) 

I𝑖
𝑗

 is the sequence number of the 𝑖𝑡ℎ  design variable in the 𝑗𝑡ℎ  randomly selected 

feasible solution. (ℎ𝑚𝑠) solutions shown in Eqation (3.14) are then analyzed, and their 

objective function values are calculated. The solutions evaluated are sorted in the 

harmony memory matrix in the increasing order of objective function values, that is 

∅(I1) ≤ ∅(I2) ≤ ⋯ ≤ ∅(Iℎ𝑚𝑠). 

Step 3 Generating a New Harmony: A new harmony solution vector I` = [𝐼1
′ , 𝐼1

′ , . . , 𝐼𝑛𝑣
′ ] I is 

improvised by selecting each design variable from either harmony memory or the entire 

discrete set. The probability that a design variable is selected from the harmony memory 
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is controlled by a parameter called harmony memory considering rate (ℎ𝑚𝑐𝑟). To 

execute this probability, a random number 𝑟𝑖 is generated between 0 and 1 for each 

variable 𝐼𝑖 . If 𝑟𝑖 is smaller than or equal to ℎ𝑚𝑐𝑟, the variable is chosen from harmony 

memory in which case it is assigned any value from the 𝑖 -th column of the H, 

representing the value set of variables in ℎ𝑚𝑠 solutions of the matrix, equation (2.18). 

Otherwise (if 𝑟𝑖 > ℎ𝑚𝑐𝑟), a random value is assigned to the variable from the entire 

discrete set. 

𝐼𝑖
′ = {  

𝐼𝑖
′ ∈ {𝐼𝑖

′, 𝐼𝑖
′, … , 𝐼𝑖

ℎ𝑚𝑠}  𝑖𝑓 𝑟𝑖 ≤ ℎ𝑚𝑐𝑟   

𝐼𝑖
′ ∈ {1,……… , 𝑛𝑠}  𝑖𝑓 𝑟𝑖 > ℎ𝑚𝑐𝑟    

            ( 2.18) 

If a design variable attains its value from harmony memory, it is checked whether this value 

should be pitch-adjusted or not. Pith adjustment simply means sampling the variable’s one of 

the neighboring values, obtained by adding or subtracting one from its current value. Similar 

to ℎ𝑚𝑐𝑟 parameter, it is operated with a probability known as pitch adjustment rate (𝑝𝑎𝑟), 

(Eqation. 2.23). If not activated by 𝑝𝑎𝑟; the value of the variable does not change. 

𝐼𝑖
′′ = {

𝐼𝑖
′ ± 1              𝑖𝑓 𝑟𝑖 ≤ 𝑝𝑎𝑟            

 𝐼𝑖
′                     𝑖𝑓 𝑟𝑖 > 𝑝𝑎𝑟           

       ( 2.19) 

Constraint handling: The new harmony solution vector obtained using above-

mentioned rules is checked whether it violates design constraints. If this vector is 

severely infeasible it is discarded and another harmony vector is sought. However, if it 

is slightly infeasible, it is included in the harmony matrix. In this way the slightly 

infeasible harmony vector is used as a base in the pitch adjustment operation to provide 

a new vector that may be feasible. This is achieved by using large error values initially 

for the acceptability of the new design vectors. The error value is then gradually reduced 

during the design cycles until it reaches to its final value. This value is then kept the 

same until the end of iterations. This adaptive error strategy is found quite effective in 

handling the design constraints in large design problems. 

Step 4  Update of Harmony Matrix: After selecting new values generating the harmony solution 

vector, its objective function value is calculated. After selecting the new values for each 

design variable, the objective function value is calculated for the newest harmony 

vector. If this value is better than the worst harmony vector in the harmony matrix, it is 
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then included in the matrix while the worst one is taken out of the matrix. The harmony 

memory matrix is then sorted in descending order by the objective function value. 

Step 5 Termination: The steps 3 and 4 are repeated until a pre-assigned maximum number of 

cycles 𝑁𝑐𝑦𝑐  is reached. This number is selected large enough such that within this 

number no further improvement is possible in the objective function.  

2.8 Life Cycle Assessment of Steel Structures in Construction Stage. 

Life Cycle Assessment (LCA) is one of the widespread tools used in assessing the 

environmental impact of systems. In this section, the (LCA) of steel structure from a 

construction standpoint is presented. The needs for the use of LCA in the building sectors and 

its importance to support decision-making within the built environment were discussed. 

Thereafter, the applications of LCA within the construction sector are described by critically 

reviewing some case studies involving the LCA formulation and application to buildings or 

building materials of steel structures. For instance, a critical review of the complete life-cycle 

energy usage of two- and three-dimensional steel structures was performed. The review 

considers the initial estimated embodied energy, embodied carbon, and the total cost involving 

the cost of material, transportation, production, and erection into account for the complete 

assessment of all activities (i.e the whole process of construction). 

2.8.1 Cost Evaluation 

The Steel Construction Institute (SCI) postulated that appropriate use of steel in building and 

construction can enhance attaining the economic pillar of sustainability in construction (SCI, 

2008). Steel compared to other materials used in construction has low operational and 

investment costs (about 2-4% cost saving), aesthetics, and speedy construction. Nevertheless, 

the application of optimisation to steel design will ensure that more savings are made. 

The total cost of the structure is greatly influenced by the cost of the frame of the buildings. 

Although the cost contribution from the superstructure or framework cost is just about 10% of 

the total cost of the building, but it has multiplying effects on other costs (Burgan et al., 2012). 

For instance, Burgan et al (2012) explained that a 100 mm reduction in the ceiling floor zone 

of a building results in 2.5% saving in the cost of cladding which subsequently leads to 0.5% 

saving in the overall cost of the building. 
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The Institution of Structural Engineer IStructE (2000) submitted that implementing a design 

decision that adopts uniform size for similar members of slightly variable span is usually cost-

effective than having a variety of sizes. This is because the cost of designing, detailing, 

procuring, fabricating, and erecting typical steel sections is less than having many different 

sizes of steel that only prioritize having the lowest possible weight of steel. However, adopting 

uniform steel sizes as design approach often increases the weight of steel and thus increases 

the embodied carbon emissions of the structure (Moynihan and Allwood, 2014). Another 

drawback of using this approach is the underutilization of sections capacity as demonstrated in 

a study that confirms that the average utilization of beams’ capacity is less than 50% for about 

10,000 steel beams (Moynihan and Allwood, 2014). 

However, pertinent study on the optimisation of steel designs has shown that performing cost 

optimisation may create a balance between cost and weight minimization. This is supported by 

Pavlovčič et al (2004) findings that reveal that some cost optimisation shows a linear 

relationship between minimum cost and weight. They compared classical design and volume-

based cost optimisation with actual cost optimisation. In the optimisation formulation for the 

rigid steel frames, several cost contributors such as cost of materials, fabrication, 

transportation, erection, and finishing were included in the objective function. Pavlovčič et al 

(2004) applied a metaheuristic method, GA, and mathematical programming method, the 

Sequential Unconstrained Minimisation Technique (SUMT), to perform cost and volume 

optimisation of 2 bay two-storey frame and 5 bay four-storey frame.  

There is a linear relationship between the results from cost and volume-based optimisation. 

The result shows that some costs like whole forming and blast cleaning costs were not 

significant on the results which are the same for all three optimisation methods applied. The 

significant cost contributors were the cost of materials, fabrication (including welding and/or 

bolting cost), erection, transportation, and finishing/painting costs, particularly for larger 

structures. Therefore, it is concluded that weight optimisation can be used for cost optimisation 

and save adequate cost provided that the objective functions incorporate the major costs at 

different stages in optimisation formulation.  
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2.8.1  Cost Model 

This review considered five relevant studies, (Bel Hadj Ali et al., 2009; S.W.Jin et al., 2017; 

Marwaha, 2017; Pavlovcic et al., 2004; Sarma and adeli, 2002) to understand the cost model. 

Each of the selected studies considered different cost contributors with all of them included the 

cost of materials, although with different boundaries. The cost of fabrication with slight 

differences in their respective processes was considered. Two studies which are (Marwaha, 

2017; Pavlovcic et al., 2004) included the cost of transportation in their cost formulation. 

Similarly, the cost of welding on site was included by S.-W. Jin et al (2017) while Bel Hadj 

Ali et al (2009) and Pavlovčič et al (2004) accounted for the total cost spent throughout the 

erection stages. The treatment cost to protect fire and corrosion of steel was accounted for by 

(Marwaha, 2017). Meanwhile, Pavlovčič et al (2004) and Sarma and Adeli (2002) incorporated 

the cost of general painting in their cost model. In this study, only four costing elements (i.e 

the cost of materials, transportation, erection, and finishing) were considered. The cost of 

fabrication was ignored because of its complexity and limited available information. The 

formulation of the objective formulation as derived from the selected studies are as follows: 

2.8.1.1 Material cost 

As claimed by (Heinisuo et al., 2016) the cost of materials accounts for about 40% of the total 

cost of steel structures. Three studies (Marwaha, 2017; S.-W. Jin et al., 2017; Pavlovčič et al., 

2004) state the objective function for the procurement cost of materials. The weight of the steel 

in all three studies greatly influences the material objective function because steel is usually 

priced by weight. Since there is a consensus of opinions across the three studies, the respective 

equation adopted were shown from Equations 2.20 –2.22. 

1) (Marwaha, 2017) 

𝐶1 =  𝑀𝑐 ∗ 𝑚 ∗ 𝐿             ( 2.20) 

2) (S. W. Jin et al., 2017) 

𝐶𝑠𝑡𝑒𝑒𝑙 = ∑ 𝐶𝑠𝑖𝑊𝑖𝑖          ( 2.21) 

3) (Pavlovčič et al., 2004) 
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𝐶𝑠𝑡𝑒𝑒𝑙−𝑒𝑙𝑒𝑚 = 𝑘𝑚 𝜌 𝑉𝑒𝑙           ( 2.22) 

Where: 

𝑀𝑐, 𝐶𝑠𝑖, 𝑘𝑚  are the material cost factors 

𝑚  is the sections’ mass 

 𝐿   is the sections’ length 

𝑊   is the sections’ overall weight 

𝜌   is the sections’ mass density 

𝑉𝑒𝑙  is the elements’ volume 

2.8.1.2 Transportation cost 

Accordingly, the functions by each of them are shown from Equations 2.23 and 2.24. 

1) (Marwaha, 2017) 

𝐶1 =  𝑇𝑐 𝑚 𝐿          ( 2.23) 

4) (Pavlovčič et al., 2004) 

𝐶𝑡𝑟𝑎𝑛𝑠𝑝 = 𝑘𝑡𝑟𝑎𝑛𝑠𝑝 𝜌 𝑉𝑠𝑡𝑟𝑢𝑐𝑡        ( 2.24) 

Where:  

𝑇𝑐  and 𝑘𝑡𝑟𝑎𝑛𝑠𝑝  are transportation cost factors 

𝑉𝑠𝑡𝑟𝑢𝑐𝑡  is the structural elements’ volume 

An indication from both equations 2.23 and 2.24 is that the transportation cost also depends on 

the weight of steel as both equations involve mass and/or density. This is simply related 

because the carrying trucks transporting steels are classified using their tonnage capacity. 

Although Pavlovčič et al (2004), recognized that other factors such as the number of times the 

truck travelled between the factory and the site, the influence of the dimension of the cross-

section also affect the total transportation cost. However, the inclusion of such factors in cost 

formulation can sometimes be difficult. As such, an easy approach of transport cost formulation 

based on the weight of steel is preferred (Pavlovčič et al., 2004). 
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2.8.1.3 Erection 

Similarly, the cost of erection (see equation 2.25 - 2.27) significantly depends on the steel 

weight in addition to the labour cost and the cost incurred on the machine power used 

throughout the erection stages. Pavlovčič et al (2004) included additional factors like man-hour 

per quantity accounting for several other parameters such as the structure typology, the types 

of connection used, the condition of erections, and other factors that influence the erection 

process. These parameters identified by Pavlovčič et al (2004) are key important determining 

factors on how work will be done at the erection stage. Where the erection cost is priced by 

hours spent on the job, an increase in time will definitely increase the total cost of erection and 

this should be properly accounted for in the cost estimation. As an illustration, using multiple 

shorter span beams will require more erection time than using single long span beams, because 

the crane will spend more time carrying several pieces than just carrying one long piece. 

Therefore, the objective function formulation that accounts for this kind of scenario was 

adopted by Pavlovčič et al (2004). 

1) (Bel Hadj Ali et al., 2009) 

𝐶𝑒𝑟𝑒𝑐𝑡 = 𝑐𝑒𝑟𝑒 𝑀𝑠𝑡𝑟          ( 2.25) 

2) (S. W. Jin et al., 2017) 

𝐶𝑤𝑒𝑙𝑑𝑖𝑛𝑔 = ∑ 𝐶𝑤𝑠𝑙𝑤𝑠𝑖          ( 2.26) 

3) (Pavlovčič et al., 2004) 

𝐶𝑒𝑟𝑒𝑐𝑡 = 𝑘𝑒𝑟𝑒𝑐𝑡 𝑇𝑒𝑟𝑒𝑐𝑡 𝜌 𝑉𝑠𝑡𝑟𝑢𝑐𝑡       ( 2.27) 

Where: 

𝑐𝑒𝑟𝑒 , and 𝑘𝑒𝑟𝑒𝑐𝑡 are erection cost factors  

𝑀𝑠𝑡𝑟    is the structure’s mass 

𝐶𝑤𝑠    is the on-site welding cost factor  

𝑙𝑤𝑠    is the weld length 

𝑇𝑒𝑟𝑒𝑐𝑡    is the total erection time 
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2.8.1.4 Finishing 

The finishing cost of steel structures includes the cost incurred on the protection of fire and 

corrosion estimated as follows. 

1- Painting/Corrosion Protection 

The (IStructE 2000) requires a provision of protective system for steel structures, particularly 

where they are exposed to moisture conditions to prevent corrosion. Steel corrosion is an 

electrochemical process that needs the simultaneous presence of oxygen and water. So, light 

protection, usually for cosmetic purposes is sufficient when steels are used for dry building 

shells (IStructE 2000). There are several available corrosion protection systems e.g painting, 

metallic coating. The key factor to be considered in selecting an appropriate steel protection 

system is the environmental condition to which they are subjected to (IStructE 2000). 

In Equations 2.28 - 2.30, the cost formulation for a typical paint system of steel protection is 

given. The equations 2.28 - 2.30 show that the cost is a function of the total surface area of the 

steel. In Pavlovčič et al (2004), additional factors such as the time and cost of manpower were 

included in the formulation as shown in equation 2.30.  

1) (Marwaha, 2017) 

𝐶3 = 𝐶𝑐 𝑎 𝐿          ( 2.28) 

2) (Sarma and Adeli, 2002) 

�̃�(�̃�) = ∑  �̃�𝑝𝑖
𝑁𝑡
𝑖=1 𝑙𝑖         ( 2.29) 

3) (Pavlovčič et al., 2004) 

𝐶𝑝𝑎𝑖𝑛𝑡𝑖𝑛𝑔 = (𝑘𝑝𝑎𝑖𝑛𝑡𝑇𝑝𝑎𝑖𝑛𝑡 + ∑ (𝑘𝑚.𝑝𝑎𝑖𝑛𝑡,𝑖𝑀𝑝𝑎𝑖𝑛𝑡, 𝑖𝑖 ))2𝐴𝑝𝑙     ( 2.30) 

Where: 

Cc    is the corrosion cost factor  

 �̃�𝑝𝑖, 𝑎 and 𝐴𝑝𝑙   is the total steel surface area 

𝑙𝑖     is the sections’ length of the section 
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𝑘𝑝𝑎𝑖𝑛𝑡     is the cost of labour and equipment for paint  

𝑇𝑝𝑎𝑖𝑛𝑡     is the painting time required for painting  

𝑘𝑚.𝑝𝑎𝑖𝑛𝑡   is the paint coat’s cost,  

𝑀𝑝𝑎𝑖𝑛𝑡     is the paint quantity used 

2- Fire Protection 

According to IStruct (2000), above 6500C fire will weaken structural steel members and thus 

there is need to provide fire protection using insulating materials to sustain their resistance to 

actions during such intense fire. The institution of IStruct highlighted that the period of fire 

resistance required and the member section factor (i.e. heated perimeter/cross-sectional area) 

determine the type and thickness of insulation to be applied. 

Steel structural members use as beams, floor slabs and columns have to satisfy a specified fire 

resistance, typically around 60 to 120 minutes (IStructE 2000). Although, all steel buildings do 

not require protection because the need for fire protection depends on the other structural 

elements of the building like composite slab. To arrive at the decision, fire engineering analysis 

is usually carried out to establish if fire protection will be needed or not. Meanwhile, an 

efficient strategy for fire engineering can also prevent the need for fire protection. A typical 

case study is that of the Luxembourg Chamber of Commerce, where the fire assessment has 

shown that additional fire protection is not required for the building (Burgan et al., 2012). 

The total cost of protecting fire will depend on the profile of the steel shape and the type of 

protections put in place. In addition, the cost of manpower, scaffolding, and materials are 

included in practice to arrive at the total cost of protection. As previously highlighted Burgan 

et al (2012), the amount of material for fire protection will depend on the surface area to be 

protected and the desired thickness of the protection. Studies have shown that typical column 

requires more coatings of fire resistance than a typical beam. For instance, an approximately 

15 mm thick fire protection board will be sufficient to protect beams for around 90mins and 

only 60mins for columns. Equations 2.31 and 2.32 presents the expression given for fire 

protection by (Burgan et al., 2012). 

𝐶𝐵 = (1.43ℎ𝑖𝑏(𝑧) +  0.7)𝐹𝑐 + (0.27ℎ𝑖𝑏(𝑧) +  0.6)𝑚ℎ    ( 2.31) 
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𝐶𝐶 = (1.72ℎ𝑗𝑐(𝑧) +  0.53)𝐹𝑐 + (0.11ℎ𝑗𝑐(𝑧) +  0.72)𝑚ℎ    ( 2.32) 

Where: 𝐹𝑐  and 𝑚ℎ are the cost factor and man-hour respectively. Also, ℎ𝑖𝑏  and ℎ𝑗𝑐  are the 

height of beam and column elements respectively.  

All the adopted functions for each stage are all defined in chapter 4, where the coefficients are 

also defined in the same chapter, table 4-1. 

2.8.2 Evaluation of Embodied Energy and Embodied Carbon   

Generally, a properly detailed and maintained steel structure can be used indefinitely. One of 

the great advantages of steel structure is the ability to offer reuse and recycled value. According 

to SCI (2008) about 10% of the total steel structure can be reused and still maintain their 

strength and quality while 84% of them can be recycled. 

However, when estimating the overall performance of structural steel, The amount of embodied 

energy and carbon should be taken into account. Eleftheriadis et al (2018) reported that the 

carbon footprint of steel frames can be between 20-30% for 50-years lifespan.  Shadram et al 

(2016) also asserted that the embodied energy of steel building can be up to 60% of the total 

energy use of the building.  

Currently, there are emphases on energy-efficient buildings, but it has been widely accepted 

that the embodied energy and carbon will keep going up if not properly checked during the 

design of buildings. Dixit (2017) stated that energy-efficient buildings often require more 

materials than conventional ones to achieve a low rate of energy consumption. This in turn will 

increase the embodied energy within the buildings because of the higher quantity of the 

materials involved. 

According to Dixit (2017), embodied energy (EE) is defined as the total amount of the primary 

energy utilized in constructing a building through the use of construction materials, products, 

and processes, along with related transportation, administration and services. It is also referred 

to as the sum of energy involved in manufacturing a product assuming that this energy is 

embedded within the product (Haynes, 2010). In structural engineering, the product is the 

building or structure, and the manufacturing process involves the manufacturing of 

construction materials involved, the transportation from the factory to sites where they are 

needed and the coupling together of the materials to make the final products (i.e the building). 
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To have a complete account of the embodied energy, the energy needed during demolition, 

recycling and the final disposal of the waste is also considered. EE belongs to the class of non-

renewable energy that cannot be regained after it has been used, so newer sources are always 

needed for any subsequent uses. 

Meanwhile, Embodied Carbon (EC) is the resultant lifecycle greenhouse gas emissions that 

occur during all processes involved (i.e from the manufacturing of raw materials to the 

demolition of the final products). EC is often used interchangeably with carbon footprint and 

is normally expressed as an equivalent of carbon dioxide CO2 (Chae and Kim, 2016). In 

addition, the total energy used and the corresponding emission from the operation stage of the 

building are referred to as Operational Energy (OE) and Operational Carbon (OC) respectively. 

OE and OC account for the energy consumed and emissions resulting from lighting, heating, 

cooling, and ventilation of the buildings. 

UKGBC (2018) argued that lowering the EE and EC can be more measurable and satisfying 

than lowering the OC and OE. The argument was because energy saving on OE and OC spread 

over a long period of time whereas the EE and EC savings are immediate and can be quantified 

instantly. The UK Green Building Council UKGBC (2018)  reiterated that the positive impacts 

of savings made from EE and EC on the environment are more valuable than that of OE and 

OC because the long-term savings from OC might be small in comparison with what is needed 

at that time. Most importantly, the behaviour  of the end-users and their awareness of 

sustainability determine the amount of OC savings attainable which is an indication that the 

estimated savings might not actually happen during usage. As such, UKGBC (2014) affirmed 

that reducing the EE and EC will significantly reduce the environmental emissions which will 

improve environmental sustainability. 

The LCA of a building as illustrated in Figure 2-12 demonstrates the framework for comparing 

different services, materials, and components for a building structure (Zhou and Azar, 2018). 

The process entails different stages often referred to as system boundaries for estimating the 

EC and EE of a particular project. Usually, the Initial Embodied Energy (IEE), Recurring 

Embodied Energy (REE) and Demolition Energy (DE) are the boundaries recognized. 

The IEE comprises the EE of materials used for the building, energy incurred during 

transportation and construction. Meanwhile, REE is the amount of energy used during the 

operation of the building more than the main OE. REE includes the energy consumed because 
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of repair, renovation, replacement and the general maintenance of the building. The final 

boundary is the DE which is described as the amount of energy used in the demolition, reuse 

and recycling or disposal (Dixit, 2017).  

The critical review of pertinent studies shows that efforts are been concentrated on estimating 

the embodied energy of material extraction and processing because of its high impacts but 

energy from other stages in the life cycle are being neglected. Vukotic et al (2010) employed 

LCA technique to investigate the impact of different lifecycle stages on the amount of the 

embodied carbon of the structural elements. They revealed that the major contributors to EE 

were material sourcing and waste handling after demolition. On the other hand, the EE from 

the transportation, labour, construction, and demolition stages were minor. Nevertheless, the 

contribution from all the stages should be considered for the appropriate estimation of EE and 

EC. 

 

Figure 2-12: Life cycle energy and emissions of a building (UKGBC, 2014)  

2.8.3 Embodied energy and carbon models  

The optimum embodied energy has been attributed to the minimum weight of steel by many 

researchers but still, some other studies contend this claim as established by Foraboschi 

Foraboschi et al (2014) and also cited by Eleftheriadis et al (2018). Foraboschi et al (2014) 

reported that the embodied energy of steel does not relate to the least weight when optimizing 

various tall building structural floors. 
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The IEE system boundary is considered in this study and the EE and EC functions were 

obtained from the previous studies. The function given by each of them for each phase is given 

as follows with a justification for choosing it.  

2.8.3.1 Material 

The contribution of materials used in constructing building elements to the total EE is widely 

accepted as the highest. This is substantiated by Zhou and Azar (2018) findings that 75% of 

the EE of the building is from the materials used in the building. Specifically, steel is known 

for higher embodied energy compared to other materials used in buildings. So, it is highly 

required that the embodied energy of the materials should be included in the estimation of EE 

and EC.  

Equations 2.33 - 2.36 presents the calculation of embodied energy of the material used in 

building as found in literatures. 

1) (Zhou and Azar, 2018) 

𝐸𝐸𝑚 = ∑ 𝑚𝑖𝐸𝐸𝑖𝑖          ( 2.33) 

2) (Brütting et al., 2018) 

𝐸 = 𝐼𝑝 𝑀          ( 2.34) 

3) (Brütting et al., 2020) 

𝐸 = 𝐸𝐶𝑝 𝑥 𝑀          ( 2.35) 

4) (Mao et al., 2013) 

𝐸1 = 𝑀 𝑥 𝑓𝑖
𝑏 (1 + 𝜀𝑖)         ( 2.36) 

Where: 

𝐸, 𝐸1 and 𝐸𝐸𝑚  is the total embodied energy 

𝐸𝐸𝑖, 𝐼𝑝, 𝐸𝐶𝑝 and 𝑓𝑖
𝑏  is the factor for the embodied energy 

𝜀𝑖     is the waste factor 
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All the equations presented are a function of the mass of the structure and the EE factor because 

the mass of materials is widely used in their quantification. The amount of energy used in the 

extraction of raw materials, the type of energy used during production, transportation between 

the factory and the site are accounted for in the embodied energy factor. The factors vary for 

different locations and the adopted database. 

2.8.3.2 Transportation 

As pointed out earlier, the embodied energy from the transportation of materials and other 

accessories associated with the building construction is vital in assessing the life cycle of a 

building. Dixit (2017) found that excluding the transportation effect from the LCA will reduce 

the total embodied energy by 5-7%. The major determinant from the transportation energy is 

the fuel used by the conveying means and the amount of emission the system is generating. So, 

an accurate estimation will account for all energy from the movement of materials, equipment, 

labor, wastes and others (Shadram et al., 2016). 

An approximate estimation of the transportation energy is usually carried out by calculating 

the travel distance using map (Nässén et al., 2007). However, Dixit (2017) submitted that this 

approach does not accurately account for all the EE from the transportation. Dixit argued that 

several other factors such as the type and size of the vehicle in use, the weight of the materials 

or equipment been transported determine the amount of the embodied energy involved in the 

transportation stage. Meanwhile, finding all these factors is sometimes challenging and as such 

the EE is predicted using the amount of materials and the travel distance (Zhou and Azar, 

2018). The expressions found in existing literature are given from Equations 2.37 – 2.40. 

𝐸𝑡 = 1.66∑ 𝑚𝑖𝐸𝐸𝑇𝑖𝐷𝑖 + 𝑛𝐸𝐿𝑃𝑖        ( 2.37) 

𝐸𝑇 = (𝑑𝑇,𝑁 + 𝑑𝑇,𝐹)𝐼𝑇𝑀𝑛𝑒𝑤        ( 2.38) 

𝐸𝑇 = 𝐸𝐶𝑇(𝑑𝑝 + 𝑑𝑠)         ( 2.39) 

𝐸2 = ∑
𝑀𝑗 𝐿 𝑓𝑘

1000
           ( 2.40) 

Where: 

Et, E2, ET   is the transportation energy 
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𝐸𝐸𝑇𝑖, 𝐸𝐶𝑇
, 𝐼𝑇, 𝑓𝑘  is the consumption factor for transportation 

𝐸𝐿𝑃   is the consumption factor during loading and unloading. 

𝑑𝑇,𝑁 , 𝐷𝑖  ,𝐿, 𝑎𝑛𝑑  𝑑𝑝   is the total distance traveled from factory to fabrication site 

𝑑𝑇,𝐹 , 𝑑𝑠  is the total distance traveled from fabrication site to construction site. 

𝑛   is the number of distribution centres 

Even though there are variations in all the equations 2.37 – 2.40 but all of them depend on the 

mass of the material's structure and the distance traveled. The distance traveled is very 

important because the energy consumption and emission will be a function of how far the 

vehicles as traveled. 

The impact of having different distribution centers was considered in the formulation by (Zhou 

and Azar, 2018). This was because energy is expended during the loading and unloading of 

steel from one distribution center to the other. Although, this is difficult to account for because 

the number of centers the steel has passed through might be difficult to ascertain. The easily 

measured distance is from the steel shop to the fabrication shop or directly to the construction 

site. Zhou and Azar (2018) also involved energy consumption for the return trip of the vehicle 

which was taken to be around 66% of the energy expended for the full trip. The inclusion of 

return trips was also suggested by Hammond and Jones (2011) for proper estimation although 

they mentioned that not all projects would require the return trip. 

Meanwhile, the return trip consideration was not included in the approach by Brütting et al 

(2018) and Brütting et al (2020) but their calculation considered the distance from the steel 

industry to fabrication and to the usage site while multiplying with the corresponding 

transportation factor. 

Therefore, the formulation of the objective function presented in this study included only the 

distance from shop to site and the return trip. Since the energy incurred on the transportation 

depends on the steel weight, the additional steel material that would be counted as waste during 

the transportation is also added to give a full measure of the weight. 
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2.8.3.3 Erection stage 

In structural steel construction, the erection stage encompasses the assemblage of the 

components, sub-assemblies and products to construct the finished building. Dixit (2017) 

claimed that if the energy incurred at the erection stage is excluded from the estimation, the 

total EE will be reduced by about 10%. The energy used at the erection stage depends on the 

type of equipment used during the process. Different types of equipment such as hoisting, 

welding machine, crane, earthmoving machinery, and others require different forms of energy 

like electricity, steam, fuel, etc. for their operations. So, the amount of energy used, and their 

emission will depend on the type of energy used. Even though, steel construction process is 

quite simple and does not require extensive use of equipment, a proper account of any energy 

incurred at the erection stage should be accounted for as shown in equation 2.41 – 2.43.  

1) (Brütting et al., 2018) 

𝐸𝑡 = ∑ ∈𝑖𝑖 = ∑ 𝑇𝑖 𝐸𝐶𝐹𝑖𝑖          ( 2.41) 

2) (Brütting et al., 2018 and 2020) 

𝐸 = 𝑀 𝐸𝐶𝐴           ( 2.42) 

3) (Mao et al., 2013) 

𝐸 = ∑∑
𝑅𝑟 ×𝑓𝑛 

1000
          ( 2.43) 

Where: 

𝑇 is the amount of time for lifting and installation process 

𝐸𝐶𝐹 is the energy consumption factor 

𝐸𝐶𝐴 is the energy consumption factor for hoisting crane 

𝑓𝑛 is the emission factor 

𝑅𝑟 is the total amount of resources or energy usage 

Brütting et al (2020) accounted for just the mass and the hoisting crane energy because the 

study conducted a comparison with a similar structure and as such, the common processes in 

the two cases were not considered. Both Brütting et al (2020) and the baseline study used only 
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the mass because of the assumption that the mass of the building is the key determinant to the 

total energy used by the crane. Therefore, the energy form differences for various types of 

equipment is ignored. 

On the other hand, Mao et al (2013) considered all the major equipment required for the 

erection of structure and their individual energy type used during their operation. Thereafter, a 

factor of energy usage was assigned to each equipment in relation to the three main forms of 

energy considered (i.e fuel, electricity, and water). Although, Mao et al (2013) explanation is 

not related to the construction of steel structures. 

Finally, an estimation of the embodied energy during the erection process that accounts for the 

equipment type and the total time spent on the erection process was conducted by (Zhou and 

Azar, 2018). The study used the amount of fuel expended by the equipment (ECFi) to calculate 

the energy consumption and emission of the equipment. Zhou and Azar (2018) approach is 

similar to the model of off-road and non-road prescribed by California Air Resources Board 

(CARB) and Environmental Protection Agency (EPA) US respectively for fuel consumption 

of equipment (Akbarnezhad and Xiao, 2017). From the critical review of all methods, the 

approached adopted by Zhou and Azar seems very practicable and thus was adopted in this 

study. Meanwhile, the estimation of erection time was carried out using a complicated program 

in BIM. So, to avoid the complexity due to the limited time and resources, this study adopted 

the time as a function of the steel weight. 

2.9 MATLAB Software 

The structural engineers aim to have a satisfactory optimum design that can achieve any 

optimisation goals. However, most of the existing methods to implement these optimisation 

techniques are very complex making it difficult to achieve optimum design (Marwaha, 2017). 

But the increasing development of powerful computation tools and the ease of their 

accessibility has advanced the application of optimisation techniques to solve real size 

problems (Torregosa and Kanok-Nukulchai, 2002). One of such simple and effective 

optimisation packages is MATLAB.  

MATLAB is a global optimisation toolbox with various optimisation algorithms (e.g GA, PSO, 

SA etc) embedded within the program (Messac, 2015). This Toolbox comprises a library of 

programs or m-files, that is fit for solving least squares curve fitting, minimization, and other 
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problems (Rao, 2009). They can also be used to solve both constrained and unconstrained 

optimisation problems (Arora, 2016). 

Cazacu and Grama (2014) effectively utilized MATLAB to conduct optimisation of steel truss 

and compared the results of optimisation using the built-in optimisation command and self-

developed algorithm. The GA optimisation method was used in addition to the FEA 

incorporated into the MATLAB for analysis of truss. Cazacu and Grama (2014) concluded that 

the result obtained from the built-in optimisation command was better although it was indicated 

that the Lagrangian barrier method for handling constraints in MATLAB is less superior.  

2.10 Review of Related Past Works 

This section presents a critical review of previous studies pertinent to the optimisation of cost, 

weight, and embodied energy of steel frame structures. The review is conducted to identify the 

gap in existing studies and thus form the basis for proposing this research work. 

Mela and Heinisuo (2014) used PSO algorithm to perform the optimum design of high strength 

steel (HSS) beams, columns, and trusses with two different objective functions which are 

optimum weight and cost. The study adopted a hybrid approach by creating steel sections with 

different steel grades for the webs and flanges. The results of the optimisation achieved 17-

24% cost savings in HSS columns, 10-21% cost saving in large truss, and the least savings 

from the HSS beams. The least savings from the beam was because of the imposition of 

displacement constraints in the optimisation formulation for the HSS beams. Mela and 

Heinisuo (2014) highlighted that PSO algorithms employed in their study is very efficient in 

optimizing structural elements but require higher computational time for relativelycomplex 

problems with different design variables and two objective functions. Their study concluded 

that HSS which are steels with yield strength above 355 N/mm2 is a very good option for cost 

reduction particularly when the hybrid sections are applied.  

Similarly, an automated approach was employed by Eleftheriadis et al (2018) to perform cost 

and embodied energy optimisation models that can support early decision making during 

structural steel design. They developed a parametric model in C++ using Monte Carlo 

methodology to perform design and optimisation for the best floor grid arrangement. Optimum 

cost and embodied carbon of materials, design, fabrication, erection, and fire protection are 

used as the objective functions. The results obtained from the automated optimisation approach 
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were compared against the results obtained from the manual optimisation. The result of the 

optimisation shows that there is a proportional relationship between cost and embodied energy. 

As expected, the speed of execution of the model is higher than that of the normal optimisation 

method. 

Furthermore, Brütting et al (2018) presented a novel optimisation formulation to optimize the 

weight, embodied energy, GHG emissions of structural truss made of reused stock elements. 

The estimation of the EE and GHG accounted for the additional energy required for the 

systematic deconstruction of reused elements. They used a sequential approach of a mixed-

integer linear program and their results showed that the deconstruction energy of reused 

elements significantly impacts their EE and GHG emissions. The optimisation of the reused 

elements results in 29% reduction in energy compared to the use of new steel materials. 

Brütting et al (2020) extends the earlier study of Brütting et al (2018) by employing the 

optimisation model to steel frames. Brütting et al (2020) only account for the GHG in the 

objective function formulation and considered the generation of multiple members from stock 

elements when optimally cut. The life cycle processes added were erection and demolition in 

which processes common to the two elements were neglected. The optimisation method used 

is the mixed-integer linear programming (MILP) and the results obtained show that the reused 

elements have a lower element capacity utilization and GHG emissions that are 35% lesser 

than using new elements. This agrees with the earlier outcomes from Brütting et al (2018). 

Although, Brütting et al (2020) contends that the emissions from the reused steel elements may 

increase if the full LCA boundary of the system is considered in the optimisation formulation.  

Mao et al (2013) studied the single objective function of material weight and lifecycle cost and 

multi-objective function of both to optimize structures prone to earthquake damage. The 

optimisation formulation considered damage due to earthquake intensities using EC3 

specifications to optimize a rigid ten-storey steel frame. Single objective optimisation of initial 

weight revealed that the structure will be more prone to future earthquake damages. Therefore, 

the total life cycle cost of the structure will increase because of the additional cost that will be 

incurred on repair and renovation of the damages. Meanwhile, the result from multi-objective 

function gives balance between the two functions. Thus, multi-objective function optimisation 

can lead to structures with lower life cycle costs and also with required earthquake resilience. 
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Furthermore, Barraza et al (2017) compared the performance of GA and PSO in optimizing 

structural steel frames. Multi-objective optimisation of the performance of structural steel 

frames subjected to earthquake was examined based on the AISC specifications. Both the GA 

and PSO methods give good structural performance for the frames, but PSO performed better.  

Plevris et al (2011) applied the specification from EC3 with design constraints for shear, 

bending, and deflection to performed optimisation of the steel frame. They submitted that the 

optimisation results obtained from both GA and PSO methods are the same, but the PSO 

showed a faster rate of convergence. Even though, some of the PSO solutions were trapped in 

the local minima. 

The outcome of the review presented in this study revealed that there are gaps for further areas 

of research to be explored. Firstly, limited researches were found on the optimisation of steel 

frames according to Eurocodes with the majority of the reviewed studies being according to 

AISC-LFRD. The design method varies from different codes therefore, the resulting 

optimisation based on different codes will be varied. Therefore, this study will perform 

optimisation of steel frame according to Euro code. This study will contribute to the benchmark 

problems for steel frame optimisation according to the Euro code. 

The review also observed that many studies performed single optimisation of either cost or 

embodied energy of steel frames but there is limited evidence of multi-objective optimisation 

for steel frames. Therefore, this study will perform both single optimisation using (weight) and 

also the combination of both of them with the calculation of embodied carbon and cost.  

In terms of the best optimisation techniques, the review noted that GA, PSO, and HSA are 

widely accepted because of their capability of handling non-linear programming problems. 

Plevris et al (2011) and Messac (2015) submitted that the use of GA, PSO and HSA will 

enhance the possibility and speed of achieving global optimum through a random selection of 

variables, which are usually near the optimum. Here, further study to investigate the best 

optimisation approach between GA, PSO and HSA for performing single and multi-objective 

optimisation problems is presented. In addition to the validation of earlier claims, this study 

will also remove the hassle of using complex programming methods, like MILP. 

Finally, the review finds that MATLAB is emerging to be another everyday use computational 

tool like Excel. MATLAB is very advantageous and superior to Excel tools because it is faster 

and prevents any chance for alteration that can disrupt the entire program, which is one of the 
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drawbacks of Excel. However, MATLAB is not easy to use as Excel because of the Excel 

popularity among designers. Therefore, the study will implement a built-in function in 

MATLAB with the integration of the analysis and design of the frame. The implementation of 

the built-in function will reduce the complexity of MATLAB, reduce the computation time for 

the optimisation and thus ensure the easy implementation of cost and embodied optimisation 

in practice. 

2.11 Summary 

In this chapter, a general overview of steel materials and frames was introduced. The reason 

why steel-framed structures should undergo structural optimisation was highlighted. 

Differences between conventional design and design optimisation of steel structures were 

presented. Then, the literature survey was divided into two main categories: optimisation 

techniques and life cycle assessment. To choose an efficient optimisation approach and build 

up model formulas for all the life cycle aspects during the construction phase. Different 

optimisation approaches were discussed, and the life cycle assessment from a construction 

standpoint was widely reviewed. According to the survey, GA, PSO, and HSA performed well 

in structural problems, though their performance varied from study to study.However, there 

isn’t enough information about their application in multi-objective function problems. 

Moreover, the literature on LCA led this study to shape the adopted formulas and coefficients 

that are presented in chapter 4. 
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CHAPTER THREE. ANALYSIS AND DESIGN PROCEDURE 

3.1 Introduction 

This chapter describes the structural analysis method and design code of practice used in this 

study, and their integration into MATLAB. A structure's analysis is a process for determining 

the balance between external actions on the structure as a whole and the internal response of 

the structure’s elements. As stated by Issa and Mohammad (2008), that the most suitable 

structural analysis methods for programming could either be the stiffness method or the 

flexibility method. Therefore, this research has adopted the Direct Stiffness method for 

performing the structural analysis of the two-dimensional and three-dimensional structures. 

The second part of this chapter considers the design procedure adopted in this research.  

3.2 Analysis 

The direct stiffness method is the most common implantation of the finite element methods. It 

covers the application of the method in the analysis of linear elastic structures subjected to 

static loads. This method is applicable to 1D, 2D, and 3D structures. Most finite element 

analysis programs adopt this method due to its ease of programming on a computer as well as 

its suitability for the computer analysis of large structures. In current practice, a self-coded 

program with the Direct Stiffness Method can do all the analysis of rigid 2D and 3D structures. 

For the analysis of the steel structures, MATLAB code was developed, including an integration 

of the direct stiffness method. The required analysis input was established in an excel file, 

which was then called out by the MATLAB code. Examples of the inputs that can be edited 

are the nodal load, point load, distributed load, variable load, fixity of members, and so on. 

Table 3.1 below gives the input required in Excel.  
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Table 3.1: Input for the excel file 

 

3.2.1 Analysis of 2D Structures 

The following are the procedures for using the direct stiffness method that was employed in 

the analysis. 

1) Creating an analytical model to easily identify the joints and members as well as both 

ends of each member of the structure. The elements were then named separately. An 

illustration of that is shown in Figure 3-1 (a). 

2) After that, local and global axes were used to define the direction of the forces and 

displacements of the entire structure and individual members. Axial force, shear force, 

and bending moments occur in individual members, whereas loadings and joint 

displacements occur in the global axis. Both axes are shown in Figure 3-1 (b), with the 

local axis represented by x-y and the global axis denoted by the traditional cartesian 

coordinate system (X-Y). 

3) To transfer the force, displacement, and stiffness matrix from one coordinate to another, 

a transformation matrix [T] and its transpose [TT] were necessary due to the two-

coordinate system of the plane frames. The transformation from local to global 

displacements is shown in equation 3.1, where the used angles of the members (α) is 00 

and 900 for horizontal and vertical members respectively as shown in Figure 3-1 (c). 

Thus, the transpose of the transformation matrix for each member becomes as given in 

equation 3.2. 
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Figure 3-1: (a) Representation of nodes and numbering of members (b) Displacements and member end 

forces in local coordinates (c) Displacements and member end forces in global coordinates. 

[𝑇] =

[
 
 
 
 
 
𝐶 𝑆 0 0 0 0
−𝑆 𝐶 0 0 0 0
0 0 1 0 0 0
0 0 0 𝐶 𝑆 0
0 0 0 −𝑆 𝐶 0
0 0 0 0 0 1]

 
 
 
 
 

       ( 3.1)  

Where, 𝐶 and 𝑆 are 𝑐𝑜𝑠𝛼 and 𝑠𝑖𝑛𝛼 respectively. 

[𝑇𝑇] =

[
 
 
 
 
 
𝐶 −𝑆 0 0 0 0
𝑆 𝐶 0 0 0 0
0 0 1 0 0 0
0 0 0 𝐶 −𝑆 0
0 0 0 𝑆 𝐶 0
0 0 0 0 0 1]

 
 
 
 
 

       ( 3.2) 

As a result, the displacement vectors in both axes have the following relationship: 

 {𝑑} = [𝑇]{𝐷}          ( 3.3) 

Where 𝑑 and 𝐷 are the local and global displacement vectors, respectively. 

That of force relation is:  

 {𝐹} = [𝑇𝑇]{𝑓}         ( 3.4) 

Where f and F refer to the force vectors in the local and global coordinates respectively. 

The conversion of the stiffness matrix of the member [𝑘𝑙] to global stiffness matrix [K] is: 

The member's stiffness matrix [𝑘𝑙] is converted to the global stiffness matrix [K] using the 

following formula: 
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[𝐾] = [𝑇𝑇][𝑘𝑙][𝑇]         ( 3.5) 

Where k𝑙 is given as follow:  

[𝐾𝑙] =

[
 
 
 
 
 
 
 
 
 

𝐸𝐴

𝐿
0 0 −

𝐸𝐴

𝐿
0 0

0
12𝐸𝐼

𝐿3

6𝐸𝐼

𝐿2 0 −
12𝐸𝐼

𝐿3

6𝐸𝐼

𝐿2

0
6𝐸𝐼

𝐿2

4 𝐸𝐼

𝐿
0 −

6𝐸𝐼

𝐿2

2𝐸𝐼

𝐿

−
𝐸𝐴

𝐿
0 0

𝐸𝐴

𝐿
0

6𝐸𝐼

𝐿2

0 −
12𝐸𝐼

𝐿3 −
6𝐸𝐼

𝐿2 0
12𝐸𝐼

𝐿3 0

0
6𝐸𝐼

𝐿2

2𝐸𝐼

𝐿
0 −

6𝐸𝐼

𝐿2

4𝐸𝐼

𝐿 ]
 
 
 
 
 
 
 
 
 

     ( 3.6)  

Where: 

𝐸 :is the young’s modulus of elasticity  

𝐴 :is the member’s cross-sectional area  

𝐿 :is the length of the elements 

𝐼 :is the moment of inertial   

4) Afterwards the number of unknown displacements was determined by identifying the 

frame's degrees of freedom. Each end of the members of the plane frame has three 

degree of freedom, where only the displacements at the unrestrained ends needed to be 

determined since the restrained ends had zero displacements. 

5) The global stiffness matrix and the degrees of freedom of each member identified in 

the previous steps were then utilised to assemble the overall stiffness matrix of the 

frame, [Ks]. 

The above steps were inputted as a form of equations and matrixes in the respective section of 

the MATLAB code. The code would then calculate what is required by calling out the 

properties of the section and some other values that have already been defined. A summery of 

the self-written program in MATLAB was merged and presented in Appendix-C. However, A 

small section from the program code is presented in Figure 3-2 showing the equations for local 

stiffness matrix [k𝑙], transformation matrix [T], transpose of the transformation matrix [TT], 

global stiffness matrix [K], and the total stiffness matrix [Ks]. The program would then compute 
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the next steps based on the calculations of these parameters. The program is attached in 

Appendix c. 

 

Figure 3-2: Part of Stiffness Matrix assembly procedure in MATLAB R2020a 

6) The next step is identifying the fixed end reaction (FER) of the members in global axis, 

due to the nodal or intermediate loads applied on them. 

7) The global displacement of the members will then be calculated using the global force 

vector and the assembled stiffness matrix as shown in equation 3.7. 

{𝐹} =  [𝐾𝑠]{𝐷}         (3.7)  

8) After that, the internal forces of all the members will be computing using equation 3.8 

{𝐹} =  [𝐾𝑠]{𝐷} + {𝐹𝐸𝑅}        (3.8) 

9) The final step of the plane frame analysis is converting the global internal forces 

obtained to their local counterparts. 

Consequently, the outcome of all the above steps will be the internal forces of all the members 

of the frame which are shear force (V), axial force (N), and bending moment (M) of the 

members which will then be used in the design stage of the frame. 
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3.2.2 Analysis of three dimensional (3D) Structures 

The analysis of 3D structures is quite similar to the analysis of 2D frames. Each node of any 

3D frame element has three displacements and three rotations with respect to the three global 

axes. Overall, there are six degrees of freedom at each node of 3D frame element; three 

displacements in the x, y and z axes, and three rotations with respect to these axes. Therefore, 

any three-dimensional frame element with two nodes has altogether twelve degrees of freedom, 

as shown in Figure 3-3 below. 

  

Figure 3-3: Segment of space frame element showing forces and displacements at the nodal coordinates 

The same steps and equations of the two-dimensional frames are applicable in the analysis of 

three dimensional. However, as stated before that the three-dimensional structures have twelve 

degrees of freedom, therefore different local stiffness matrix [k𝑙] and transformation matrix [T] 

will be applied. Equation 3.9 shows the stiffness matrix of a beam segment of a space frame. 
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( 3.9) 

           

                       

 

 

  

Transformation matrix: 

By considering the forces at one end of the 3D beam element. Figure 3-4 (a) shows the two 

reference systems, the X,Y,Z and x,y,z axes representing the global and local system of 

coordinates respectively. Figure 3-4 (b), (c) and (d) show the force vectors Fx
𝑙 , Fy

𝑙  and Fz
𝑙  with 

their components X, Y, Z along the global coordinates. The vectors represent forces or 

displacements at the nodal coordinates of one of the joints of the structure along the local axes .  

For more clarification it is important to add the projections of the vectors along the global axes 

X,Y,Z. For example, the global vectors component FX
𝑔

, FY
𝑔

 and FZ
𝑔

  of vectors Fx
𝑙 , Fy

𝑙  and Fz
𝑙  

along the global axes of the components X, Y and Z coordinates are given by:  

𝐹𝑋
𝑔

= 𝐹𝑥
𝑙  𝑐𝑜𝑠 𝜃𝑥𝑋 + 𝐹𝑦

𝑙  𝑐𝑜𝑠 𝜃𝑦𝑋 + 𝐹𝑧
𝑙 𝑐𝑜𝑠 𝜃𝑧𝑋      ( 3.10) 

𝐹𝑌
𝑔

= 𝐹𝑥
𝑙  𝑐𝑜𝑠 𝜃𝑥𝑌 + 𝐹𝑦

𝑙 𝑐𝑜𝑠 𝜃𝑦𝑌 + 𝐹𝑧
𝑙 𝑐𝑜𝑠 𝜃𝑧𝑌       ( 3.11) 

𝐹𝑍
𝑔

= 𝐹𝑥
𝑙  𝑐𝑜𝑠 𝜃𝑥𝑍 + 𝐹𝑦

𝑙  𝑐𝑜𝑠 𝜃𝑦𝑍 + 𝐹𝑧
𝑙 𝑐𝑜𝑠 𝜃𝑧𝑍      ( 3.12)  
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Figure 3-4: Force component in the local coordinates along with its components in the global coordinates 

Defining  

𝐶xX = cos θxX              𝐶yX = cos θyX             𝐶zX = cos θzX 

𝐶xY = cos θxY              𝐶yY = cos θyY             𝐶zY = cos θzY 

𝐶xZ = cos θxZ              𝐶yZ = cos θyZ             𝐶zZ = cos θzZ 

[𝑡] = [

𝐶𝑥𝑋 𝐶𝑦𝑋  𝐶𝑧𝑋

𝐶𝑥𝑌 𝐶𝑦𝑌 𝐶𝑧𝑌

𝐶𝑥𝑍 𝐶𝑦𝑍 𝐶𝑧𝑍

]        ( 3.13)                                  

The rotation matrix [T] of three-dimensional elements is defined as 

 

 

( 3.14) 
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Therefore, the total transformation matrix T for a space element is defined as: 

 

 

( 3.15) 

 

where θxX, θyX, and θzX, are the angles measured from global axes X, Y , and Z, with respect 

to the local axis x, respectively. The two-node of space frame element has six DOFs per node. 

Given the nodal displacements, these displacements are to be calculated by equation 3.7. The 

internal forces of the members are also to be found using equation 3.8. 

3.2.3 Programming the stiffness method 

The stiffness method is now the most common procedure used for structural analysis. The 

program for different types of elements vary only slightly by requiring different stiffness 

matrices and a few other details. Figure 3-5 incorporates the structural analysis workflow 

summarising and showing the process of forming the direct stiffness method of 2D and 3D 

structures in the written program. For a more user-friendly data input process and prevention 

of code tampering during data input process, all the input data was modelled in excel. The 

analysis input parameters are stated in Table 3.1 All this data will be called by MATLAB to 

start computing the internal forces of the structure.  
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Figure 3-5: Analysis workflow chart 

3.3 Design Procedure 

The priority of constructing any structural steel frame is safety, where the designers should 

exactly determine and select the appropriate steel sections for the members. To ensure this, 

structural standards and codes of practice should be adopted, where many failure modes of the 

structure are taken into account when designing (Mohammad and Hemin, 2018). The structural 

design depends on the behaviour of the applied material, where the limit state design is divided 

into two main categories: ultimate limit state (ULS) and serviceability limit state (SLS). The 

ULS is defined as the state of design of a structural system at which the ultimate collapse due 

to loading occurs. The loading scenario in the ultimate limit state is the maximum possible 

factored loading which represents the worst-case scenario. The relevant verifications in the 

ULS design are shear, bending, buckling, etc. Whereas SLS is defined as the state of design 
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beyond which a structural system loses operationally its serviceability for the actual service 

load that the structure is subjected to. The serviceability state design is mainly related to the 

deflection checks (Issa, 2010). 

EN 1993 (EC3) specifies the general guidelines for the design of all forms of steel structures, 

as well as explicit recommendations for the design of building structures and the constraints 

for assessing the objective functions in this study. The MATLAB code was designed in such a 

manner that during the design stage, the attained values from structural analysis and the 

parameters inputted in excel are called. Therefore, this part describes the procedure for 

designing of the structural space structures as specified in EC3.  

3.3.1 Design Strength 

A steel grade has to be adopted before starting the design. After that a steel section is designated 

to the members of the structure from the steel table. The properties of the Universal beams 

(UKB) and Universal columns (UKC) cross sections were assigned in accordance with the UK 

National Annex) (BS EN 10365: 2017). 

3.3.1.1 Cross Sectional parameters and Properties 

Steel cross sectional properties can greatly influence all strength formulae and determine the 

adequacy of a member under applied action. Therefore, the properties should be 

specified/calculated before initiating the analysis or design of the member.  The properties 

values of the sections have already given in the sections table; thus the written code will call 

them out from their matrixes database saved in MATLAB when required. The definitions of 

the required properties are given as: 

𝐴 :is the steel cross-sectional area  

𝐼 :is the second moment of area 

𝑏 :is the width of section 

ℎ is the depth of section 

𝑡𝑓 :is the thickness of flange 

𝑡𝑤 :is the thickness of web 
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𝑐𝑤 𝑡𝑤⁄  :is the ratio for local buckling in web 

𝑐𝑓 𝑡𝑓⁄  :is the ratio for local buckling in flange 

Wel :is the elastic section modulus 

Wpl :is the plastic section modulus 

𝑖 :is the radius of gyration  

The following are the remaining parameters that must be given or calculated: 

E :is the modulus of elasticity of the section = 210,000 N/mm2 

𝑣 :is the poison ratio in elastic stage = 0.3 

G :is the shear modulus defined by  

𝐺 =
𝐸

2(1+𝑣)
     

3.3.1.2 Partial Factor of Safety 

Structural factors of safety are specified for actions as well as for resistance of the steel sections. 

The safety factor for different actions for unfavourable conditions and the partial factors 

adopted here for resistance are given in Table 3.2: 

Table 3.2: Partial factor and load factor of safety (Ref: Concise Eurocodes, 2009) 

Safety factor for permanent action γ𝐺 1.35 

Safety factor for primary variable action γ𝑄 1.5 

Partial factor for resistance of cross-sections γ𝑀0 1 

Partial factor for resistance of member to instability γ𝑀1 1 

Partial factor for resistance of cross-section in tension to fracture γ𝑀2 1.25 

3.3.1.3 Yield Strength 

To attain the yield strength, a steel grade must be adopted. The yield strength is the strength at 

which the steel will go from elastic behaviour to plastic behaviour. For a particular steel grade 

the yield strength is obtained in relation to its flange thickness. The nominal values of the yield 

strength (fy) for different steel grades are given in Table 3.3, however for this study, only S275 

and S355 steel grade will be used. 
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Table 3.3: Nominal values of yield strength 𝑓𝑦  and ultimate tensile strength 𝑓𝑢 (EC3-EN 1993-1-1) 

 

 

 

 

 

 

 

3.3.1.4 Section Classification 

The next step for design is to classify the steel cross sections that are assumed for the structural 

members. The cross section of a member is classified according to section’s width  to-thickness 

ratio when they are subject to compression stress due to either bending moment or axial forces. 

The Eurocode-3 classified the sections into four classes in order to determine whether local 

buckling effects the members capacity without calculating their local buckling resistance.  The 

classes of are defined, as follow:  

Class 1: The cross section is able to perform plastic hinge with rotation capacity which required 

by plastic analysis without reduction of the resistance. The resistance of the bending is therefore 

equal to the design value of the plastic moment, Wpl,minfy γM0⁄ , where this bending resistance 

can be maintained whilst rotation required for plastic design occurs at that cross-section. 

Class 2: This type of cross sections able to develop their plastic moment resistance but limited 

to rotation capacity of local buckling which required for plastic design.  

Class 3: In this type, the material yield strength of the cross section is attainable in the extreme 

compression fibres reaching the capacity of the design strength.  This type doesn’t have a 

plastic moment capacity, such a cross section can resist the design value of the elastic moment, 

Wel,minfy γM0⁄ . 

Nominal steel 

grade 

Nominal thickness of the element, t (mm) 

𝑡 ≤  40 𝑚𝑚 40 𝑚𝑚 < 𝑡 ≤ 80 𝑚𝑚 

𝑓𝑦  (𝑁 𝑚𝑚2)⁄  𝑓𝑢  (𝑁 𝑚𝑚2)⁄  𝑓𝑦  (𝑁 𝑚𝑚2)⁄  𝑓𝑢  (𝑁 𝑚𝑚2)⁄  

S235 235 360 215 360 

S275 275 430 255 410 

S355 355 490 335 470 

S450 440 550 410 550 
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Class 4: This type of cross sections contains slender members where the local buckling is most 

likely to be occurred before the attainment of the material yield strength on the extreme fibres 

in one or more parts of the cross-section. 

Consequently, the behaviour of the four classes can be seen below in Figure 3-6. It illustrates 

the moment-rotation behaviour of the cross-section. 

 

Figure 3-6: Moment rotation behaviour of cross-sections of different classes (Trahair et al., 2008) 

Rigid frame members will be subjected to both compression and bending. Before classifying 

any cross-section, the given ratio for the chosen class must be satisfied, if not, the next class is 

checked. Limits of the cross-section classes in EC3 are expressed in terms of proportions of 

the cross-section elements as following: 

Class 1:    web:                         d tw ≤ 72ε⁄  

      Compression flange          c tf ≤ 9ε⁄   

Class 2:    web:                         d tw ≤ 83ε⁄  

      Compression flange          c tf ≤ 10ε⁄   

Class 3:    web:                         d tw ≤ 124ε⁄  

      Compression flange          c tf ≤ 14ε⁄   
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According to EC3-section 5.5.2 (5), any section fails to meet the limitations for class 3 should 

be classified as class 4.  

Class 4:    web:                         d tw > 124ε⁄  

      Compression flange          c tf > 14ε⁄   

Where: 

d: is the depth of the web 

tw: is the web thickness 

C: is the width of outstand flange 

tf: is the flange thickness 

fy: is the steel yield strength 

ε: is the factor depending on steel strength  

ε = (235 fy⁄ )0.5  

 

Figure 3-7: Gross cross-section of a beam 

Therefore, these ratios of the web and the flange will automatically be calculated by calling out 

the properties of the chosen sections stored in MATLAB.      
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3.3.2 Ultimate Limit State 

Ultimate limit state is concerned with the safety of the structure and presents direct risk to 

occupant’s safety, it refers to the occurrence that can lead to partial or total collapse of the 

building. Examples of this includes excessive deformation, loss of stability, loss of equilibrium, 

development of mechanisms and fatigues. The limit states considered in this study are the 

compression, shear, bending, flexural and lateral buckling limit states. 

3.3.2.1 Compression check 

Compression capacity of selected section for structural members of steel frame must be 

checked since they could be subjected to axial or lateral loadings. Therefore, the criteria below 

must be fulfilled (EC3, clause 6.9): 

𝑁𝐸𝑑

𝑁𝑐,𝑅𝑑
 ≤ 1.0          ( 3.16)  

Where: 

𝑁𝐸𝑑 :is the design value of compression force at each cross-section, using the axial force 

obtained from analysis 

𝑁𝑐,𝑅𝑑   :is the design resistance value of the cross-section 

According to EC3, the design resistance for a compression will be determined based on the 

classification of the cross-section. When the steel cross section is classified as either class 1, 2, 

or 3 then the design compression resistance will be determined as: 

𝑁𝑐,𝑅𝑑 =
𝐴𝑓𝑦

𝛾𝑀0
           ( 3.17) 

and for class 4 cross-section 

𝑁𝑐,𝑅𝑑 =
𝐴𝑒𝑓𝑓  𝑓𝑦

𝛾𝑀0
         ( 3.18)  

Where: 

𝐴𝑒𝑓𝑓 :is the effective section area  

𝐴  :is the gross cross-sectional area 
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Effective section area can be determined by using EC3-5, where the flange and web of the I-

section should be obtained separately. The effective section area can be obtained from: 

𝐴𝑒𝑓𝑓 = ∑𝐴𝑐,𝑒𝑓𝑓         (3.19)                                  

Where: 

𝐴𝑐,𝑒𝑓𝑓 :is the effective section area of a flat compression structural element comprising 

the cross-section (web and flange), which will be attained from its gross cross-

sectional area (Ag): 

𝐴𝑐,𝑒𝑓𝑓 = 𝜌 𝐴𝑔          (3.20) 

𝜌 :is the reduction factor, it can be obtained for an internal compression element (web) 

as: 

   𝜌 = 1.0     for         𝜆𝑝

−     ≤    0.673         

𝜌 =
�̅�𝑝−0.055(3+𝜓)

�̅�𝑝
2 ≤ 1.0         𝑓𝑜𝑟         𝜆𝑝

−     >    0.673    ( 3.21) 

And for an outstanding compression element (flange) can be obtained by:  

    𝜌 = 1.0     for         𝜆𝑝

−     ≤    0.748         

 𝜌 =
�̅�𝑝−0.188

�̅�𝑝
2 ≤ 1.0              𝑓𝑜𝑟         𝜆𝑝

−     >    0.748    ( 3.22)  

�̅�𝑝 :is the factor of stress ratio and can be obtained by:   

�̅�𝑝 =
�̅� 𝑡⁄

28.4𝜀√𝑘𝜎
≤ 1.0         ( 3.23)  

�̅� :is the appropriate width and to be determined according on the element cross-section. 

For a flange it is the outstanding part of the flange and it is the depth between fillets for the 

web in I-section. 

𝑡 :is the thickness of the flange or web 
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𝑘𝜎 :is a factor for the buckling corresponding to stress ratio 𝜓  and to the boundary 

conditions. For internal compression elements the factor can be taken as 4.0, where and a value 

of 0.43 can be taken for the outstanding compression elements in case of uniform compression 

as given in tables 4.1 and 4.2 of EC3, Part 1-5. 

3.3.2.2 Moment Capacity check 

The beam-column members of the structure are subjected to an axial and lateral load, also 

transmit moments between their ends or both. Therefore, to make sure the bending resistance 

of the cross sections adequate the following equation must be satisfied.  

𝑀𝐸𝑑

𝑀𝑐,𝑅𝑑
 ≤ 1.0          ( 3.24)    

Where: 

𝑀𝐸𝑑  :is the design value of bending moment at each cross-section, using the value 

obtained from analysis.  

𝑀𝑐,𝑅𝑑 : is the design resistance of cross section in bending about one principal axis.  

According to EC3, the design resistance for a bending moment will be determined based on 

the classification of the cross-section. The design bending moment resistance 𝑀𝑐,𝑅𝑑 of cross 

sections that under class 1 and 2 is based on the full plastic section modulus, where the moment 

resistance of cross sections that under class 3 is based on the elastic section modulus. Whereas 

the moment resistance of cross sections with class 4 utilises the effective section modulus.  

For class 1 and 2 cross sections:    

𝑀𝑐,𝑅𝑑 = 𝑀𝑝𝑙,𝑅𝑑 =
𝑊𝑝𝑙𝑓𝑦

𝛾𝑀0
        ( 3.25)  

For class 3 cross sections:    

𝑀𝑐,𝑅𝑑 = 𝑀𝑒𝑙,𝑅𝑑 =
𝑊𝑒𝑙,𝑚𝑖𝑛𝑓𝑦

𝛾𝑀0
        ( 3.26)  

For class 4 cross sections:    

𝑀𝑐,𝑅𝑑 =
𝑊𝑒𝑓𝑓.𝑚𝑖𝑛 𝑓𝑦

𝛾𝑀0
         ( 3.27)  
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Where: 

𝑀𝑝𝑙,𝑅𝑑  :is the design plastic resistance moment  

𝑊𝑝𝑙 :is the design plastic section modulus of the cross-sections, which is obtained 

from the properties table of the steel-sections. 

𝑀𝑒𝑙,𝑅𝑑  :is the design elastic resistance moment  

𝑊𝑒𝑙,𝑚𝑖𝑛 :is the minimum elastic section modulus of the cross-sections, which is obtained 

from the properties table of the steel-sections. 

𝑊𝑒𝑓𝑓,𝑚𝑖𝑛 :is the minimum effective section modulus 

The moment capacity might be influenced by the magnitude of the shear force. This effect can 

be neglected if the shear force value less than half the plastic shear resistance. Otherwise, the 

effect of shear on the moment resistance should be taken into account, by reducing the moment 

resistance as represented below: 

𝑀𝑐,𝑅𝑑 = 𝑊𝑦

(1−𝜌) 𝑓𝑦

𝛾𝑀0
         ( 3.28)  

where:  

𝑊𝑦 :is the section modulus and it can be expressed as:  

For class 1 and class 2: 

𝑊𝑦 = 𝑊𝑝𝑙  

For class 3:  

𝑊𝑦 = 𝑊𝑒𝑙,𝑚𝑖𝑛  

For class 4:  

𝑊𝑦 = 𝑊𝑒𝑓𝑓,𝑚𝑖𝑛  

𝜌  :is a factor for shear effect reduction and can be obtained by: 

𝜌 = (
 𝑉𝐸𝑑

0.5𝑉𝑝𝑙,𝑅𝑑
− 1)

2

         (3.29)  
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3.3.2.3 Shear check 

The resistance of cross-sections to shear should be carried out, although hot rolled steel sections 

are strong in shear resistance, therefore shear failure would generally be the last failure mode 

of the structure. However, members with short span can fail in shear and because of this 

consideration is given to all spans. Therefore, to make sure the shear resistance of the cross 

sections adequate the following equation in clause 6.17 of EC3 must be satisfied.  

VEd/Vpl,Rd          ( 3.30)  

Where: 

𝑉𝐸𝑑  :is the shear force design value of each cross-section. 

𝑉𝑝𝑙,𝑅𝑑   :is the plastic design shear resistance of each cross-section.  

Vpl,Rd = Av
fy

√3
γM0⁄          ( 3.31) 

𝐴𝑣   :is the shear area of I and H sections as shown in Figure 3-8 and can be taken as 

follows: 

𝐴𝑣 = 𝐴 − 2𝑏 𝑡𝑓 + (𝑡𝑤 + 2𝑟)𝑡𝑓       𝑤𝑖𝑡ℎ   Av ≥ 𝜂. ℎ𝑤. 𝑡𝑤    ( 3.32) 

Where: 

𝑟   :is the root radius; 

𝜂 :is a coefficient value defined in EN 1993-1-5 and recommended to be 

considered as 1.2 for steel grades between S235 and S460 and equal to 1 for 

steel grades over S460. 

ℎ𝑤  :is the depth of the web. 
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Figure 3-8: Shear area of steel cross-section according to EC3 

For cross-sections with class 2 and class 3:  

𝜏𝐸𝑑 ≤ 
𝑓𝑦

√3𝑏 𝛾𝑀0
          ( 3.33)  

Where: 

𝜏𝐸𝑑 :is the tangential stress due to shear force and can be obtained as: 

𝜏𝐸𝑑 = 
𝑉𝐸𝑑 𝑆

𝐼 𝑡
          ( 3.34)  

𝐼 :is the second moment of area of the cross-section  

𝑆 :is the first moment of the area above on either side of the examined point, in other 

words considering only the portion between the point at which the shear is required and 

the boundary of the cross-section 

𝑡 :is the thickness at the examined point 

3.3.2.4 Shear Buckling check 

EC3 recommends checking the shear buckling resistance of the web without intermediate 

stiffeners at the point where the maximum shear occurs in addition to shear resistance. To check 

the structural elements for shear buckling, EC3 has stated the limits and suggested using the 

procedures outlined in EN 1993–1-5 (EC3, 1-5). If the web's height-to-thickness ratio exceeds 

the following limit for unstiffened webs, then it's necessary to check for shear buckling: 
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ℎ𝑤

𝑡𝑤
= 72

𝜀

𝜂
           ( 3.35) 

Where:  

ℎ𝑤 :is the web’s height  

𝜂 :is the shear area factor, which can be considered as 1.2 for steel grades up to S460.  

According to EC3-1-5, the applied shear forces must not exceed the section's shear buckling 

resistance. 

𝑉𝐸𝑑 ≤ 𝑉𝑏,𝑅𝑑          ( 3.36) 

where:  

𝑉𝑏,𝑅𝑑 :is the buckling shear resistance  

An increase in the ℎ𝑤/𝑡𝑤 ratio reduces the shear resistance of an unstiffened slender section. 

Shear buckling resistance is influenced by both the flange and the web. according to EC3 (1-

5), the design shear resistance should be taken as follows for both stiffened and unstiffened 

webs. 

𝑉𝑏,𝑅𝑑 = 𝑉𝑏𝑤,𝑅𝑑 + 𝑉𝑏𝑓,𝑅𝑑 ≤  𝜂
𝑓𝑦𝑤/√3

𝛾𝑀1
ℎ𝑤𝑡𝑤      ( 3.37) 

where:  

𝑉𝑏𝑤,𝑅𝑑  :is the web’s buckling shear resistance  

𝑉𝑏𝑓,𝑅𝑑  :is the flange’s buckling shear resistance  

The web’s contribution can be obtained as: 

𝑉𝑏𝑤,𝑅𝑑 = 𝜒𝑤
𝑓𝑦𝑤/√3

𝛾𝑀1
ℎ𝑤𝑡𝑤        ( 3.38) 

Where: 

𝜒𝑤 :is the web contribution to shear buckling factor, which can be found in table 5-1 or 

figure 5.2 of EC3 (1-5). It is value can be also obtained as: 
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𝜒𝑤 = {  
𝜂                        �̅�𝑤 < 0.83                 

0.83/�̅�𝑤                �̅�𝑤 ≥ 0.83                       
        (3.39) 

where: 

�̅�𝑤 :is the modified web plate slenderness, and can be obtained as: 

�̅�𝑤 = 0.76√
𝑓𝑦𝑤

𝜏𝑐𝑟
         ( 3.40) 

𝜏𝑐𝑟  :is the critical elastic local buckling stress. EC3 didn’t specify its value, where it was 

formulated by (Trahair et al., 2008) as following: 

𝜏𝑐𝑟 =
𝜋2𝐸 𝑘𝜏

12(1−𝜐2)(𝑑𝑤 𝑡𝑤)2
         ( 3.41) 

𝜐 :is the Poisson’s ratio of steel sections, where EC3 specifies it as 0.30  

 𝑘𝜏  :is the buckling coefficient, where it can be obtained as: 

 𝑘𝜏 = {  
5.34 + 4 (

𝑑𝑤 

𝐿
)
2

                          𝑓𝑜𝑟                          𝐿 ≥  𝑑𝑤           

4 + 5.34 (
𝑑𝑤 

𝐿
)
2

                             𝑓𝑜𝑟                          𝐿 <  𝑑𝑤         
    ( 3.42) 

𝐿  :is the member’s length  

However, for simplicity the following equation is used in EC3 (1-5) to obtain the slenderness 

value for members with transverse stiffness at support: 

�̅�𝑤 =
1

86.4𝜀

ℎ𝑤 

𝑡𝑤 
          ( 3.43)  

When the flange's bending moment resistance is more than the applied bending moment, then 

the flange's contribution should be calculated as follows: 

𝑉𝑏𝑓,𝑅𝑑 =
𝑓𝑦𝑓

𝛾𝑀1

𝑏𝑓 𝑡𝑓
2

𝑐
[1 − (

𝑀𝐸𝑑 

𝑀𝑓,𝑅𝑑 
)]       ( 3.44)  

Where:  

𝑀𝑓,𝑅𝑑   :is the flange’s bending moment resistance  
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𝑓𝑦𝑓  :is the flange’s yield strength  

𝑐  :is a coefficient, and can be defined as: 

𝑐 = 𝑎 (0.25 + 1.6 
𝑓𝑦𝑓

𝑓𝑦𝑤
 
𝑏𝑓

ℎ𝑤
2  

𝑡𝑓
2

𝑡𝑤
)       ( 3.45)  

𝑎  : is the distance between transverse stiffeners  

3.3.2.5 Bending moment with axial compression effect check 

In order to check the capacity of the cross-section to withstand compressive stress, it is 

necessary to consider the compressive stress generated simultaneously by bending moments 

and axial forces. In this case, allowance should be made for the effect of axial force on the 

moment resistance of the cross-section. EC3 states that the allowance is not needed for the 

effect of axial force on the moment resistance about the major axis if the following criteria are 

satisfied: 

It is crucial to examine the compressive stress generated concurrently by bending moments and 

axial forces in order to check the cross-capacity section's to sustain compressive stress. In this 

scenario, the influence of axial force on the cross-moment section's resistance should be taken 

into account. According to EC3, if the following criteria are met, the allowance for the 

influence of axial force on the moment resistance about the major axis is not required: 

𝑁𝐸𝑑

𝑁𝑝𝑙,𝑅𝑑
 ≤ 0.25          ( 3.46)  

and 

𝑁𝐸𝑑  ≤  
ℎ𝑤𝑡𝑤𝑓𝑦

2𝛾𝑀0
          ( 3.47)  

Otherwise, for a doubly symmetric I  or H  steel cross-section with class 1 or class 2 

classifications, the following equation allows the effect of axial force on the plastic moment 

resistance about the major axis: 

𝑀𝐸𝑑

𝑀𝑁,𝑅𝑑
 ≤ 1          ( 3.48)  

where: 
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𝑀𝑁,𝑅𝑑 = 𝑀𝑝𝑙,𝑅𝑑 =
1−𝑛

1−0.5𝑎
 ≤ 𝑀𝑝𝑙,𝑅𝑑       ( 3.49)  

𝑛 =
𝑀𝐸𝑑

𝑁𝑝𝑙,𝑅𝑑
          ( 3.50)  

𝑎 =
𝐴−2𝑏𝑓

𝐴
 ≤ 0.5         ( 3.51)  

For cross-sections with class 3 and 4 the following condition must be satisfied: 

𝑁𝐸𝑑

𝐴𝑦 𝑓𝑦/𝛾𝑀0
+

𝑀𝐸𝑑+𝑁𝐸𝑑 𝑒𝑁𝑦

𝑊𝑦 𝑓𝑦/ 𝛾𝑀0
≤ 1        ( 3.52)  

where: 

𝐴𝑦 :is the effective area for cross-section under class 4 and the gross area for cross-sections 

under class 3 . 

𝑒𝑁𝑦 :is the distance between the neutral axis of effective cross-section and the neutral axis 

of gross cross-section. As there is no reduction in gross cross-sectional area, it is 

recommended to be zero for cross-sections under class 3, 

𝑊𝑦 :is the cross-section modulus, it can be considered as:  

𝑊𝑦 = {
𝑊𝑒𝑙,𝑦                               𝐹𝑜𝑟 𝑎 𝐶𝑙𝑎𝑠𝑠 3 𝑐𝑟𝑜𝑠𝑠 − 𝑠𝑒𝑐𝑡𝑖𝑜𝑛           

𝑊𝑒𝑓𝑓,𝑦                               𝐹𝑜𝑟 𝑎 𝐶𝑙𝑎𝑠𝑠 4 𝑐𝑟𝑜𝑠𝑠 − 𝑠𝑒𝑐𝑡𝑖𝑜𝑛         
     (3.53) 

𝑊𝑒𝑙,𝑦  :is the elastic section modulus  

𝑊𝑒𝑓𝑓,𝑦  :is the effective section modulus 

3.3.2.6 Flexural buckling resistance check 

Any compression member of the structure must be able to resist the overall buckling. 

Depending on its slenderness and stiffness, the overall buckling should be checked. The general 

verification for any compression member against buckling, according to EC3, is as follows: 

𝑁𝐸𝑑 ≤ 𝑁𝑏,𝑅𝑑           ( 3.54)  

Where:  
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𝑁𝑏,𝑅𝑑 :is the compression member's design buckling resistance, which is provided by: 

For cross-sections under class 1, 2, and 3 the following can be used: 

𝑁𝑏,𝑅𝑑 = 𝜒 
𝐴𝑓𝑦

𝛾𝑀1
           ( 3.55)  

For class 4 cross-sections: 

𝑁𝑏,𝑅𝑑 = 𝜒 
𝐴𝑒𝑓𝑓𝑓𝑦

𝛾𝑀1
          (3.56)  

χ  :is the reduction factor due to the flexural buckling, which can be provided by:  

𝜒 =  
1

𝛷+√𝛷2−�̅�2
≤ 1         ( 3.57)  

𝛷 =  0.5[1 + 𝛼(�̅� − 0.2) + �̅�2]       ( 3.58)  

Where:  

𝛼 :is an imperfection factor and depends on the buckling curve 

�̅�  :is the non-dimensional slenderness, it can be considered as follows: 

For cross-sections under Class 1, 2, and 3: 

�̅� =  √
𝐴 𝑓𝑦

𝑁𝑐𝑟
=

𝐿𝑒𝑓𝑓

𝑖

1

𝜆1
         ( 3.59)  

For class 4 cross-sections: 

�̅� =  √
𝐴𝑒𝑓𝑓 𝑓𝑦

𝑁𝑐𝑟
=

𝐿𝑒𝑓𝑓

𝑖

√𝐴𝑒𝑓𝑓/𝐴

𝜆1
        ( 3.60) 

𝐴 :is the gross area of the cross-section  

𝐴𝑒𝑓𝑓 :is the effective area of the cross-section  

𝑁𝑐𝑟 :is the elastic critical buckling force  

𝐿𝑒𝑓𝑓 :is the segment length, which is located between two adjacent cross sections that are 

restrained  
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𝑖 :is the radius of gyration about the axis where the buckling plane is located  

𝜆1 :is the slenderness value determined to obtain the relative slenderness, �̅� . According to 

EC3, it can be calculated using the following equation: 

𝜆1 = √
𝜋2𝐸

𝑓𝑦
= 93.3𝜀         ( 3.61) 

The buckling curve for a rolled section with a double symmetric shape is specified in Table 

3.4. 

Table 3.4: Determination of buckling curve for rolled steel cross-sections (EC3-EN 1993-1-1) 

 

Where the imperfection factor (α), for the appropriate buckling curve can be achieved from 

Table 3.5 below: 

Table 3.5: Imperfection factors used for different buckling curves (EC3-EN 1993-1-1) 
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3.3.2.7 Lateral torsional-flexural buckling check 

Failure of steel structural members, especially beams, can be caused by lateral buckling, which 

is generated from flexural compression stress. Therefore, the laterally unrestrained structural 

elements must be checked against the lateral torsional buckling. To ensure that the member has 

appropriate resistance, EC3 recommended the following check: 

𝑀𝐸𝑑 ≤ 𝑀𝑏,𝑅𝑑          ( 3.62) 

where:  

𝑀𝐸𝑑 :is the bending moment’s design value 

𝑀𝑏,𝑅𝑑 :is the buckling resistance bending moment, which can be attained from:  

𝑀𝑏,𝑅𝑑 = 𝜒𝐿𝑇 𝑊𝑦
𝑓𝑦

𝛾𝑀1
         ( 3.63) 

Where 𝑊𝑦 should be obtained as following: 

For cross-sections under class 1 and 2:   

𝑊𝑦 = 𝑊𝑝𝑙,𝑦          ( 3.64) 

For cross-sections under class 3:       

𝑊𝑦 = 𝑊𝑒𝑙,𝑦          ( 3.65) 

For class 4 cross-section:  

𝑊𝑦 = 𝑊𝑒𝑙,𝑦          ( 3.66) 

𝜒𝐿𝑇 :is a reduction factor due to torsional-flexural buckling 

𝜒𝐿𝑇 = 
1

𝛷𝐿𝑇+√𝛷𝐿𝑇
2 −�̅�𝐿𝑇

2
      𝑏𝑢𝑡  𝜒𝐿𝑇 ≤ 1      ( 3.67) 

Where, 

𝛷𝐿𝑇 =
1

2
[1 + 𝛼𝐿𝑇(�̅�𝐿𝑇 − 0.2) + �̅�𝐿𝑇

2 ]       ( 3.68) 
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α𝐿𝑇 :is an imperfection factor due to torsional-flexural buckling. The recommended values 

of the imperfection factor α𝐿𝑇 corresponding to the appropriate buckling curve can be obtained 

from Table 3.6 and Table 3.7. 

Table 3.6: Recommended imperfection factors for lateral torsional buckling curves (EC3-EN 1993-1-1) 

 

To find out the category of the lateral torsional buckling curves for any steel cross-section, EC3 

recommended values based on the type of the cross-section and some other limits as given in 

Table 3.7. 

Table 3.7: Lateral torsional buckling curves recommended for different cross-sections (EC3-EN 1993-1-1) 

 

The slenderness ratio for lateral-torsional buckling �̅�𝐿𝑇 can be obtained as: 

�̅�𝐿𝑇 = √𝑊𝑦
𝑓𝑦

𝑀𝑐𝑟
         ( 3.69) 

�̅�𝐿𝑇 :is the slenderness ratio for lateral-torsional buckling  

M𝑐𝑟 :is the elastic critical buckling moment for lateral-torsional buckling.  

Eurocode3 doesn’t pointed out the procedures to obtain the elastic criteria buckling moment 

value for lateral torsional buckling M𝑐𝑟. However, Concise EC3 guide stated that the following 

formula can be used as shown in eq. 33. Alternatively, a free software called LTBeam from 

CTICM can be used to determine the M𝑐𝑟. 

𝑀𝑐𝑟 = 𝐶1
𝜋2𝐸𝐼𝑧

𝐿2 √
𝐼𝑤

𝐼𝑧
+

𝐿2𝐺𝐼𝑡

𝜋2𝐸𝐼𝑧
        ( 3.70) 
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where:  

𝐸 :is the modulus of elasticity and in this study was considered as 2100000 N/mm2  

𝐺 :is the shear modulus and in this study was considered as 81000 N/mm2  

𝐿 :is the buckling length of the element, which is the distance between lateral supports  

I𝑤 :is the warping constant  

I𝑧 ;is the second moment of inertia about the minor axis 

I𝑡 :is the torsional buckling constant 

𝐶1 :is the coefficient allows for the shape of the bending moment diagram. 

The coefficient 𝐶1 is not given in the Eurocode3. However, Concise EC3 guide provided an 

estimated values for certain moment conditions as shown in Table 3.8.  

Table 3.8: Recommended values of the coefficient 𝐶1 for various moment conditions (EC3-EN 1993-1-1) 

 

Based on the national organisations for the steel construction industry (BCSA and TATA 

Steel), the coefficient 𝐶1  can also be determined by using a source called NCCI ACCESS 

STEEL to choose 𝐶1 factor under any moment condition.  

The other technique of calculating the lateral torsional buckling reduction factor, χ𝐿𝑇, is less 

conservative than the previous one and is only applicable to rolled steel cross-sections. The 

required non-dimensional slenderness can be calculated as follows: 
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𝜒𝐿𝑇 = 
1

𝛷𝐿𝑇+√𝛷𝐿𝑇
2 −𝛽�̅�𝐿𝑇

2
    𝑏𝑢𝑡 {  

𝜒𝐿𝑇 ≤ 1,0        

𝜒𝐿𝑇 ≤
1

�̅�𝐿𝑇
2                  ( 3.71) 

where:  

𝛷𝐿𝑇 =
1

2
[1 + 𝛼𝐿𝑇(�̅�𝐿𝑇 − �̅�𝐿𝑇,0) + 𝛽�̅�𝐿𝑇

2 ]      ( 3.72) 

For rolled steel cross-sections, EC3 recommended the following values for the parameters �̅�𝐿𝑇,0 

and β. 

�̅�𝐿𝑇,0 = 0.4 

𝐵 = 0.75 

However, for considering the moment distribution between the lateral restraints of any element, 

EC3 proposed that the reduction factor due to torsional-flexural buckling χ𝐿𝑇  should be 

modified as follows: 

𝜒𝐿𝑇,𝑚𝑜𝑑 =
𝜒𝐿𝑇

𝑓
  𝑏𝑢𝑡 {  

𝜒𝐿𝑇,𝑚𝑜𝑑 ≤ 1,0                           

𝜒𝐿𝑇,𝑚𝑜𝑑 ≤
1

�̅�𝐿𝑇
2                           

       ( 3.73) 

Where the value of 𝑓 is recommended to be calculated as following: 

𝑓 = 1 − 0.5(1 − 𝑘𝑐) [1 − 2(�̅�𝐿𝑇 − 0.8)
2
]      ( 3.74) 

k𝑐 is a correction factor which relies on the bending moment diagram shape and can be 

specified according to Table 3.9.  
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Table 3.9: Recommended values of k𝑐 for various moment conditions (EC3-EN 1993-1-1). 

 

3.3.2.8 Combined Bending and Shear check 

According to EC3, clause 6.2.8, the presence of shear might diminish the plastic moment 

resistance. When the shear force is 50% more than the shear resistance, a reduced yield strength 

is utilised to calculate the resulting resistive moment, 𝑀𝑣,𝑅𝑑. 

For rolled I and H steel cross-section with bending about major axis, the reduced resistance 

moment  𝑀𝑦,𝑣,𝑅𝑑 can be determined as:  

𝑀𝑦,𝑣,𝑅𝑑 =
(𝑊𝑝𝑙,𝑦−

𝜌𝐴𝑤
2

4𝑡𝑤
)𝑓𝑦

𝛾𝑀0
≤ 𝑀𝑦,𝑐,𝑅𝑑       ( 3.75) 

3.3.2.9 Flexural and Lateral Torsional Buckling (Combined compression and 

bending) check 

There are two approaches given in the Eurocode-3; General method and Interaction method. 

Only the Interaction method was considered in this study. Due to the combined bending and 

flexure, the verification can be done by two expressions as following: 
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For the major (y-y) axis is: 

𝑁𝐸𝑑

𝑁𝑏,𝑦,𝑅𝑑
+ 𝑘𝑦𝑦

𝑀𝑦,𝐸𝑑

𝑀𝑏,𝑅𝑑
+ 𝑘𝑦𝑧

𝑀𝑧,𝐸𝑑

𝑀𝑐𝑏,𝑧,𝑅𝑑
 ≤ 1       ( 3.76) 

For minor (z-z) axis is: 

𝑁𝐸𝑑

𝑁𝑏,𝑧,𝑅𝑑
+ 𝑘𝑧𝑦

𝑀𝑦,𝐸𝑑

𝑀𝑏,𝑅𝑑
+ 𝑘𝑧𝑧

𝑀𝑧,𝐸𝑑

𝑀𝑐𝑏,𝑧,𝑅𝑑
 ≤ 1       ( 3.77) 

Where: 

𝑁𝐸𝑑 :is the design compression force value.  

𝑀𝑦,𝐸𝑑, 𝑀𝑧,𝐸𝑑  :are the design maximum moments values about the axes y-y and z-z, 

respectively. 

𝑀𝑐𝑏,𝑧,𝑅𝑑   :is the design bending moment about the minor (z-z) axis  

𝑘𝑧𝑦, 𝑘𝑧𝑦, 𝑘𝑧𝑦, 𝑘𝑧𝑦  :are the interaction factors comprising elements which address the shape 

of the bending moment diagram and the influence of the axial load, which may be determined 

from Table 3.10 and Table 3.11. 

𝑀𝑏,𝑅𝑑  :is the design buckling resistance moment. 

𝑁𝑏,𝑦,𝑅𝑑 and 𝑁𝑏,𝑧,𝑅𝑑  :are the flexural buckling resistance about the major (y-y) and minor (z-

z) axes respectively, given by: 

For cross-sections under class 1, 2 and 3 

𝑁𝑏,𝑅𝑑 =
𝜒𝐴𝑓𝑦

𝛾𝑀1
          ( 3.78) 

For cross-sections under class 4  

𝑁𝑏,𝑅𝑑 =
𝜒𝐴𝑒𝑓𝑓𝑓𝑦

𝛾𝑀1
         ( 3.79) 

Table 3.10 and Table 3.11 specify how to select the interaction factors 𝑘𝑧𝑦, 𝑘𝑧𝑦, 𝑘𝑧𝑦, 𝑘𝑧𝑦 for 

I-sections and H-sections. 
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Table 3.10: Interaction factors recommended for members that are not susceptible to torsional-deformation 

(EC3-EN 1993-1-1) 
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Table 3.11: Interaction factors recommended for members susceptible to torsional-deformation (EC3-EN 

1993-1-1) 

 

Where: 

χy and χz   :is the reduction factors due to flexural buckling.  

NRk   :is the characteristic value of resistance to compression.  

Cmy, Cmz and CmLT :are the factors of the equivalent uniform moment of the members, and 

they can be specified using Table 3.12.  

Table 3.12 specifies the factors of the equivalent uniform moment Cmy, Cmz and CmLT, where 

𝜓 is the ratio of end moments in the segment, in other words, it is ratio of the smaller bending 

moment divided by the larger bending moment. 
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Table 3.12: Equivalent uniform moment factors Cm  for members not susceptible to torsional (EC3-EN 

1993-1-1) 

 

3.3.3 Serviceability Limit State 

Serviceability limit state (SLS) is related to the satisfactory performance of the structure at 

working load. It is mainly concerned with the functional use of the structure under normal 

service loads. There are two main types of serviceability limit states applicable to steel 

structures. They are deflection, durability, vibration, and fire resistance. Deflection checks are 

the only one considered in this research, to ensure that the structure stays functionally in use 

with minimum maintenance during its design life. Even if ultimate collapse may not happen, 

massive serviceability damage might lead to expensive maintenance, discomfort for the 

residents, and undesirable appearance of the structure. 

Steel elements need to be checked for the deflections, as an excessive deflection can affect the 

appearance or the effective use of the structures. The deflection has been checked using the 

characteristic combination of actions but without including the permanent actions, where only 

the unfactored variable actions (life loads) are used to calculate the maximum deflection of the 

any member. It is to ensure that the total deflection must be less than the deflection limit as 

given below: 
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𝛿𝑡𝑜𝑡𝑎𝑙 ≤ 𝛿𝑙𝑖𝑚𝑖𝑡          ( 3.80) 

EC3 specifies the vertical and horizontal deflection limits as shown in Table 3.13 and Table 

3.14, respectively.  

Table 3.13: Recommended vertical deflection limits due to characteristic combination (EC3-EN 1993-1-1) 

 

Table 3.14: Suggested limits for horizontal deflection (EC3-EN 1993-1-1) 

 

Since this study considered all the members are fully fixed, the vertical deflection for the beams 

(δ) will be calculated as: 

𝛿 =
𝑊𝐿2

384𝐸𝐼
          ( 3.81) 

The limit for deflection is not specifically given in EC3 but recommended values are given in 

clause 2.24 of the National annex to EC3. Assuming the beams and columns will support brittle 

finishes, the limit below are taken respectively for beams and columns. Vertical and horizontal 

deflection limits are not specifically given in Eurocode-3, but suggested values are provided in 

clause 2.24 of the National annex. The following equations are considered for beams and 

columns, respectively: 

For vertical deflection 

𝛿𝑣 <
𝐿

360
           ( 3.82) 

For horizontal deflection 
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𝛿ℎ <
𝐻

300
          ( 3.83) 

Where: 

L  :is the beam span 

H   :is the column height 

All the design steps were illustrated in a flowchart as shown in figure 3.9, checking all the 

requirements of steel structures according to Eurocode-3. 
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Figure 3-9: Design flowchart according to Eurocode-3 

3.4 Summary  

Structural analysis parameters and a set of design limitations must be specified in order to 

conduct the optimisation process. Firstly, the classical direct stiffness method for two- and 

three-dimensional structures was described, where a computer program is coded in MATLAB, 

which has the feature of analysis of 2D, and 3D structures was illustrated. In structural 
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engineering, the set of constraints includes the limitations imposed by code of practice. Since 

this study aims to use EC3 as a code of practice, all the required limitations for the design have 

been presented and discussed thoroughly.  
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CHAPTER FOUR. OPTIMISATION PROCEDURE 

4.1  Introduction 

Structural engineers are striving to design safe, economical, and environmentally friendly 

structures. Using the limitations provided as a set of design guidelines in the codes of practice 

aids in achieving a safe design. Formulating the design problem and solving it using one of the 

optimisation approaches is a systematic way of obtaining economical, low-embodied energy 

and less carbon emissions. It is practically impossible to formulate a design problem and solve 

it using intuition and experience because of the high degree of redundancy in steel structures. 

Therefore, tackling design challenges requires adopting the application of optimisation 

approaches to achieve the desirable goal. 

This chapter addresses the fundamentals aspects and highlights the key characteristics of 

structural optimisation. This research has adopted three meta-heuristic approaches for 

optimising two and three-dimensional steel structures. For this study, optimization techniques 

known as Particle Swarm Optimisation (PSO), Genetic Algorithm (GA), and Harmony Search 

Algorithm (HSA) are selected for optimisation. 

These optimisation approaches have gained widespread acceptance due to their ability to 

handle non-linear programming challenges. Their application increases the likelihood of 

rapidly attaining the global optimum via a random selection of variables that are often close to 

the optimum (Dogan, 2010; Messac, 2015). The performance of these methods in dealing with 

single and multi-objective problems will be further investigated. The GA, PSO, and HSA and 

all the optimisation requirements for EC3 code will be explained in detail, and their 

characteristics will be addressed. Since the traditional optimisation techniques are slow in 

operation, certain critical modifications were performed to improve the algorithm and speed 

up their operation.  For implementing these optimisation methods, MATLAB is utilised as an 

optimisation tool.  

Furthermore, the final section of this chapter has addressed the Life Cycle Assessment 

optimisation formula, considering all the aspects during the construction stage. The aspects of 

LCA are embodied energy, embodied carbon, weight, and cost of the structures. Each of these 
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aspects will be explained in detail, covering both material manufacturing, transportation, fire 

protection, corrosion protection, and erection stages. 

4.2 General  

The structural optimisation section is a core characteristic of the used algorithms. GA, PSO 

and HSA were developed and embedded into MATLAB program, integrated with the structural 

analysis and conventional design that are performed in other files of the program. The 

developed program is a combination of all processes such as the material properties, joint 

coordinates, members connectivity, load assignments, analysis, and constraint checks. Initially, 

all the genetic parameters required for the algorithms are input in a MATLAB Command 

Window. The involved genetic parameters are number of genes, size of population, maximum 

number of iterations, selection of probability coefficient, crossover and mutation probabilities, 

Elite count, crossover function, and the inflation rate. The self-coded program has some 

optional features that relate to the nature of any structural optimisation problem. The users can 

choose either multi-storey space structure, or portal frame structure. The program was created 

to deal with problems that contain both single-objective function and multi-objective function. 

The user is given the decision to whether deal with single-objective problem of weight 

minimisation or embodied energy minimisation, or multi-objective problem by combining 

them both in one function, where the calculation of cost and embodied carbon of the optimal 

options was considered.  

After all data has been entered, the design optimisation process begins and usually lasts a few 

minutes, this depends on the size of the chosen structure and the number of design variables. 

Usually, few trials were set for each problem to identify the efficient genetic parameters. 

Following the design optimisation, the optimal solution is printed in a text file and displayed 

on the screen, where the whole process for genetic operations, analysis, and design constraints 

checks are included in the file. In addition to the results produces, Weight, embodied energy, 

embodied carbon, cost, and other relevant results are saved in distinct folders and exported into 

numerical spreadsheet for statical analysis. 

The results of the structural analysis part of the self-coded program, has been compared and 

validated by a finite element analysis software called PROKON which is available on the 

university Software-Hub. Therefore, it is validated that the structural analysis matches the 
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accredited software, and this was presented in Chapter-5. After ensuring the analysis and design 

processes are carried out correctly, the developed algorithms are incorporated into the self-

coded program in MATLAB. The algorithms used were then evaluated and validated by 

comparing typical examples of different optimisation problems with the results obtained in the 

literature. The obtained results showed good performance of the algorithms used. It is hoped 

that the approaches developed would aid in the push to integrate design optimisation into 

structural engineers' day-to-day work. 

Finally, Comparisons of the algorithms for both single and multi-objective optimisation were 

carried out, to evaluate the performance of the developed meta-heuristic approaches in single 

and multi-objective function problems. Two criteria of comparison were set; the required time 

for finding the best solution and the accuracy of the results. 

4.3 Optimisation Model 

To develop an optimisation model for the any framed structure, all the equations for structural 

analysis, design, and optimisation were formulated and incorporated in the MATLAB 

environment. The entire code was split into distinct files based on their functionality. The 

automated workflow shown in Figure 4-1 summarises the process of developing the authors' 

written program for integrating the structural analysis, design, and optimisation stages of steel 

frames. For more user-friendly data input process and prevention of code tampering during 

data input process, all the input data was modelled in excel, which was then called out by the 

MATLAB code. The input parameters are stated previously. Examples of editable inputs are 

the joint coordinates, steel grades, the joint coordinates, beginning and terminating nodes for 

member connectivity, node numbers for member fixity, and member load (point load, 

distributed load, nodal load). 
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Figure 4-1: Automated workflow for the process of formulating the written program developed in this 

study 
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4.4 Optimisation Techniques and Tools 

GA, PSO and HSA methods, which are coded and modified in MATLAB to optimise the design 

of 2D and 3D steel structures for minimum weight and embodied energy. This research 

employed these approaches since they are extensively used and regarded as accurate and 

capable for tackling linear and nonlinear programming issues (Ravat et al., 2021). Using these 

approaches increases the possibility of finding a global or local optimum by selecting random 

starting points near the optimum (Alkhadashi et al., 2022). 

Additionally, the efficacy of these approaches is partially dependent on the development of 

robust and competent MATLAB functions for producing the optimal design. As a result, a 

MATLAB optimisation code that is proven to work will need the following m-files. 

1. Analysis: A comprehensive analysis procedure of the 2D and 3D structures were 

prepared in MATLAB Command Window, so that MATLAB can smoothly perform all the 

structural analysis calculations. 

2. Design: A complete design check procedure was prepared so that MATLAB can 

automatically check the analysis results against the design limits. 

3. Optimisation: The structural optimisation problem was defined in a MATLAB function 

so that the algorithms used can find the optimal design for the structure. This may be 

accomplished by encoding the necessary data in a MATLAB script. Consequently, prior to 

harvesting the optimal design, the following procedures should be coded in MATLAB: 

A) Coding the single and multi-objective functions: it is the objective or target 

function in the self-coded program that controls the desired aim of this research 

(minimum weight or/and embodied energy). 

B) Coding the Design Variables: a set of discrete variables that will be used by the 

optimisation approaches coded in MATLAB to achieve the desired objective 

function of this study. 

C) Coding the design constraints: These limitations are based on the provisions of 

Eurocode 3.  
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D) Coding and developing the solving methods: Three optimisation methods were 

coded in MATLAB which will be tested to solve a range of problems in 2D and 

3D steel structures.  

For ease of work and accuracy of the written program in MATLAB, the self-coded program 

was divided into different files, where the main file contains the GA, PSO, and HSA 

optimisation processes. The commands for the optimisation as well as those that summon the 

objective and constraints files are contained here. GA, PSO, and HSA are used. To implement 

this, commercially available computer programming, MATLAB-R2020a version and 

Microsoft Excel, are used in conjunction with one another to perform the optimisation and 

analysis. Both programs are also readily available and licenced to the university. The 

optimisation was carried out by the university desktop computers, conducting one optimisation 

run at a time. More information about the developed optimisation methods used in this research 

is shown in the following flowcharts, illustrating how each method works. 

4.4.1 Genetic Algorithm (GA) 

The execution of the developed GA command in the file makes use of the in-built command. 

This command requires the setting of the population size, the number of generations, the 

number of population members that survive to the next iteration intact, and the operator types 

and the required probabilities. The default selection operator in MATLAB for discrete 

optimisation is tournament selection. Therefore, trials were conducted for the other operators 

as well as the population and generation sizes. The values for each of these parameters will be 

different for each problem, so they will be set later in the study. Below is a mathematical 

explanation of the process as well as an illustration of it, given in Figure 4-2. 

At the first iteration, the population (POP) members are initialized randomly, i.e. member 

𝑥 ∈ 𝑅1×𝑛 , 𝑥𝑖 ∈ 𝑢[𝑙𝑏𝑖 𝑢𝑏𝑖]
1×𝑛  , 𝑖 ∈ 1. . . 𝑛.       ( 4.1) 

Where n is the number of decision variables, and (lb, ub) are lower and upper bound vectors. 

Starting every iteration, the cost function is being evaluated for every (𝑁𝑝) candidate in POP. 

The 𝑁𝑏 best options are chosen to become parents and 𝑁𝑒 elite candidates are granted surviving 

to the next generation.  
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Children 𝑥∗ are generated by crossing over two of the parent’s {𝑥𝑎  , 𝑥𝑏} genes.  

The Nc pairs are chosen randomly and so are the genes, using 𝑟 ∈ 𝑢[0,1]
1×𝑛   : 

𝑥𝑖
∗ = {

𝑥𝑖
𝑎 𝑖𝑓 𝑟𝑖 < 0.5,

𝑥𝑖
𝑏 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

         ( 4.2) 

Besides crossover, some1 of the children are born via mutation of one parent 𝑥𝑎 . Here, a 

Gaussian distribution is used 𝑟 ∈ 𝑁
[0,

1

√3
]

1×𝑛   : 

𝑥𝑖
∗ = {

𝑥𝑖
𝑎 𝑖𝑓 𝑟𝑖 < 0.5,

𝑥𝑖
𝑏 + 𝑟𝑖 ∙ (𝑢𝑏𝑖, − 𝑙𝑏𝑖,) 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

       ( 4.3) 

Finally, the bounds must be enforced: 

𝑥𝑖
∗ = {

𝑙𝑏𝑖 𝑖𝑓 𝑥𝑖
∗ < 𝑙𝑏𝑖,

𝑢𝑏𝑖 𝑖𝑓 𝑥𝑖
∗ > 𝑢𝑏𝑖,

𝑥𝑖
∗ 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

         ( 4.4) 

New population is composed of elite, crossover and mutation members and algorithm proceeds 

to the next iteration. 
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Figure 4-2: Schematic description for GA procedure 
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4.4.2 Particle Swarm Optimisation (PSO) 

The PSO command also requires the setting of certain operators like the EliteCoun, the swarm 

size, number of iterations, and the inertia weight. Due to PSO being more suited for continuous 

variable optimisation, a rounding off technique was used in the code for initially obtaining an 

optimum solution by assuming the design variables to be continuous. These variables are then 

rounded off to the nearest integer value using heuristic methods in order to obtain an optimum 

discrete solution. As such, this method is expected to give close discrete global optimum 

solutions. The parameters used for the PS process will also be described later for each problem. 

Below is a mathematical explanation of the process as well as an illustration of it, given in 

Figure 4-3. 

Particle Swarm Optimisation (PSO) tackles the optimisation problems using swarm 

intelligence. Generally, particles travel through the search domain communicating with each 

other their own fitness. Neighbouring members then responds accordingly, moving towards 

the local minimum.  

First, the population members are initialized randomly. The candidates are composed of value 

vector 𝑥 and velocity vector 𝑣.  

{𝑥, 𝑣} ∈ 𝑅1×𝑛 , {𝑥𝑖 , 𝑣𝑖}  ∈ 𝑢[𝑙𝑏𝑖,𝑢𝑏𝑖] , 𝑖 ∈ 1. . . 𝑛,     (4.5) 

Where 𝑛 is the number of decision variables, and 𝑙𝑏, 𝑢𝑏 are the lower and upper bound vectors 

respectively. 

With each iteration, the algorithm randomly chooses 𝑁𝑠 among 𝑁𝑛 neighbours1 separately, for 

every candidate. Then the local best member 𝑥𝑏 among 𝑁𝑠 is chosen. Particle velocity 𝑣∗ is 

then updated using random variables 𝑟1, 𝑟2 ∈ 𝑢[0,1]
1×𝑛  according to weighted sum: 

𝑣𝑖
∗ = 𝑊 ∙ 𝑣𝑖

∗ + 𝑝1 ∙ 𝑟1 ∙ (𝑥𝑖
𝑏𝑚 − 𝑥𝑖

∗) + 𝑝2 ∙ 𝑟2 ∙ (𝑥𝑖
𝑏 − 𝑥𝑖

∗)    (4.6) 

Where 𝑊,  𝑝1, 𝑝2  are inertia, global and local constant respectively. 𝑥𝑏𝑚 is the best other 

particle 𝑥∗  has seen and memorized. Afterwards, position is being updated and bounds 

enforced: 

𝑥𝑖
∗ = 𝑥𝑖

∗ + 𝑣𝑖
∗           (4.7) 
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𝑥𝑖
∗ = {

𝑙𝑏𝑖 𝑖𝑓 𝑥𝑖
∗ < 𝑙𝑏𝑖,

𝑢𝑏𝑖 𝑖𝑓 𝑥𝑖
∗ > 𝑢𝑏𝑖,

𝑥𝑖
∗ 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

         (4.8) 

At this point, the cost function is evaluated and if the global best has been lowered, the 

following operations are carried out: 

𝑐 = 𝑚𝑎𝑥{0, 𝑐 − 1}, 𝑁𝑛 = 𝑁𝑛𝑚𝑖𝑛       (4.9) 

𝑊 = {
2 ∙ 𝑊 𝑖𝑓 𝑐 < 2
𝑢𝑏𝑖 𝑖𝑓𝑐 > 5
𝑊 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

         (4.10) 

𝑊 = {
𝑙𝑏𝑊 𝑖𝑓 𝑊 < 𝑙𝑏𝑊,
𝑢𝑏𝑊 𝑖𝑓 𝑊 > 𝑢𝑏𝑊,
𝑊 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

         (4.11) 

𝑁𝑛𝑚𝑖𝑛  is the minimum neighbourhood size. However, if there has not been a global 

improvement, these operations are performed instead: 

𝑐 = 𝑐 + 1,𝑁𝑛 = 𝑚𝑖𝑛{𝑁 + 𝑁𝑚𝑖𝑛, 𝑁𝑝𝑜𝑝}       (4.12) 

𝑁𝑝𝑜𝑝 being total swarm size. After looping through whole population, the algorithm proceeds 

to next iteration. 
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Figure 4-3: Schematic description for PSO procedure 
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4.4.3 Harmony Search A lgorithm (HAS) 

The HSA has the distinguishing features of algorithm simplicity and search efficiency. To set 

HAS command for single and multi-objective functions, certain operators have to be identified 

such as number of population size and maximum number of iterations. also, these commands 

require some specific parameters such as the percentage of elements in candidate vector that 

can be kept intact or modified (HMCR), percentage of elements chosen by HMCR that will be 

modified (PAR) and the percentage of decision range which is added during modification 

(BW). Below is a mathematical explanation of the process as well as an illustration of it, given 

in Figure 4-4. 

Harmony Search (HS) is based on an idea, that the musicians (population) play a song in one 

"harmony". This results in taking into account the whole population at each iteration. First, the 

Harmony Memory (HM) is being initialized with random values 

𝑥 ∈ 𝑅1×𝑛 , 𝑙𝑏𝑖 < 𝑥𝑖 < 𝑢𝑏𝑖,        ( 4.13) 

Where 𝑖 ∈ 1. . . 𝑛, n-number of decision variables.  

Then, cost function is being evaluated for every candidate in HM. The one with worst fitness 

(𝑥𝑤) is chosen to be replaced.  

New candidate is created by the following steps:  

• Take 𝑛 random candidates 𝑐(1..𝑛)  from whole HM, the new base 𝑥∗ is built by taking 

one "harmonic" from every c i.e.: 

𝑥𝑖
∗ = 𝑐𝑖

𝑖           ( 4.14) 

• The bitmask 𝐶𝑀 ∈ 𝑍1×𝑛 is generated by comparison of random value 𝑟 ∈ 𝑢[0,1]
1×𝑛  with 

parameter HMCR, such: 

𝐶𝑀𝑖 = {
1 𝑖𝑓 𝑟𝑖 < 𝐻𝑀𝐶𝑅,
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

         ( 4.15) 

• Bitmask NH is defined as binary complement of CM  

• Bitmask PA is defined using parameter PAR and mask CM (vector 𝑟  is generated 

anew): 
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𝑃𝐴𝑖 = {
1 𝑖𝑓 𝑟𝑖 < 𝑃𝐴𝑅 𝑎𝑛𝑑 𝐶𝑀𝑖 = 1,
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

      ( 4.16) 

• Then mask CM is updated: 

𝐶𝑀𝑖 = {
𝐶𝑀𝑖 𝑖𝑓 𝑃𝐴𝑖 = 0,
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

         ( 4.17) 

Finally, all of the above masks are composed. Parameter bw is introduced as a "generation 

variance", (new random vectors 𝑟1 , 𝑟2  are introduced): 

𝑥𝑖
∗ = 𝐶𝑀𝑖 · 𝑥𝑖

∗  + 𝑃𝐴𝑖 · 𝑥𝑖
∗ + 𝑏𝑤 · 𝑟𝑖

1 + 𝑁𝐻𝑖 · 𝑟𝑖
2     ( 4.18) 

𝑟𝑖
1 = 𝑢[−1,1]          ( 4.19) 

𝑟𝑖
2 = 𝑢[𝑙𝑏𝑖,,𝑢𝑏𝑖,]

          ( 4.20) 

In regard to bound enforcement, the candidate is corrected afterwards 

𝑥𝑖
∗ = {

𝑐𝑖
𝑖 𝑖𝑓 𝑥𝑖

∗ < 𝑙𝑏𝑖, 𝑜𝑟 𝑥𝑖
∗ > 𝑢𝑏𝑖,,

𝑥𝑖
∗ 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

       ( 4.21) 

The worst candidate can be now replaced 𝑥𝑤 = 𝑥∗, its fitness function evaluated, and one can 

proceed to next iteration 
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Figure 4-4: Schematic description for HSA procedure 
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4.5 Optimum Design Formulation  

To build a reliable design formula, all the optimisation formulas should be generated. As a 

result, this section will identify all the requirements to develop a trustworthy formula, starting 

by figuring out all the components of the objective functions and ending with the identification 

of the constraints applied in this research. It will also explain each of these parts in detail, with 

enough information to help develop good understanding of the developed formulas. 

There are some design coefficients that are constant throughout the process. These fixed 

parameters include the constants for the objective functions such as embodied energy and 

carbon factors. The values of the constants for embodied carbon, embodied energy, and cost 

are given in Table 4.1. 
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Table 4.1: Parameters used for the objective function. 
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4.5.1 Objective Function File 

Single and multi-objective functions are considered in this research, where they can be defined 

as the minimum weight and embodied energy of the structure as well as the calculation of cost 

and embodied energy for the optimal options. In single objective function, weight and 

embodied energy were considered separately to investigate the effect of each objective on the 

optimal results and examine the performance of the applied optimisation methods in single 

objective problems. Whereas, in multi-objective function, weight and embodied energy 

functions were combined to investigate the optimal results and examine the performance of the 

used optimisation methods in multi-objective problems. Thus, the optimisation methods are 

stated in terms of weight, embodied energy, embodied carbon, and cost, which can be 

formulated as follows: 

4.5.1.1 Single Objectives 

1- Weight Function 

The total weight of the structure depends on the cross-sectional area and length of an element, 

where the structural elements were divided into two groups, beams, and columns. The weight 

directly relates to the cost of the structure and as such a reduction in it would lead to reduction 

in the cost. The resulting objective function for the weight minimisation is given by: 

𝑊 = 𝜌(∑ 𝐴𝑖
𝑁𝑠𝑏
𝑖=1  (𝑥)∑ 𝑙𝑖𝑏 + ∑ 𝐴𝑗

𝑁𝑠𝑐
𝑗=1 (𝑥) ∑ 𝑙𝑗𝑐

𝑁𝑐
𝑐=1 ),

𝑁𝑏
𝑏=1     ( 4.22) 

Where: 

W is the weight of the structure 

𝜌 is the density of the sections 

𝑁𝑠𝑏        is the total number of beam groups 

𝑁𝑠𝑐         is the total number of column groups 

𝑁𝑏   is the total number of beams 

𝑁𝑐   is the total number of columns 

𝐴𝑖  is the area of beam section of each group (m2) 
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𝑙𝑖𝑏  is the length of beam element of each group (m) 

𝐴𝑗  is the area of column section of each group (m2) 

𝑙𝑗𝑐  is the length of column element of each group (m) 

2- Embodied Energy Function 

The second objective function studied is the minimization of embodied energy. In this research, 

the embodied energy of the construction stage was evaluated, which consists of the material 

production, transportation, and erection. Therefore, the total embodied energy can be 

formulated as follows: 

𝐸𝐸𝑇 = 𝐸𝐸𝑚  +  𝐸𝐸𝑡  +  𝐸𝐸𝑒         ( 4.23) 

Where:   

𝐸𝐸𝑇   is the total embodied energy consumed (MJ) 

𝐸𝐸𝑚  is the embodied energy of the material at the manufacturing stage (MJ) 

𝐸𝐸𝑡   is the embodied energy of transportation (MJ) 

𝐸𝐸𝑒   is the embodied energy of erection (MJ) 

The following is a breakdown of each of the three components: 

A) Materials function 

The embodied energy of a material is a function of the mass of the frame and the surface area 

to be covered by the paint. The embodied factor of steel and paint may differ from database to 

database depending on what was considered in the calculation. It is expected to include the 

energy required for raw material extraction, transportation of the material between the 

extraction site and the manufacturing facility, and the manufacturing process itself.  

𝐸𝐸𝑚 = 𝐸𝐸1 +  𝐸𝐸2          ( 4.24) 

𝐸𝐸1   is the embodied energy formula of steel elements during production (MJ) 
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𝐸𝐸1 = (∑Ɛ𝑠𝑡  (1 + 𝑊𝑓)𝜌(∑ 𝐴𝑖
𝑁𝑠𝑏
𝑖=1  (𝑥)∑ 𝑙𝑖𝑏

𝑁𝑏
𝑏=1 + ∑ 𝐴𝑗

𝑁𝑠𝑐
𝑗=1 (𝑥) ∑ 𝑙𝑗𝑐

𝑁𝑐
𝑐=1 ))  ( 4.25) 

𝐸𝐸2  is the embodied energy formula of paint coat (MJ) 

𝐸𝐸2 = (Ɛ𝑝𝑡(∑ 𝑎𝑖
𝑁𝑠𝑏
𝑖=1  (𝑥)∑ 𝑙𝑖𝑏

𝑁𝑏
𝑏=1 + ∑ 𝑎𝑗

𝑁𝑠𝑐
𝑗=1 (𝑥) ∑ 𝑙𝑗𝑐

𝑁𝑔𝑐
𝑐=1 ))   ( 4.26) 

Where:  

𝑊𝑓  is the percentage of waste, which considered as (5%). 

Ɛ𝑠𝑡   is the embodied energy of steel in (MJ/tonne), given in table 4-1. 

Ɛ𝑝𝑡   is the embodied energy consumed during steel painting in (MJ/m2), given in 

table 1.  

B) Transportation function 

The second component is the transportation function, where the embodied energy here is the 

energy used by vehicles for transportation. Usually, a more comprehensive calculation should 

include other things being transported to the site other than material, e.g., labour and 

equipment. However, that would make the calculation more tedious as this differs from site to 

site. Distance travelled is essential here as well, as it can give an estimation of how much energy 

is consumed by the vehicle. That is, a shorter distance would mean lower energy consumption 

and vice versa. Lastly, the amount of materials transported will suggest the type of vehicle used 

or how many trips are required for the vehicle. As a result, the transportation function here is 

also a function of weight. 

The function's assumptions include the usage of a fuel-consuming vehicle, the vehicle's full 

load and return journey, and allowance for material waste. As a result, it is stated as follows 

(Zhou and Azar, 2018): 

𝐸𝐸𝑡 = 1.66 Ɛ𝑡𝑟 𝐷 (1 + 𝑊𝑓) 𝜌 (∑ 𝐴𝑖
𝑁𝑠𝑏
𝑖=1  (𝑥)∑ 𝑙𝑖𝑏

𝑁𝑏
𝑏=1 + ∑ 𝐴𝑗

𝑁𝑠𝑐
𝑗=1 (𝑥) ∑ 𝑙𝑗𝑐

𝑁𝑐
𝑐=1 ) ( 4.27) 

Where: 

Ɛ𝑡𝑟   is the embodied energy factor for transportation in (MJ/ tonne. km) 

D    is the distance travelled in km, which was considered as 100 km 
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C) Erection function  

The erection process requires the use of machinery and labour to assemble the components. 

The energy consumption considered is usually by that of the equipment. For example, use of 

crane for hoisting of elements. However, each equipment can differ in the form of energy used, 

e.g., electricity, fuel, steam etc. for its operation. Each form of energy thus has different impact 

and as such, the amount used by the equipment is used for quantifying the energy consumption. 

The total time used for the erection also plays a major role in the calculation as that would 

quantify how long the equipment was working for. To estimate the time used, the amount of 

quantity is also included in the function below. Additionally, one mobile crane powered by 

diesel fuel was anticipated for the erection. The crane's properties are shown in table 1. 

According to (Brütting et al., 2020; Mao et al., 2013; Zhou and Azar, 2018b) the function is as 

follows: 

𝐸𝐸𝑒 = 𝑇𝑒𝑟 𝐸𝐶𝐹 𝜌 (∑ 𝐴𝑖
𝑁𝑠𝑏
𝑖=1  (𝑥)∑ 𝑙𝑖𝑏

𝑁𝑏
𝑏=1 + ∑ 𝐴𝑗

𝑁𝑠𝑐
𝑗=1 (𝑥) ∑ 𝑙𝑗𝑐

𝑁𝑐
𝑐=1 )   ( 4.28) 

𝐸𝐶𝐹 = Ɛ𝑒𝑞 × 𝐿𝑀𝑃𝐻         ( 4.29) 

𝐿𝑀𝑃𝐻 =
𝐾 × 𝐺𝐻𝑃 × 𝐿𝐹

𝐾𝑃𝐿
         ( 4.30) 

Where: 

𝑇𝑒𝑟   is the total time required for lifting and installation (hour/Kg), given in Table 

4.1 

ECF  is a factor for energy consumption, given in Table 4.1 

Ɛ𝑒𝑞   is an energy conversion factor for the equipment, given in Table 4.1 

LMPH  is the fuel used for the equipment (Liter/hour).  

KPL  is the fuel density (Kg/litre), given in Table 4.1 

GHP  is the gross horsepower of the equipment’s engine (hp), given in Table 4.1 

LF  is the load factor for diesel engines, given in Table 4.1 

K  is the amount of fuel used per brake (hp/hour), given in Table 4.1 
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3- Cost formula  

As previously stated in the literature review, the cost of the frame is divided into four sections: 

material; transportation; erection; and finishing. The general cost formula is given as follows: 

𝐶𝑇 = 𝐶𝑚 + 𝐶𝑡 + 𝐶𝑒 + 𝐶𝑓         ( 4.31) 

Where; 

CT  is the total cost of the structure (£) 

Cm is the material cost (£) 

Ct is the transportation cost (£) 

Ce  is the erection cost (£) 

Cf  is the cost of finishing (£) 

The following is a breakdown of each of these sections: 

A) Materials 

𝐶𝑚 = 𝑘𝑠𝑡𝜌 (∑ 𝐴𝐼
𝑁𝑠𝑏
𝑖=1  (𝑥)∑ 𝑙𝑖𝑏

𝑁𝑏
𝑏=1 + ∑ 𝐴𝑗

𝑁𝑠𝑐
𝑗=1 (𝑥) ∑ 𝑙𝑗𝑐

𝑁𝑐
𝑐=1 )     ( 4.32) 

Where: 

𝑘𝑠𝑡       is the cost factor of steel  (£/tonne), given in Table 4.1 

B) Transportation  

𝐶𝑡 = 𝑘𝑡𝑟𝜌(∑ 𝐴𝐼
𝑁𝑠𝑏
𝑖=1  (𝑥)∑ 𝑙𝑖𝑏

𝑁𝑏
𝑏=1 + ∑ 𝐴𝑗

𝑁𝑠𝑐
𝑗=1 (𝑥) ∑ 𝑙𝑗𝑐

𝑁𝑐
𝑐=1 )     ( 4.33) 

Where: 

𝑘𝑡𝑟                is the cost factor of transportation (£/tonne), given in Table 4.1 

C) Erection  

The cost of erecting a structure using one mobile crane and four workers is calculated as 

follows: 

𝐶𝑒 = 𝑇𝑒𝑟𝑘𝑒𝑟𝜌(∑ 𝐴𝑖
𝑁𝑠𝑏
𝑖=1  (𝑥)∑ 𝑙𝑖𝑏

𝑁𝑏
𝑏=1 + ∑ 𝐴𝑗

𝑁𝑠𝑐
𝑗=1 (𝑥) ∑ 𝑙𝑗𝑐

𝑁𝑐
𝑐=1 )   ( 4.34) 
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𝑇𝑒𝑟                is the total time required for lifting and installation (hour/Kg), given in Table 4.1 

𝑘𝑒𝑟                is the cost factor of erection (£/h), given in Table 4.1 

D) Finishing 

𝐶𝑓 = ∑𝐶𝑓𝑖 + 𝐶𝑐𝑜          ( 4.35) 

𝐶𝑓𝑖   is the cost of fire protection (£), given in Table 4.1 

𝐶𝑐𝑜   is the cost of corrosion protection (£), given in Table 4.1 

• Fire protection  

𝐶𝑓𝑖 = 𝐶𝑓𝑏  +  𝐶𝑓𝑐         ( 4.36) 

Cfb   is the cost of fire protection for beam elements (£) 

Cfc   is the cost of fire protection for column elements (£) 

This study considered the use of intumescent paint to give a fire resistance of 60 minutes and 

thus: 

𝐶𝑓𝑏 = ∑ ∑ ((1.43ℎ𝑖𝑏(𝑧) +  0.7)𝑘𝑓𝑖  +  (0.27ℎ𝑖𝑏(𝑧) +  0.6)𝑚ℎ)𝑁𝑏
𝑏=1

𝑁𝑠𝑏
𝑖=1   ( 4.37) 

𝐶𝑓𝑐 = ∑ ∑ ((1.72ℎ𝑗𝑐(𝑧) +  0.53)𝑘𝑓𝑖 + (0.11ℎ𝑗𝑐(𝑧) +  0.72)𝑚ℎ)𝑁𝑐
𝑐=1

𝑁𝑠𝑐
𝑗=1   ( 4.38) 

Where: 

𝑘𝑓𝑖                        is the cost factor for fire protection (£/m2), given in Table 4.1 

𝑚ℎ  is the man-hours required for fire protection (£/h), given in Table 4.1  

ℎ𝑖𝑏   is the height of beam elements in group 𝑖 (𝑚)  

ℎ𝑗𝑐   is the height of column elements in group 𝑗 (𝑚) 

• Corrosion  

𝐶𝑐 = 𝑘𝑝𝑡 (∑ 𝑎𝑖
𝑁𝑠𝑏
𝑖=1  (𝑥)∑ 𝑙𝑖𝑏

𝑁𝑏
𝑏=1 + ∑ 𝑎𝑗

𝑁𝑠𝑐
𝑗=1 (𝑥) ∑ 𝑙𝑗𝑐

𝑁𝑔𝑐
𝑐=1 )    ( 4.39) 

Where: 
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𝑘𝑝𝑡                          is the cost factor of paint coat and blast cleaning (£/m2), given in table 4-1 

𝑎𝑖                            is the surface area per meter length of the beams (m2) 

𝑎𝑗                            is the surface area per meter length of the columns (m2) 

4- Embodied Carbon 

Along with embodied energy, embodied carbon was evaluated in terms of GHG emissions. 

Therefore, since the same stages were considered for the evaluation of both embodied energy 

and embodied carbon, similar equations have been used, except the emission coefficients are 

different. A summary of the equations is given as: 

𝐸𝐶𝑇 = 𝐸𝐶𝑚 + 𝐸𝐶𝑡 + 𝐸𝐶𝑒         ( 4.40) 

Where:   

ECT   is the total embodied carbon, starting by manufacturing to erection (KgC02e) 

ECm  is the carbon resulting from the material manufacturing stage (KgC02e) 

ECt  is the carbon emitted during material transportation stage (KgC02e) 

ECe  is the carbon emitted during the erection stage of the structure (KgC02e) 

A) Materials 

𝐸𝐶𝑚 = 𝐸𝐶1 + 𝐸𝐶2         ( 4.41) 

𝐸𝐶1 = (∑Ɛ𝑒𝑠𝑡  (1 + 𝑊𝑓)𝜌(∑ 𝐴𝑖
𝑁𝑠𝑏
𝑖=1  (𝑥)∑ 𝑙𝑖𝑏

𝑁𝑏
𝑏=1 + ∑ 𝐴𝑗

𝑁𝑠𝑐
𝑗=1 (𝑥) ∑ 𝑙𝑗𝑐

𝑁𝑐
𝑐=1 ))  ( 4.42) 

𝐸𝐶2 = (Ɛ𝑒𝑝𝑡(∑ 𝑎𝑖
𝑁𝑠𝑏
𝑖=1  (𝑥)∑ 𝑙𝑖𝑏

𝑁𝑏
𝑏=1 + ∑ 𝑎𝑗

𝑁𝑠𝑐
𝑗=1 (𝑥) ∑ 𝑙𝑗𝑐

𝑁𝑔𝑐
𝑐=1 ))    ( 4.43) 

Where: 

EC1   is the embodied carbon of steel elements (KgC02e) 

EC2   is the embodied carbon of paint coat (KgC02e) 

Ɛe𝑠𝑡   is the embodied carbon coefficient of steel (KgC02e/tonne) 

Ɛe𝑝𝑡   is the embodied carbon coefficient of painting (KgC02e/m2 ) 
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B) Transportation  

𝐸𝐶𝑡 = 1.66∑Ɛ𝑒𝑡𝑟 𝐷 (1 + 𝑊𝑓)𝜌(∑ 𝐴𝑖
𝑁𝑠𝑏
𝑖=1  (𝑥)∑ 𝑙𝑖𝑏

𝑁𝑏
𝑏=1 + ∑ 𝐴𝑗

𝑁𝑠𝑐
𝑗=1 (𝑥) ∑ 𝑙𝑗𝑐

𝑁𝑐
𝑐=1 ) ( 4.44) 

Where: 

Ɛe𝑡𝑟   is the embodied carbon coefficient for transportation (KgC02e/tonne.km) 

C) Erection   

𝐸𝐶𝑒 = ∑𝑇𝐼 𝐸𝐶𝐹  𝜌(∑ 𝐴𝑖
𝑁𝑠𝑏
𝑖=1  (𝑥)∑ 𝑙𝑖𝑏

𝑁𝑏
𝑏=1 + ∑ 𝐴𝑗

𝑁𝑠𝑐
𝑗=1 (𝑥) ∑ 𝑙𝑗𝑐

𝑁𝑐
𝑐=1 )    

      ( 4.45) 

Where:  

𝐸𝐶𝐹 = Ɛ𝑒𝑒𝑞 × 𝐿𝑀𝑃𝐻          ( 4.46) 

Ɛe𝑒𝑞   is the emission conversion factor of the equipment with diesel engine 

(KgC02e/L) 

4.5.1.2   Multi-Objective Function 

This function combines the objective function of EE and weight and thus combines their 

variables. That is; 

𝑀𝑈𝐿𝑇𝐼 = 𝐸𝐸𝑇 + 𝑊          ( 4.47) 

Where MULTI represents multi objective function. 

4.5.2 Design Constraints 

Various checks for steel frame design specified in Eurocode-3 were used as the constraints for 

the optimisation problem of this study. The brief description of these checks is described below. 
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4.5.2.1 Ultimate Limit state (ULS) 

The ultimate limit state refers to the occurrence that can lead to partial or total collapse of the 

building. The limit states considered were Compression, Biaxial bending, Shear force, Bending 

and shear, and Lateral and torsional buckling. The expression for each of them are: 

Compression 

𝑔1 =
𝑁𝐸𝑑

𝑁𝑐,,𝑅𝑑
 ≤ 1.0          ( 4.48) 

Where: 

𝑁𝐸𝑑  is the design compressive force  

𝑁𝑐,𝑅𝑑   is the design compressive resistance of the steel cross-section  

Bending  

𝑔2= 
𝑀𝐸𝑑

𝑀𝑐,𝑅𝑑
 ≤ 1.0          ( 4.49) 

Where: 

𝑀𝐸𝑑  is the design bending moment 

𝑀𝑐,𝑅𝑑   is the design bending resistance of the steel cross-section 

Shear 

𝑔3 =
𝑉𝐸𝑑

𝑉𝑐,𝑅𝑑
 ≤ 1.0          ( 4.50) 

Where: 

VEd  is the design shear force 

𝑉𝑐,𝑅𝑑   is the design shear resistance  

Flexural buckling: 

𝑔4 =
𝑁𝐸𝑑

𝑁𝑏,𝑦,𝑅𝑑
 ≤ 1.0          ( 4.51) 

𝑔5 =
𝑁𝐸𝑑

𝑁𝑏,𝑧,𝑅𝑑
 ≤ 1.0          ( 4.52) 
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Where: 

𝑁𝐸𝑑  is the design compressive force  

𝑁𝑏,𝑦,𝑅𝑑  is the design buckling resistance about y-y axis  

𝑁𝑏,𝑧,𝑅𝑑  is the design buckling resistance about Z-Z axis  

Combined bending and axial compression buckling 

𝑔6 =
𝑁𝐸𝑑

𝑁𝑏,𝑦,𝑅𝑑
+ 𝑘𝑦𝑦

𝑀𝑦,𝐸𝑑

𝑀𝑏,𝑅𝑑
+ 𝑘𝑦𝑧

𝑀𝑧,𝐸𝑑

𝑀𝑐𝑏,𝑧,𝑅𝑑
 ≤ 1       ( 4.53) 

𝑔7 =
𝑁𝐸𝑑

𝑁𝑏,𝑧,𝑅𝑑
+ 𝑘𝑧𝑦

𝑀𝑦,𝐸𝑑

𝑀𝑏,𝑅𝑑
+ 𝑘𝑧𝑧

𝑀𝑧,𝐸𝑑

𝑀𝑐𝑏,𝑧,𝑅𝑑
 ≤ 1       ( 4.54) 

Where: 

𝑀𝑦,𝐸𝑑, 𝑀𝑧,𝐸𝑑  are the design values for the maximum moments about the member's y-y and z-

z axes, respectively. 

𝑀𝑐𝑏,𝑧,𝑅𝑑   is the design bending resistance in the minor axis (z-z)  

𝑘𝑧𝑦𝑘𝑧𝑦𝑘𝑧𝑦𝑘𝑧𝑦   are the interaction factors that are reliant on instability and plasticity. 

𝑀𝑏,𝑅𝑑  is the design buckling resistance moment  

4.5.2.2 Serviceability limit state 

Serviceability limit checks will ensure that the structure remains functionally in use throughout 

its design life with minimal maintenance. A deflection check is the only one considered here. 

The check is carried out using un-factored imposed actions. 

𝑔8 = 𝛿𝑣 <
𝐿

360
          ( 4.55) 

𝑔9 =  𝛿ℎ <
𝐻

300
          ( 4.56) 

Where  

L  is the beam span 

H  column height 
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δv vertical deflection 

δh horizontal deflection 

4.6 Summery 

The key characteristics of structural optimisation were highlighted. The concepts of 

optimisation components such as design variables, objective functions, and constraints were 

discussed. The procedure that shows how GA, PSO, and HSA work was explained. All aspects 

of modifications designed to improve the performance and quality of these methods were 

discussed. Moreover, all the requirements to develop trustworthy optimisation formulas 

representing the Life Cycle Assessment during the construction phase were comprehensively 

covered. This included all the components of the objective functions as well as the 

identification of the constraints applied in this research.  
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CHAPTER FIVE. Validation of the Program and the Methods 

Used 

5.1 Introduction: 

In this section, the developed algorithms are examined by comparing typical examples with the 

results obtained in published literature. In the selection of literature, different steel frameworks 

are included, as well as different methods of optimisation. Two two-dimensional frames and 

two three-dimensional structures were examined. The two-dimensional frames were 

investigated using a six-story frame and a ten-story frame with different grouping. Five storey 

and ten storey frames were chosen for the three-dimensional steel frames. Also included in the 

investigation is the effect of grouping on the weight savings as well as the suitability of the 

algorithms for large structure. Since weight optimisation was common to the previous studies 

adopted; only weight is considered as the objective function in this chapter too.  

Furthermore, in order to ensure the structural analysis process is carried out correctly, the 

results of the self-coded program have been compared and validated for the structural analysis 

part by a finite element analysis software called PROKON 3. 1.08, which is available at 

Nottingham Trent University Software-Hub. Only one simple two-dimensional frame was 

presented in this chapter, where a large three-dimensional structure was also validated and 

presented in Appendix-A. 

5.2 Structural Analysis validation 

The frame represented in Figure 5-1 was analysed and validated. It is a three bay two storey 

rigid frame. For a comprehensive validation, the frame was subjected to different loads; Wind 

load, distributed load, point load and nodal load. From Figure 5-2, it can be observed that the 

internal forces attained using MATLAB matches the accredited software. 
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Figure 5-1: two-story, three bay rigid steel frame 

 

 

Figure 5-2: Results attained from PROKON software and MATLAB 

5.3 Validation of the Design Optimisation  

5.3.1 Two-dimensional, six-story, two bay rigid steel frame 

The frame represented in Figure 5-3 was investigated by (Saka, 2009) Saka and (Issa, 2010). 

It is a two bay six storey rigid frame grouped into six. The grouping was arranged in such a 
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way that all outer columns except the last floor make up 1 group, all inner columns except the 

last floor also made up another group, the floor beams form another group and finally the roof 

beams, uppermost inner and outer columns formed 3 separate groups.  The beams of the frame 

have a factored gravity action of 50kN/m while the whole frame was subjected to a number of 

25kN lateral concentrated actions at the top of each storey. For the two studies, the limiting 

constraints were based on BS5950 while this study used Euro code 2. The steel grade is S275 

steel. 

Both studies carried out weight minimisation, as such only the result for optimum weight is 

displayed here. (Saka, 2009) used GA and HSA for the optimisation while (Issa, 2010) used 

modified GA embedded in a bespoke program called DO-DGA. The parameters for the GA, 

PSO and HSA for this study are as follows: 

• GA; 200 generation, 100 iteration, 100 elite counts, 0.8 mutation and 0.7 cross over 

probability. 

• PSO: 100 iterations and 150 population size. 

• HSA: 100 iterations, 200 harmony memory size, 0.3 for PAR, 0.3 for BW and 0.8 for 

HMCR. 

Table 5.1 gives the result obtained in this study and those for the two previous studies. The 

table presents the sections by each algorithm as well as the resulting total weight and iterations. 

It is noticed that this study achieved a lighter frame with a difference of 7%. Even though Saka 

used HSA which has been identified as the most efficient in this study, the result obtained was 

still greater than all the results of the three algorithms used in this study.   

It can be observed in Table 5.1 as well as Figure 5-4, that PSO converged first using the least 

iterations while GA used the highest. From Issa (2010), convergence occurred at 76 generations 

while it occurred at 84 generations for the GA used in this study. It suggests that his algorithm 

may be faster in convergence, but not as efficient as that in this study. 
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Figure 5-3: Six-story, two bay rigid steel frame 

Table 5.1: The optimum solutions obtained by current study, (Isaa, 2010) and (Saka, 2007) 

 

Issa, 2010
GA PSO HSA DO-DGA HSA GA

Column (1) 203 x 203 x 60 254 x 254 x 73 254 x 254 x 73 305 x 305 x 97 203 x 203 x 60 203 x 203 x 71

Column (2) 152 x 152 x 23 152 x 152 x 30 152 x 152 x 23 152 x 152 x 23 152 x 152 x 30 203 x 203 x 46

Column (3) 356 x 368 x 129 305 x 305 x 97 305 x 305 x 97 305 x 305 x 97 356 x 368 x 129 356 x 368 x 129

Column (4) 203 x 203 x 46 152 x 152 x 30 203 x 203 x 46 152 x 152 x 23 152 x 152 x 30 203 x 203 x 46

Beam (5) 457 x 152 x 60 457 x 152 x 60 457 x 152 x 60 457 x 152 x 52 457 x 191 x 67 457 x 152 x 52

Beam (6) 254 x 102 x 22 305 x 102 x 25 254 x 102 x 22 305 x 102 x 33 305 x 102 x 33 356 x 171 x 45

Total optimum weight of the structure (kN) 76.95 76.07 75.89 81.22 81.12 81.21

Number of iteration 100 100 100 - -

Number of iteration for best result 84 39.00 61 - -

Element
Current study Saka, 2009
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Figure 5-4: Search history for six-storey structure 

The frame studied here was rearranged in order to investigate the effect of grouping on the 

savings possible. The first three stories have the side columns grouped together as group 1, the 

intermediate column as group 3 and the floor beams as group 5. The upper three stories have 

side columns as group 2; intermediate columns as group 4; and beams as group 6, shown in 

Figure 5-5. 

The results obtained are presented in Table 5.2 and Figure 5-6. The savings observed were up 

to 16%. The number of iterations required for the optimisation also reduced especially for HSA 

(from 61 to 32) and GA (from 84 to 57). From figure 4, HSA and PSO converged at the same 

number of iterations while GA required more iterations. 

(Saka, 2009) & 
(Issa, 2010)
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Figure 5-5: Grouping rearrangement of six-storey, two bay rigid steel frame 

Table 5.2: The optimum solution after grouping rearrangement obtained by current study 

 

 

GA PSO HSA

Column (1) 203 x 203 x 46 305 x 305 x 97 203 x 203 x 46

Column (2) 203 x 203 x 52 152 x 152 x 30 203 x 203 x 46

Column (3) 356 x 368 x 129 254 x 254 x 73 356 x 368 x 129

Column (4) 254 x 254 x 73 305 x 305 x 97 254 x 254 x 73

Beam (5) 533 x 165 x 66 457 x 152 x 60 533 x 165 x 66

Beam (6) 356 x 127 x 39 406 x 140 x 39 406 x 140 x 39

Total optimum weight of the structure (kN) 71.24 72.53 69.98

Number of iteration 100 100 100

Number of iteration for best result 57 32.00 32

Element
Current study
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Figure 5-6: Search history for six-storey structure after rearrangement of grouping 

5.3.2 Two-dimensional, ten-story, one bay rigid steel frame 

The second example is the weight minimization of a one bay ten storey frame. This frame has 

been investigated by (Camp et al.,2005) and (Issa, 2010). As shown in Figure 5-7, the frame 

has a span of 9.14m, the first-floor height as 9.14m and 3.66m for the rest of the storeys. The 

floor beams are subjected to factored loading of 88.2kN/m while the roof beams are subjected 

to 44.1kN/m. Concentrated lateral actions of 44.2kN/m are observed at the top of each storey 

and 22.4kN/m at the uppermost floor. 

The grouping (9 groups) done by Camp et al. is adopted for the investigation. While Camp et 

al. used the AISC-LFRD method, Issa used BS5950. This study used Eurocode 2 (EC3) for 

defining the constraints of the frame. The frame is assumed rigid and the compression flanges 

of the beams are assumed fully restrained against lateral torsional buckling. Steel grade used is 

S275 and the sections are given in UKB and UKC sections.  

The parameters used for each algorithm are as follows: 

• GA: 100 generations, 200 population size, 100 elite counts and 0.7 crossover fraction 

• PSO: 100 iterations and 300 population size 
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• HSA: 100 iterations, 300 as HMS, 0.3 as PAR, 0.8 as HMCR and 0.3 as BW. 

  

Figure 5-7: Representation of the layout of ten-story, one bay rigid steel frame. 

From Table 5.3, the lightest frame was obtained by the GA of this study. The result obtained 

by Issa nearly matches those obtained in this study. While GA obtained a lesser value to that 
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of Issa, HSA and PSO obtained slightly higher values. The result by Camp et al using Ant 

Colony Optimisation (ACO) is approximately 12% higher than the other results. From Figure 

5-8, while the DO-DGA converged to the optimum at 100 generations, the algorithms in this 

study converged to the optimum at 84, 65 and 85 respectively for GA, PSO and HSA. This 

shows the capability of the algorithms to efficiently obtain the optimum in lesser iterations. 

Table 5.3: The optimum solutions obtained by current study, Issa, (2010) and Camp, et al (2005) 

 

 

Figure 5-8: Search history for ten-storey structure  
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5.3.3 Three-dimensional, five-story, two bays steel structure 

The first example for the validation of three-dimensional frames is the five story rigid frame 

initially designed by (Aydoğdu, 2010). The layout, grouping and loading of the frame is 

represented in Figure 5-9. It can be observed that the frame has two bays in both x and z 

direction. The frame with 54 joints and 105 members was divided into 11 groups. The 

unfactored dead and live load are respectively 2.88kN/m2 and 2.39kN/m2. Aydoğdu also 

considered wind load and ground snow load as 2.5kN/m2 and 0.755kN/m2 respectively. The 

loading after using safety factors are then represented in the figure. While Aydoğdu limited the 

constraints according to ASCE standard, this study used EC2. 

The previous study used harmony search and ant colony optimisation as the optimisation 

algorithm. All three algorithms in use in this study are checked against the previous study. The 

parameters set for each algorithm are: 

GA: 200 generation size, 250 population size, 100 elite counts and 0.75 crossover fraction. 

PSO: 200 iterations and 200 population size 

HSA: 300 for HMS, 200 cycles, 0.35 for BW and PAR and 0.85 for HMCR. 

From Table 5.4  and Figure 5-10, it can be observed that only the HSA for this study obtained 

a lighter frame than the ACO used by Aydoğdu. Both PSO and GA obtained frames that are 

above it although the weight was much lower than the HSA result obtained by Aydoğdu. 

Another point of note is the number of iteration fixed and required. While this study set the 

iteration size to 200, the previous study used 5000. The iterations that were actually required 

for this study were 70,122 and 193 which was just a minimal percentage of that by Aydoğdu 

(3,300 and 4,200). An observation from the parameters for HSA in Aydoğdu study reveals that 

the HMS set was just 20 while this study set 300. Past literature (Saka, 2007) has suggested 

that inadequate population size can lead to incomplete optimisation giving a local optimum. 

This comparison therefore demonstrates a superior performance of the algorithms in this study. 
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Figure 5-9: Five-story, two bay rigid steel structure 
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Table 5.4: The optimum solutions obtained by current study and Aydoğdu (2010)   

 

 

Figure 5-10: Search history for five-storey structure  
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5.3.4 Three-dimensional, ten-story, two X-bay and three Z-bay steel structure 

This example investigates the efficiency of the developed algorithm for a complex structure 

comprising of many members. It was initially designed by (Kaveh and Talatahari, 2012) and 

(Talatahari et al., 2015). The structure is a ten-storey frame composed of 290 members 

connected by 132 joints as shown in Figure 5-11. It has two bays in the X direction and three 

bays in the Z direction. Each story has its columns divided into three groups; outer, inner and 

corner columns and the beams are divided into 2 groups; outer and inner beams. The grouping 

is done in such a way that starting from the ground floor, every three adjacent storeys have the 

same section for its members while the last floor is a stand-alone i.e. not grouped with other 

floors. This leads to a total number of 20 groups. The frame is subject to both gravity loads and 

lateral loads. The gravity load for the inner floor beams is 20kN/m while for outer floor beam 

is 10 kN/m. That for the roof beams is 15 kN/m and 7.5 kN/m respectively for inner and outer 

beams. The bases of the frame are fixed.  

Kaveh and Talatahari used the Charged System Search (CSS) for the optimisation while 

Talatahari et al used the Eagle Strategy with Differential Evolution (ES-DE). Only HSA is used 

in this study due to the high number of groups with lower capacity computer which led to 

longer time for computation. The parameters used for the HSA algorithm are: 500 iterations 

and 400 HMS, 0.35 BW, 0.85 HMCR and 0.35 PAR. Both journals based the constraints on 

AISC-LFRD while this study used EC 2.  

The results of the optimisation showing weight, iterations required and set, as well as sections 

for the members are presented in Table 5.5, where the difference between current solution and 

the literature is illustrated in Figure 5-12. The lightest frame is observed to be obtained by this 

study while the heaviest frame was obtained by Kaveh using CSS. The percentage difference 

is over 2%. It is also observed that the number of iterations required for the HSA in this case 

is up to 390 as against previous computations of the algorithm in this study. It thus shows that 

the algorithm can effectively handle problems with varying level of complexity. 
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Figure 5-11: Ten-story rigid steel structure 

Top View, the numbers refer 

to column and beam numbers 
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Table 5.5: The optimum solutions obtained by current study, (Kaveh and Talatahari, 2012) and (Talatahari 

et al, 2015). 

 

 

Figure 5-12: Search history for Ten-storey structure 
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5.4 Summary 

This chapter demonstrate the efficiency of the developed algorithms in solving simple-to-

complex steel frames. Both two-dimensional and three-dimensional moment resisting steel 

frames were presented. The frames were checked against previous studies. The results obtained 

showed the good performance of the algorithms, with HSA almost superseding all other 

algorithms compared. The others also performed well in providing results that are very close 

to the global optimum. Although varying design standards were used by the previous authors, 

the comparability of the result signifies a working algorithm. 
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CHAPTER SIX. NUMERICAL EXAMPLES 

6.1 Introduction 

This chapter presents several examples of 2D and 3D modelling of steel structures where single 

and multi-objective optimisations were carried out. The algorithms were first tested on 2D steel 

frames due to their simplicity. Three examples were carried out but only one is included in this 

chapter, while the other two are in presented in appendix-B. For the 2D frames, three objective 

functions were investigated, two as a single function which includes weight and embodied 

energy and one as a multi-objective (weight + embodied energy).  

Furthermore, three examples also presented for three-dimensional frames. In this case, the 

applied optimisation methods were tested for single and multi-objective problems, where the 

single objective was set as a minimum embodied energy and the multi-objective was set as a 

minimum of combined functions (weight + embodied energy). For three-dimensional 

optimisation of steel structures, the weight objective function was neglected, because of the 

linearity of weight with embodied energy functions. The optimisation was performed in 

MATLAB in which UKB and UKC sections are defined as the design variables.  

Conventional design for the above-mentioned examples were also done using MATLAB 

without implementing the optimisation techniques, where a random selection was done until 

all the design conditions were satisfied. This was carried out for value engineering of steel 

structures with state-of-the-art optimisation techniques. 

6.2 Two-Dimensional Steel Framed Structures 

The efficiency of the proposed optimisation methods for two-dimensional frames was verified 

with three numerical examples. They are three storey, six storey and nine storey moment 

resisting frames. A similar loading arrangement was adopted for the three examples. The 

frames were assumed to be for residential purposes and thus have the sum of the variable and 

permanent action as 28.5kN/m for floor beams and 12.375kN/m for roof beams. The wind 

action applied in one direction parallel to the frame is 3.75kN/m. The permanent, variable and 

wind actions were factored by 1.35, 1.5 and 0.75 respectively.  A better description of the 
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loading arrangement will be stated in the example below. The results for the remaining two 

examples are presented in appendix B. 

6.2.1 Numerical examples 

6.2.1.1 Three-storey, three-bay frame 

The frame represented in Figure 6-1 is a three-storey three-bay steel frame consisting of 21 

members and 16 joints. The frame layout, member groupings, dimensions, loading and base 

supports of the moment frames are also represented in the figure 6-1. The base supports are 

observed to be rigid. From figure 6-1, it is observed that there are 4 independent groupings of 

the members; group A represents the exterior columns, B for the interior columns, C for the 

floor beams and D for roof beams. The grouping gives the columns a length of 9m from ground 

to roof. The beams are of 10m span each. 

 

Figure 6-1: Representation of the layout and loading of the three-storey frame  

1- Weight function: 

For the genetic algorithm adopted for the weight function, the population size was set to 100, 

number of generations to 100, elite counts also to 100 and the cross over function as 0.7 after 

many trials. The trial range for both population and generation size was from 50-200. Both 

were fixed when the minimum weight found became constant. The stochastic nature of GA 

means slightly different result are expected for each run as randomly generated population are 
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used. As such, running the program multiple times is expected to build confidence in the result. 

Therefore, the result shown in the table below were adopted after 4 runs.  

The parameters for PSO were set to 100 iterations and 150 swarm size. The algorithm was also 

run multiple times to obtain the global optimum. The results after 3 runs were adopted. 

In addition, parameters for HSA were also tried and set when the best were found. The harmony 

memory size (HMS) was set to 200 and the number of cycles to 100. Its crossover probability 

and mutation probability was set to 0.7 and 0.08 respectively after a trial range of 0.5- 0.9. The 

HMCR, BW and PAR are respectively 0.8, 0.3 and 0.3. The results were obtained after 5 runs. 

Figure 6-2 illustrates the search history for the optimum weight for the three algorithms. The 

optimum search converged at 45 generations for GA. Although, the 100 maximum generations 

that was set was not reached, this is however better as it ensures that the best combinations of 

the variables were investigated. The optimum solution for PSO converged at 19 iterations while 

HSA converged at 15 iterations. The first to become stable was HSA.  

Table 6.1 below present the value of the minimum weight and the corresponding values of all 

other functions considered with the time for finding the best and total time used for the 

optimisation. The optimum weight obtained by the three algorithms are very close with PSO 

and GA obtaining the same result. The least weight is found to be 49.7kN by HSA in 8 secs. 

The optimum weight obtained by GA and PSO is 50.25kN. While PSO obtained the best in 13 

secs, GA used 24 secs.  
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Figure 6-2: Comparison of Search history between GA, HSA and PSO for the three-storey frame (W-

objective function) 

Table 6.1: Optimisation output for the three-storey frame (W-objective function) 

 

2- Embodied Energy objective function: 

In the case of the embodied energy function, the same parameters were used as that of the 

weight function. That is, 100 were set for the population and generations of the genetic 

algorithm as well as 100 elite counts and 0.7 cross over function. PSO also had 100 and 150 

iterations and swarm size respectively. HSA had 200 HMS, 100 iterations, 0.8 HMCR, 0.3 BW 

and 0.3 PAR. All algorithms were run multiple times and the results that gave the minimum 

value for each algorithm were picked. 

GA PSO HSA .

Column (1) 152 x 152 x 37 152 x 152 x 37 203 x 203 x 46

Column (2) 152 x 152 x 37 152 x 152 x 37 152 x 152 x 30

Beam (3) 406 x 140 x 46 406 x 140 x 46 356 x 171 x 45

Beam (4) 254 x 146 x 31 254 x 146 x 31 203 x 133 x 30

Total optimum weight of the structure (kN) 50.25 50.25 49.70

Total optimum Embodied Energy of the structure (MJ) 119715 119715 108583

Total optimum Embodied Carbon of the structure (kgCO2e) 8734 8734 8641

Total cost of the structure (£) 9606.10 9606.10 9587.50

Number of iteration for best result 45 19 15

Time of finding the best (sec) 24 13 8

Time of running (sec) 51 25 52

Element
Section
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Figure 6-3: Comparison of Search history between GA, HSA and PSO for the three-storey frame (EE-

objective function) 

Table 6.2: Optimisation output for the three-storey frame (EE-objective function) 

 

Figure 6-3 illustrates the search history for the optimum weight for the three algorithms. The 

optimum search converged at 36 generations for GA, again not reaching the maximum iteration 

size set. The optimum solution for PSO converged at 28 iterations while HSA converged at 21 

iterations. HSA was again the first to become stable. 

Table 6.2 below present the value of the minimum weight and the corresponding values of all 

other functions considered with the time for finding the best and total time used for the 

optimisation. The optimum weight obtained by the three algorithms are very close, with PSO 

and GA obtaining the same result. The least weight is found to be 49.7kN by HSA in 10 secs. 

GA PSO HSA .

Column (1) 152 x 152 x 37 152 x 152 x 37 203 x 203 x 46

Column (2) 152 x 152 x 37 152 x 152 x 37 152 x 152 x 30

Beam (3) 406 x 140 x 46 406 x 140 x 46 356 x 171 x 45

Beam (4) 254 x 146 x 31 254 x 146 x 31 203 x 133 x 30

Total optimum weight of the structure (kN) 50.25 50.25 49.70

Total optimum Embodied Energy of the structure (MJ) 119715 119715 108583

Total optimum Embodied Carbon of the structure (kgCO2e) 8734 8734 8641

Total cost of the structure (£) 9606.10 9606.10 9587.50

Number of iteration for best result 36 28 21

Time of finding the best (sec) 20 13 10

Time of running (sec) 47 21 46

Element
Section
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The optimum weight obtained by GA and PSO is 50.25 kN.While PSO obtained the best in 13 

secs, GA used 20 secs.  

3- Multi objective function: 

The parameters used for the multi-objective differed from the single objectives functions. The 

genetic algorithm had 200 iterations and 150 population size. The cross over function and elite 

count remain 0.7 and 100 respectively. The iteration and swarm size set for PSO were 150 

each. HSA had 200 HMS, 200 iterations, 0.85 HMCR, 0.3 BW and 0.3 PAR. Its crossover 

probability was 0.72 while the mutation probability was 0.08. The trial range for all iterations 

and generation size was 100-300. All algorithms were run multiple times and the results that 

gave the minimum value for each algorithm were picked. GA required 5 runs, PSO used 7 runs 

and HSA was 6 runs. 

 

Figure 6-4: Comparison of Search history between GA, HSA and PSO for the three-storey frame (Multi-

objective function) 
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Table 6.3: Optimisation output for the three-storey frame (Multi-objective function) 

 

Figure 6-4 illustrates the search history for the optimum weight for the three algorithms. The 

optimum search converged at 5 generations for GA, which is just a fraction of the maximum 

set. The optimum solution for PSO converged at 41 iterations while HSA converged at 17 

iterations. 

Table 6.3 presents the value of the minimum weight and the corresponding values of all other 

functions considered with the time for finding the best and total time used for the optimisation. 

The optimum weight obtained by the three algorithms are close. The least weight is found to 

be 50.2kN by HSA in 11 secs. The optimum weight obtained by PSO is 52.8 kN in 35 secs 

while GA obtained the highest weight of 54.9 in 3 secs. 

GA PSO HSA .

Column (1) 254 x 254 x 73 203 x 203 x 46 152 x 152 x 37

Column (2) 203 x 203 x 52 152 x 152 x 44 152 x 152 x 37

Beam (3) 406 x 140 x 39 406 x 140 x 46 406 x 140 x 46

Beam (4) 203 x 133 x 30 203 x 133 x 30 254 x 146 x 31

Total optimum weight of the structure (kN) 54.9 52.8 50.2

Total optimum Embodied Energy of the structure (MJ) 119853 115190 109715

Total optimum Embodied Carbon of the structure (kgCO2e) 9543 9174 8734

Total cost of the structure (£) 10433.9 9940.1 9606.1

Number of iteration for best result 5 41 17

Time of finding the best (sec) 3 35 11

Time of running (sec) 30 94 94

Element
Section
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4- Discussion:  

 

Figure 6-5: Schematic representation of the difference in weight among the three objective functions 

The optimum weight obtained by the algorithms for all the three functions investigated are 

represented in Figure 6-5. It is observed that all three algorithms got the same result for single 

objectives. HSA was able to perform close to the single objectives but GA and PSO obtained 

results that are a bit further away. Overall, HSA obtained the lowest result all through. PSO 

and GA performed in the same manner for single objectives but PSO was better for 

multiobjective function.  
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Figure 6-6: Running time average for the three algorithms for the three objective functions. 

Figure 6-6 represents the total running time needed by each algorithm for the optimisation. It 

is observed that embodied energy optimisation was faster for the algorithms than weight 

optimisation. PSO required the least time for the embodied energy optimisation while HSA 

used the longest time. While PSO and HSA required more time for multi-objective 

optimisation, GA was faster than its single objective optimisations. It is also observed that HSA 

and PSO used the same running time for the multi-objective. It can be concluded from here 

that GA is the fastest for multi-objective optimisation while PSO is the fastest for single-

objective optimisation. 

6.3 Three-Dimensional Steel Framed Structures 

For the three-dimensional optimisation, three examples were also used to verify the algorithms 

viz: three-storey, six-storey and nine-storey frames. The plan area of the frames is 30mx30m 

in x and y direction. The height of the ground floor is 4m while that of the other floors is 3m. 

Similar loading arrangement was adopted for the three examples. The permanent action for 

both floor and roof beams were taken as 5kN/m2, the imposed action for the floor beams and 

roof beams respectively is 2kN/m2 and 0.6kN/m2. The wind action uniformly applied parallel 

to the frame in one direction is 4.5kN/m. The permanent, variable and wind actions were 

factored based on EC-3 using 1.35, 1.5 and 0.75 respectively. The base of the frames is assumed 

to be fixed. A better description of the loading arrangement will be given in each example. 
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As mentioned in section 6.1, due to the linearity of weight with embodied energy functions, 

the weight objective function was neglected. The single objective function was set as a 

minimum embodied energy and the multi-objective was set as a minimum of combined 

functions (weight + embodied energy). 

6.3.1 Three-bay three-story steel structure 

Figure 6-7 designates a three-storey space frame consisting of 120 members and 64 joints. The 

frame layout, member groupings, loading and base support of the moment frame are also 

represented. From the figure, it is observed that there are 4 independent groupings of the 

members; group A represents the exterior columns, B for the interior columns, C for the floor 

beams and D for roof beams. Each column thus has a height of 10m and the beams of 10m 

span. 

 

Figure 6-7: Representation of the layout and loading of the three-storey structure  

1- Embodied objective function: 

Figure 6-8 shows the search history for embodied energy for the three optimisation algorithms. 

The figure was obtained after a number of runs for each algorithm. The parameters used for 

GA are: 100 generation size, 150 population, 100 Elite counts and 0.7 cross over function. For 
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PSO, the iteration size was also 100 while the swarm size was set to 200. Lastly, HSA was set 

to 100 iterations and 200 harmony memory (HMS). The other parameters for HSA were: 0.85 

for HMCR, 0.3 for PAR and 0.3 also for BW. The parameters were set after many trials on the 

algorithms. The parameters that gave the best result were then selected. From the search 

history, it can be observed that the first to reach its optimum was PSO while GA and HSA 

required more iterations to reach the optimum.  

Table 6.4 gives the result of the optimum values obtained by each algorithm for the weight, 

embodied energy, cost and embodied carbon. It also describes the number of iteration required, 

the time at which the optimum is found and the total time required for the optimisation. The 

lowest result for EE produced here is 742GJ by HSA while PSO obtained the highest 759GJ 

when considering the optimisation algorithms alone. The least weight obtained by HSA is 

341.57kN. While PSO required the least iterations (21) as well as time for running (56 secs), 

HSA consumed more time for running and time of finding the best. HSA converged after 33 

cycles. GA happens to hold the middle of the spectrum of the three algorithms in terms of the 

obtained value and time required, however, it required the highest iteration size (46) before 

becoming stable.  

 

Figure 6-8: Comparison of Search history between GA, PSO and HSA for the three-storey structure (EE-

objective function) 
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Table 6.4: Optimisation output for the three-storey structure (EE-objective function) 

 

2- Multi-objective function: 

Figure 6-9 gives the comparison of the convergence history for the multi-objective optimisation 

of the frame using the three algorithms and conventional design. The parameters used by each 

algorithm for the multi-objective optimisation after many trials are given below: 

GA: 160 generation size, 150 population, 100 Elite counts and 0.75 cross over function;  

PSO: 120 iteration size and 200 swarm size; 

HSA: 180 iteration, 200 harmony memory size, 0.85 for HMCR, 0.3 for PAR and 0.3 for BW. 

Since these were the parameters that gave the desirable result, It therefore means that all of the 

algorithms performed better with an increase in the iteration size as against that used in the 

single objective functions.  

From the search history represented in Figure 6-9, the lowest values were obtained by HSA, 

while GA obtained the highest values among the three algorithms. All the values obtained were 

far lesser than that by conventional design. HSA started off from the highest values while PSO 

started off quite close to the optimum values. However, HSA was still able to adequately search 

the space to obtain the lowest. GA also started off at the intermediate point but could not obtain 

the global optimum before terminating. 

From Table 6.5, the least EE obtained was 742GJ and was by HSA after 38 iterations. PSO 

produced 760GJ after 35 iterations and GA obtained 794GJ after 11 iterations. The least weight 

is 341.57kN. It is observed that GA used the least iteration number while HSA required the 

GA PSO HSA .

Column (1) 254 x 254 x 73 356 x 368 x 129 305 x 305 x 97

Column (2) 356 x 368 x 129 305 x 305 x 97 356 x 368 x 129

Beam (3) 305 x 165 x 40 305 x 165 x 46 305 x 165 x 40

Beam (4) 305 x 165 x 46 203 x 133 x 25 254 x 146 x 31

Total optimum weight of the structure (kN) 344.13 349.63 341.57

Total optimum Embodied Energy of the structure (MJ) 747.884X10^3 759.119X10^3 742.379X10^3

Total optimum Embodied Carbon of the structure (kgCO2e) 59.666X10^3 60.590X10^3 59.224X10^3

Total cost of the structure (£) 61659.7 60470.6 61270.6

Number of iteration for best result 46 21 33

Time of finding the best (sec) 35.34 30.42 47.53

Time of running (sec) 73 56 144
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highest. Even though PSO started off close to the optimum values, it still required more time 

for finding the best and even longer total running time.Furthermore, GA gave the highest values 

for all the parameters, it however required the lowest time among the algorithms.  

 

Figure 6-9: Comparison of Search history between GA, PSO and HSA for the three-storey structure 

(Multi-objective function) 

Table 6.5: Optimisation output for the three-storey structure (Multi-objective function) 

 

PSO start

PSO best

HAS start

GA start

HSA best

GA best

GA PSO HSA .

Column (1) 356 x 368 x 177 254 x 254 x 89 305 x 305 x 97

Column (2) 254 x 254 x 73 356 x 368 x 129 356 x 368 x 129

Beam (3) 356 x 171 x 45 305 x 165 x 46 305 x 165 x 40

Beam (4) 203 x 133 x 25 203 x 133 x 30 254 x 146 x 31

Total optimum weight of the structure (kN) 365.82 350.29 341.57

Total optimum Embodied Energy of the structure (MJ) 793703 760049 742379

Total optimum Embodied Carbon of the structure (kgCO2e) 63372 60683 59224

Total cost of the structure (£) 63967.2 61313.7 61270.6

Number of iteration for best result 11 35 38

Time of finding the best (sec) 31.42 152.29 56.46

Time of running (sec) 260 839 283
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3- Discussion: 

 

Figure 6-10: Comparison of minimum weight between GA, PSO, HSA and manual for 3 story structure 

among the two objective functions 

Figure 6-10 is a representation of the minimum weight obtained from each objective function 

minimization using the three algorithms. From the display, only HSA obtained the same result 

for the multi-objective and EE objective function. PSO also got a very similar result while the 

result for GA shows a lower value from EE optimisation.  

The closest and almost similar results obtained by both HSA and PSO respectively suggest the 

adequacy of the algorithm in multiobjective optimisation and denote a shortcoming for GA. 

Although, an even lower value would have been better for the multiobjective optimisation since 

a trade-off was being envisaged by adopting multiobjective function. However, this result can 

be linked almost to the total dependence of the embodied energy function on weight. 
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Figure 6-11: Running time average for the three algorithms for the three optimisation methods. 

The average running time for the algorithms for the two objective functions optimisation is 

denoted by Figure 6-11. The longest running time recorded for multi-objective optimisation is 

14 minutes which is by PSO. The longest for the single objective is 2.4 mins by HSA. From 

the figure, it can be deduced that the modus operandi of the algorithms differs between the 

single and multi-objective optimisation. PSO is faster than the other two when computing 

single objective optimisation but the slowest for multi-objective optimisation. GA was able to 

obtain its results in less than 4.5mins although the distance between the single and multi-

objective is upto 3mins. HSA on the other hand has its single objective running time just above 

2mins and multi-objective function running time above 4.5mins but less than 5mins. However, 

it has the difference between the single and multi-objective to be about 2mins.  The longer time 

required by each algorithm for multi-objective optimisation confirms that in order for the 

algorithm to obtain the best trade-off, more rigorous search is required i.e. it needs to properly 

search the design space, and thus requiring more iteration size and time.  Comparing using the 

population size used by the algorithms too may give another reason as to why some are faster. 

GA has the lowest population size while the other two are the same. It thus suggests that the 

size of the population can be a contributory factor to the time used. 

6.3.2 Three-bay six-storey steel structure 

Figure 6-12 designates a six storey space frame consisting of 240 members and 112 joints. The 

frame layout, member groupings, loading and base support of the moment frame are also 

represented. From the figure, it is observed that there are 6 independent groupings of the 

members; group 1 represents the exterior columns in the first three storey; group 2 represents 



Chapter 6  Numerical Examples 

 

153 | P a g e  

 

the exterior columns for the upper three floors; Group 3 for the interior columns in the first 

three floors; Group 4 for exterior columns in the upper three floors; 5 for the floor beams and 

6 for roof beams.  

 

Figure 6-12: Representation of the layout ad loading of the six-storey structure  

1- Embodied Energy objective function: 

Figure 6-13 shows the search history for embodied energy for the three optimisation algorithm. 

The figure was obtained after a number of runs for each algorithm. The parameters used for 

GA are: 200 generation size, 200 population, 100 Elite counts and 0.75 cross over function. 

For PSO, the iteration size was also set to 200 while the swarm size was set to 200. And lastly, 

HSA also had 200 iteration and 200 population size. The other parameters for HSA were: 0.85 
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for HMCR, 0.3 for PAR and 0.3 also for BW. From the search history, it can be observed that 

the first to reach its optimum was PSO while GA and HSA required more iterations to reach 

the optimum.  

Table 6.6 gives the result of the optimum values obtained by each algorithm for the weight, 

embodied energy, cost and embodied carbon.It also describes the number of iteration required, 

the time at which the optimum is found and the total time required for the optimisation. The 

lowest result for EE produced here is 2651GJ by HSA at 44 iterations while PSO obtained the 

highest value of 2785GJ when considering the optimisation algorithms alone. While PSO 

required the least iterations (37) as well as time for running (47 secs), HSA consumed more 

time for running. GA happens to hold the middle of the spectrum of the three algorithms in 

terms of the obtained value and total time required, however, it required the highest iteration 

size (46) and used more time in finding the best before becoming stable. The least weight 

obtained by the EE function is 1226.56 kN. 

 

Figure 6-13: Comparison of Search history between GA, PSO and HSA for the six-storey structure (EE-

objective function) 
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Table 6.6: Optimisation output for the six-storey structure (EE-objective function) 

 

2- Multi-objective function: 

Figure 6-14 gives the comparison of the convergence history for the multi-objective 

optimisation of the frame using the three algorithms and conventional design. The necessary 

parameters were set after setting different parameters as trials for each algorithm. The 

parameters used by each algorithm for the multi objective optimisation are; 

GA: 200 generation size, 250 population, 100 Elite counts and 0.8 cross over function;  

PSO: 200 iteration size and 200 swarm size; 

HSA: had 200 iteration, 300 population size, 0.85 for HMCR, 0.3 for PAR and 0.3 also for BW 

It is observed that an increase in the parameters used for the single ojetive function works better 

for GA while HSA requried an increase in the HMS.  

The lowest values as observed from the figure were obtained by HSA, while GA obtained the 

highest values among the three algorithms. All the values obtained were far lesser than that by 

conventional design. HSA started off from the highest values while PSO and GA started off at 

the intermediate values.  However, HSA was still able to adequately search the space to obtain 

the lowest while GA could not obtain the global optimum before terminating. 

Table 6.7 depicts all the values of the functions studied as well as the time and iterations used. 

The highest EE and weight from the table considering the algorithms only are 2961GJ and 

1374kN by GA. HSA obtained the lowest EE and weight as 2651GJ and 1226.56kN. From the 

GA PSO HSA .

Column (1) 356 x 368 x 153 356 x 406 x 235 305 x 305 x 97

Column (2) 254 x 254 x 73 305 x 305 x 97 203 x 203 x 71

Column (3) 356 x 368 x 202 305 x 305 x 158 356 x 368 x 153

Column (4) 254 x 254 x 73 305 x 305 x 97 203 x 203 x 71

Beam (5) 610 x 229 x 113 610 x 229 x 113 686 x 254 x 125

Beam (6) 254 x 102 x 28 152 x 89 x 16 152 x 89 x 16

Total optimum weight of the structure (kN) 1243.46 1290.74 1226.56

Total optimum Embodied Energy of the structure (MJ) 2685573 2785655 2651043

Total optimum Embodied Carbon of the structure (kgCO2e) 214897 222984 212059

Total cost of the structure (£) 202883.70 208187.90 202452.00

Number of iteration for best result 71 37 44

Time of finding the best (sec) 172.48 31.56 148.48

Time of running (sec) 243 47 337
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table, PSO used the least iteration number of 13 while HSA required the highest (49). Even 

though PSO started off close to the optimum values, it still required more time for finding the 

best (153.96secs) and even longer total running time (1015secs). Furthermore, GA gave the 

highest values for all the functions, it however required the lowest time (108.47secs) among 

the algorithms.  

 

Figure 6-14: Comparison of Search history between GA, PSO and HSA for the six-storey structure (Multi-

objective function) 

Table 6.7: Optimisation output for the six-storey structure (Multi-objective function) 

 

HAS start

HSA best

GA start PSO start

GA best

PSO best

GA PSO HSA .

Column (1) 356 x 368 x 129 305 x 305 x 97 305 x 305 x 97

Column (2) 254 x 254 x 73 203 x 203 x 71 203 x 203 x 71

Column (3) 356 x 406 x 467 356 x 368 x 153 356 x 368 x 153

Column (4) 305 x 305 x 97 305 x 305 x 118 203 x 203 x 71

Beam (5) 533 x 210 x 101 686 x 254 x 125 686 x 254 x 125

Beam (6) 356 x 127 x 33 254 x 102 x 25 152 x 89 x 16

Total optimum weight of the structure (kN) 1374.06 1273.58 1226.56

Total optimum Embodied Energy of the structure (MJ) 2961260 2752523 2651043

Total optimum Embodied Carbon of the structure (kgCO2e) 237204 220181 212059

Total cost of the structure (£) 216610.30 210047.40 202452.00

Number of iteration for best result 15 13 49

Time of finding the best (sec) 108.47 153.96 171.78

Time of running (sec) 685 1015 343
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3- Comparison 

Figure 6-15 is a representation of the minimum weight obtained from each objective function 

minimization using the three algorithms. From the display, only HSA obtained the same result 

for multiobjective and EE objective functions. PSO also got a close result while the result for 

GA shows a wide gap between the two objective functions.  

While the single objective function in GA obtained a lesser result, PSO obtained a better result 

in its multiobjective algorithm. This further shows that PSO can be better suited for 

multiobjective function than single objective function.  

 

Figure 6-15: Schematic representation of the difference in weight among the three objective functions 

The average running time for the algorithms for the two objective functions optimisation is 

denoted by Figure 6-16. The longest running time recorded for multi-objective optimisation is 

17 minutes which is by PSO. The longest for single objective is 5.6 mins by HSA. From the 

figure, it can be deduced that the modus operandi of the algorithms differs between the single 

and multi-objective optimisation. PSO is faster than the other two when computing single 

objective optimisation but the slowest for multi-objective optimisation. GA required 11 mins 

for its multi-objective function and 4 mins for single objective denoting a difference of 6mins. 

However, HSA has both algorithms using almost the same time (about 6mins).  The longer 

time required by each algorithm for multi-objective optimisation confirms that in order for the 
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algorithm to obtain the best trade-off, more rigorous search is required i.e. it needs to properly 

search the design space, and thus requiring more iteration size and time.  Considering the 

population size for effect on time, the increase in the population for the multi-objective function 

might have affected multi objective for GA but no real effect is observed for HSA. However, 

the same population is used for PSO but a difference of 16mins was observed. Furthermore, 

PSO had the lowest population size for the multi-objective function across all the three 

algorithms while the same population was used for the single objective functions. However, 

PSO was the slowest among the multi-objective function and the fastest for the single. 

Therefore, population size may be disregarded in relation to time used for running for PSO and 

HSA but may be a factor for GA.  

 

Figure 6-16: Running time average for the three algorithms for the three objective functions. 

6.3.3 Three-bay nine-storey steel structure 

Figure 6-17 describes the frame layout, member groupings, loadings and supports of a nine-

storey three-bay space frame consisting. The frame consists of 360 members and 160 joints. 

From the figure, it is observed that there are 8 independent groupings of the members; group 1 

represents the exterior columns in the first three storeys; Group 2 for the interior columns in 

the first three floors; group 3 represents the exterior columns for the middle three floors; Group 

4 for the interior columns in the middle three storeys; Group 5 for the exterior columns in the 

upper three floors; Group 6 for the interior columns in the upper three floors; group 7 for the 

floor beams and group 8 for roof beams.  
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Figure 6-17: Representation of the layout and loading of the six-storey structure  
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1- Embodied Energy objective function: 

Figure 6-18 shows the search history for embodied energy for the three optimisation algorithms 

and that for the conventional design. The figure was obtained after several runs for each 

algorithm. The parameters used for the algorithms are selected after many trials. The 

parameters used for GA are: 250 generation size, 250 population, 100 Elite counts and 0.8 cross 

over function. For PSO, the iteration size was also 200 while the swarm size was set to 250. 

And lastly, HSA had 250 iterations and 300 population size. The other parameters for HSA 

were: 0.85 for HMCR, 0.35 for PAR and 0.35 also for BW. From the search history, it can be 

observed that the first to reach its optimum was PSO followed by HSA and then GA.  

Table 6.8 gives the result of the optimum values obtained by each algorithm for the weight, 

embodied energy, cost and embodied carbon. It also describes the number of iteration required, 

the time at which the optimum is found and the total time required for the optimisation. The 

lowest result for EE produced here is 4674GJ by HSA while PSO obtained the highest value 

of 4869GJ when considering the optimisation algorithms alone. While PSO required the least 

iterations (49) as well as time for running (86 secs), HSA consumed more time for running 

(623secs) at 61 iterations. GA happens to hold the middle of the spectrum of the three 

algorithms in terms of the obtained value and total time required, however, it required the 

highest iteration size (46) and used more time in finding the best before becoming stable. The 

least weight obtained is 2167.9kN.  
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Figure 6-18: Comparison of Search history between GA, PSO and HSA for the nine-storey structure (EE-

objective function) 

Table 6.8: Optimisation output for the nine-storey structure (EE-objective function) 

 

2- Multiobjective function: 

Figure 6-19 gives the comparison of the convergence history for the multi-objective 

optimisation of the frame using the three algorithms and conventional design. The parameters 

used by each algorithm for the multi-objective optimisation after many trials were; 

GA PSO HSA .

Column (1) 254 x 254 x 89 356 x 368 x 129 305 x 305 x 118

Column (2) 356 x 368 x 129 356 x 368 x 129 356 x 368 x 129

Column (3) 305 x 305 x 97 305 x 305 x 97 254 x 254 x 73

Column (4) 305 x 305 x 97 254 x 254 x 89 305 x 305 x 97

Column (5) 254 x 254 x 107 356 x 368 x 129 203 x 203 x 71

Column (6) 254 x 254 x 73 254 x 254 x 73 254 x 254 x 73

Beam (7) 533 x 312 x 151 610 x 305 x 149 610 x 305 x 149

Beam (8) 178 x 102 x 19 356 x 127 x 33 178 x 102 x 19

Total optimum weight of the structure (kN) 2210.39 2256.61 2174.29

Total optimum Embodied Energy of the structure (MJ) 4766014 4869439 4691425

Total optimum Embodied Carbon of the structure (kgCO2e) 381678 389815 375579

Number of iteration for best result 91 49 61

Total cost of the structure (£) 351270.40 363076.10 349381.70

Time of finding the best (sec) 386.37 62.70 379.91

Time of running (sec) 425 86 623
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GA: 250 generation size, 300 population, 100 Elite counts and 0.8 cross over function;  

PSO: 200 iteration size and 250 swarm size;  

HSA: 300 iteration, 300 population size, 0.85 for HMCR, 0.35 for PAR and 0.35 for BW.  

The difference observed from that of single objective is the increase in  population size for GA 

and HSA. The convergence history shows that HSA obtained the lowest values while GA 

obtained the highest values.  All the values obtained were lesser than that by conventional 

design.  

From Table 6.9, the least EE and weight was 4674GJ and 2167.9kN. PSO obtained EE of 

5295GJ while GA obtained EE of 5835GJ. While PSO and GA used very little iterations (7 

and 10 respectively), HSA used a great deal of iterations (82). It however produced the least 

values with GA producing the highest values using the minimum time. The higher values 

obtained by the other two algorithms with small iteration size suggest that the algorithms got 

trapped in a local minimum and thus could not find the best function value.  

 

Figure 6-19: Comparison of Search history between GA, PSO and HSA for the nine-storey structure 

(Multi-objective function) 

GA start

PSO start

HSA start

GA best

HSA best

PSO best
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Table 6.9: Optimisation output for the nine-storey structure (Multi-objective function) 

 

3- Comparison 

Figure 6-20 is a representation of the minimum weight obtained from each objective function 

minimization using the three algorithms and conventional design. From the display, only HSA 

obtained the same result for the multiobjective and EE objective functions. PSO and GA 

obtained values in the single objective function that are greater than that by the multiobjective 

function.  

 

Figure 6-20: Schematic representation of the difference in weight among the three objective functions for 

nine storey frame 

GA PSO HSA .

Column (1) 356 x 368 x 129 356 x 368 x 129 305 x 305 x 97

Column (2) 356 x 406 x 509 305 x 305 x 283 356 x 368 x 129

Column (3) 254 x 254 x 107 203 x 203 x 127 254 x 254 x 73

Column (4) 356 x 368 x 202 254 x 254 x 132 254 x 254 x 89

Column (5) 305 x 305 x 137 203 x 203 x 127 203 x 203 x 71

Column (6) 305 x 305 x 97 254 x 254 x 89 254 x 254 x 73

Beam (7) 610 x 305 x 149 533 x 312 x 151 533 x 312 x 151

Beam (8) 457 x 152 x 60 356 x 127 x 33 178 x 102 x 19

Total optimum weight of the structure (kN) 2710.59 2459.26 2167.9

Total optimum Embodied Energy of the structure (MJ) 5835221 5294877 4674963

Total optimum Embodied Carbon of the structure (kgCO2e) 467663 424331 374365

Number of iteration for best result 10 7 82

Total cost of the structure (£) 419717.5 381629.3 345183.7

Time of finding the best (sec) 58.13 108.66 256.65

Time of running (sec) 641 856 312
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Figure 6-21: Running time average for the three algorithms for the three objective functions for nine storey 

frames. 

The average running time for the algorithms for the two objective functions optimisation is 

denoted by Figure 6-21. The longest running time recorded for multi-objective optimisation is 

14 minutes which is by PSO. The longest for single objective is 10mins by HSA. From the 

figure, it can be deduced that the modus operandi of the algorithms differs between the single 

and multi-objective optimisation. PSO is faster than the other two when computing single 

objective optimisation but the slowest for multi-objective optimisation. GA required 11mins 

for its multi-objective function and 7mins for single objective denoting a difference of 4mins. 

However, HSA in this case has the single objective using more time than the multi-objective 

with a difference of 5mins. The longer time required by GA and PSO algorithms for multi-

objective optimisation suggests that in order for the algorithm to obtain the best trade-off, more 

rigorous search is required. However, the multi-objective functions here used lesser iterations 

for convergence. Considering the population size for effect on time, the increase in the 

population for the multi-objective function might have affected multi for GA but the reverse is 

the case for HSA. However, the same population is used for PSO but a difference of 13mins 

was observed. Furthermore, PSO had the lowest population size set for the multi-objective 

function across all the three algorithms while the same population was used for the single 

objective functions. However, PSO was the slowest for the multi and fastest for the single. 

Therefore, the correlation between population and time may only affect GA.  
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4- Discussion: 

 

Figure 6-22: Comparison of weight obtained by three algorithms across the examples 

Figure 6-22 depicts the difference in the weight obtained by each algorithm across the three 

examples. It shows the rate of increase in the values as we increase the problem size. From the 

foregoing discussion, it is evident that HSA is the most efficient of the three algorithms used 

in the study. Starting the comparison with the three storeys frame, GA and PSO algorithms 

respectively obtained results that are 1% and 2.4% above that of HSA. While in the 6 storeys 

frame the percentage difference increased to 1.4% and 5.2%. And lastly, that of 9 storey frame 

is 2% and 4.1% respectively for GA and PSO. It is observed that the difference between PSO 

and HSA is higher and much more pronounced in the 6 storey frame. However, the increase 

rate for GA is close together and the final increase is just 2%. This validates that the efficiency 

for GA is close to HSA for single objective optimisation.   

Comparing this result with that of past studies, a similar trend is observed. That is, HSA 

obtained values that were higher than GA. According to the study by Degertekin and 

Hayalioglu (2010), 8.6%, 18.3% and 11.2% difference was observed between GA and HSA 

for 10 storey, 7 storeys and 9 storeys frames respectively. Although the no of bays differs 

between the three frames. Saka (2008) also obtained 0.11% and 14% difference between GA 
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and HSA for 6 storey and 15 storey frames respectively. The result thus obtained here only 

further validates the efficiency of HSA over GA. 

In contrast, most studies comparing GA and PSO found PSO to be better in optimisation than 

GA. For instance, Mohammadi et al. (2019) concluded in their study through three examples 

that PSO was faster and better in convergence than GA in optimisation. This research thus 

discovered otherwise and found GA to be better in single optimisation. There are however not 

much studies on comparison of HSA and PSO for steel-framed structures. 

 

Figure 6-23: Comparison of weight obtained from multiobjective optimisation by the algorithms for the 

three examples 

In the case of the multiobjective optimisation Figure 6-23, the reverse is the case for GA and 

PSO. PSO obtained values that are closer to HSA with percentages of 2.6%, 3.8% and 13.4% 

resctively for the three frames. However, an obvious gap is observed for GA with percentage 

difference of 7.1%, 12% and 25% respectively. The increase rate for PSO between the three 

and 6 storey frame is quite close together while a very sharp increase is observed for the 9 

storey frame. The increase rate for GA are wide apart and even more for the 9 storey frame. It 

can be concluded that while PSO has a good efficiency when compared to HSA, the efficiency 

starts to reduce at more complex problems. It also follows that the efficiency of GA is reduced 

when using it for multiobjective optimisation with even less capacity for larger problems.  
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The efficiency of PSO for multiobjective optimisation matches that of Plevris et al. (2018) 

where both single and multi-objective optimisation were compared. They found the multi-

objective to give better results.  

 

 

Figure 6-24: Comparison in weight between single and multi-objective optimisation for the three 

algorithms across the three examples.  

Figure 6-24 describes the contrast in the optimum weight obtained in the two objective 

functions optimisation across the three frames by each algorithm. For HSA, no difference was 

observed across the three frames. That is, the algorithm obtained the same result for both single 

and multi-objective functions. PSO, on the other hand recorded, 0.2% difference for both 3 and 

6 storey frames while 9% difference was observed for the 9-storey frame. Finally, the 

difference recorded for GA was high starting from the simplest of the problems (6%) and kept 

up doubling until the most complex (23%). This result further reinstates what has been 

discussed earlier as regards the efficiency of GA and PSO for multi-objective optimisation. 

6.4 Analysis of life cycle assessment 

The results of the cost optimization and the corresponding cost distribution of the specified 

cost contributions, obtained for the selected parameters, are shown in Figure 6-25. The main 

contribution to the total cost of the steel structure is represented by the steel consumption 
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(61%), followed by the erection (21%) and painting costs (14%)  .The transportation costs (4%), 

where the distance travelled was considered as 100 km. The calculated overall costs per mass 

of the structure is 1.65 £/kg. 

 

Figure 6-25: Cost distribution as a result of cost optimization of six-storey, three-bay steel structure 

The life cycle assessment of embodied energy and carbon emissions, during the material 

manufacturing and construction phase, are illustrated in Figure 6-26. The results indicate that 

the energy consumption and carbon emissions in the material manufacturing stage accounts for 

91.5% and 93% of total embodied energy and carbon emissions, respectively. The proportion 

of the energy consumption and carbon emissions of painting (fire protection + corrosion 

protection) accounts for 2.5% and 1.6% of the total consumption and emissions, respectively. 

The erection phase was responsible for 4.8% and 4.2%, followed by the transportation phase, 

which only accounts for 1.2% of the total embodied energy and carbon emissions. 

 

Figure 6-26: Distribution of embodied energy and carbon sources, during the production and construction 

stages. 
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6.5 Summary: 

The optimum design of complex steel space frames can be a daunting task due to the presence 

of many non-linear constraints and discrete design variables. This chapter therefore proposed 

suitable algorithms that can effectively handle this task. Three common algorithms were used 

to investigate three numerical examples of steel space frames. These algorithms were initially 

validated for two-dimensional frames before proceeding to the 3-D frames. Comparisons of the 

algorithms for both single and multi-objective optimisation were carried out. The optimisation 

results included the time required, the minimum weight, embodied energy, embodied carbon 

and cost. The results obtained in all cases demonstrated that HSA was the most suitable for 

producing lighter designs as well as frames with low embodied energy. It was able to give the 

same result for its multi-objective and single objective optimisation. GA was closer to its 

efficiency for single objective optimisation while PSO works better for multi-objective 

optimisation. HSA is also fast enough for multi-objective optimisation. 
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CHAPTER SEVEN. PARAMETRIC STUDY 

7.1 Introduction 

This chapter involves an extensive analysis and discussion of the results obtained from a 

parametric study conducted considering only one objective function (embodied energy) and 

calculating the weight, cost and embodied carbon for three-dimensional 6 storey frames meant 

for different uses.  

The parametric analysis carried out in this research investigated the effect of imposed loading 

intensity, steel grade, and different bay spacing in both X and Z directions. The structure 

considered, has a fixed length of 30 m in both X and Z directions to give a plan area of 900 m2. 

The plan of the building for one of the bays arrangement is represented by Figure 7-1. The 

fixed and variable parameters set for the cases are given below in Table 7.1 and Table 7.2.  

The validation chapter preceding this chapter established the efficiency and robustness of HSA 

method above GA and PSO. As such, it was the only algorithm adopted for the parametric 

analysis. The parameters adopted for the optimal cases for each group are the same after proper 

checks. The iteration size and harmony memory size are respectively 200 and 300. The HMCR, 

PAR and BW are 0.8, 0.3 and 0.3 respectively.  
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        Figure 7-1: Layout and loading of the six-storey structure with (3X3) bay 

 

Group A B C D E F

Colour
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Table 7.1: Fixed parameters 
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Table 7.2: Variable parameters 

 

The total number of cases investigated is 60 and thus were divided into 6 groups. A brief 

explanation of the groupings is given as follows: 

Group 1: This group describes all the bay variations mentioned in Table 7.2 when the variable 

action is 2 kN/m2 and the steel grade is high strength steel (S355). 
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Group 2: This group describe the bay variations when an increase in load to 4 kN/m2 is used 

with a steel grade of S355. 

Group 3: A representation for all the bay variations subjected to 6 kN/m2 loading and steel 

grade of S355. 

Group 4: From here, a change in steel grade is investigated. The group describes all the bay 

variations mentioned in Table 7.2 when the variable action is 2 kN/m2 and the steel grade is 

mild steel (S275). 

Group 5: This group describes the bay variations when an increase in load to 4 kN/m2 is used 

with a steel grade of S275. 

Group 6: The group is a combination of all the bay variations subjected to 6 kN/m2 loading and 

steel grade of S275. 

Therefore, it is observed that there are three groups representing high strength steel and three 

groups for mild steel. Table 7.3 further highlights this.  

The bay variation mentioned in Table 7.2 is further explained as follows. The first number 

represents a number of bays in the X direction while the second number represents a number 

of bays in the Z direction. It should be noted that the span length for each direction is 

respectively 10m, 7.5m, 6m and 5m for 3, 4, 5 and 6 no of bays. For example: 

4X4 means 4 bays in both X and Z directions with 7.5 m span length of each bay.  

3X6 means 3 bays in the X direction and 6 bays in the Z direction with 10 m and 5 m span 

lengths respectively. 
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Table 7.3: Details for the groups classification  
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7.2 Parametric results 

The following section describes the result obtained for each group with figures of the search 

history and optimum values. For each group, the weight, embodied energy, embodied carbon 

and cost of the frames are given as well as the parameters per square metre (sqm).  

7.2.1 Group 1: Steel structures with grade (S355) subjected to variable action of 

2 kN/m2 

This section presents the optimum values for the low-intensity loading for the frame using steel 

grade S355. The low load intensity represents buildings intended for residential or light living. 

Table 7.4 highlights the optimum result obtained for weight, embodied energy, embodied 

carbon and cost. The time required for running the program and the parameters per square 

metre are also represented.  

Table 7.4: Case details and optimum results for group 1 

 

Figure 7-2 gives the schematic representation of the optimum embodied energy for each case 

studied under group 1. The optimal case which is the 6 bays in both X and Z direction was also 

represented. From the figure, the optimum case which is the 6X6 case has a value of 4490GJ 

while the highest (3X6) has 6426GJ as the optimum embodied energy. A percentage difference 

of 30% in energy savings can be observed.  
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Figure 7-2: Optimum embodied energy for group 1 

The search history for the optimum case in group 4 achieved in 4 runs is given by Figure 7-3. 

It can be observed that the search finally stabilized at 188 iteration size. 

 

Figure 7-3: Search history for the optimal case in group 1 

Table 7.5 shows the optimum UKB and UKC sections for the optimal case in group 1. This 

table also gives the expected total weight, cost, embodied energy and carbon of the structure. 

That is, considering all the frames that are expected in the structure altogether. The time for 

finding the best value as well as the total time taken to complete the algorithm is also given. 
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Table 7.5: Optimisation output for the optimal case in group 1  

 

7.2.2 Group 2: Steel structures with grade (S355) subjected to variable action of 

4 kN/m2 

This section presents the optimum values for the medium intensity loading for the frame using 

steel grade S355. The medium load intensity represents buildings intended for office use and 

the likes. Table 7.6 highlights the optimum result obtained for weight, embodied energy, 

embodied carbon and cost. The time required for running the program and the parameters per 

square metre are also represented.  

 

Column (A) 254 x 254 x 73

Column (B) 203 x 203 x 60

Column (C) 356 x 368 x 129

Column (D) 203 x 203 x 60

Beam (E) 356 x 171 x 57

Beam (F) 127 x 76 x 13

Total optimum weight of the structure (kN) 2070.04

Total optimum Embodied Energy of the structure (MJ) 4490696

Total optimum Embodied Carbon of the structure (kgCO2e) 358574

Total cost of the structure (£) 361340.10

Number of iteration for best result 188

Time of finding the best (sec) 1098

Time of running (sec) 1156

Element Optimum Result 
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Table 7.6: Case details and optimum results for group 2 

 

Figure 7-4 gives the schematic representation of the optimum embodied energy for each case 

studied under group 2. The optimal case which is the 6 bays in both directionS was also 

represented. From the figure, the optimal case has a value of 4604GJ while the highest (3X6) 

has 6662GJ as the optimum embodied energy. A percentage difference of 31% in energy 

savings can be observed.  

 

Figure 7-4: Optimum embodied energy for group 2 
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The search history for the optimum case in group 2 achieved in 5 runs is given by Figure 7-5. 

A stable search is observed at 179 iterations. 

 

Figure 7-5: Search history for the optimal case in group 2 

Table 7.7 shows the optimum UKB and UKC sections for the optimal case for group 2. Other 

parameters represented also include the total weight of the structure, total embodied energy 

total embodied carbon and cost. The time for both running and finding the best was also stated. 
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Table 7.7: Optimisation output for the optimal case in group 2  

 

7.2.3 Group 3: Steel structures with grade (S355) subjected to variable action of 

6 kN/m2 

This section presents the optimum values for the high-intensity loading for the frame using 

steel grade S355. The high load intensity represents buildings intended for commercial 

purposes like event halls or containing large crowds like library. Table 7.8 highlights the 

optimum result obtained for weight, embodied energy, embodied carbon and cost of the frame. 

The time required for running the program and the parameters per square metre are also 

represented.  

 

 

 

 

 

 

 

 

Column (A) 305 x 305 x 97

Column (B) 254 x 254 x 73

Column (C) 356 x 368 x 129

Column (D) 254 x 254 x 73

Beam (E) 305 x 165 x 54

Beam (F) 178 x 102 x 19

Total optimum weight of the structure (kN) 2123.33

Total optimum Embodied Energy of the structure (MJ) 4604218

Total optimum Embodied Carbon of the structure (kgCO2e) 367719

Total cost of the structure (£) 368168

Number of iteration for best result 179

Time of finding the best (sec) 1008

Time of running (sec) 1120

Element Optimum Result 
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Table 7.8: Case details and optimum results for group 3 

 

Figure 7-6 gives the schematic representation of the optimum embodied energy for each case 

studied under group 3. The optimal case which is the 6 bays in both X and Z direction has been 

highlighted. From the figure, the optimum case has a value of 4661GJ while the highest (3X3) 

has 6965GJ as the optimum embodied energy. A percentage difference of 33% in energy 

savings can be observed by just changing the bay arrangement.  

.  

Figure 7-6: Optimum embodied energy for group 3 
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The search history for the optimum case in group 3 achieved in 6 runs is given by Figure 7-7. 

The algorithm found the best at 189 iterations. 

 

Figure 7-7: Search history for the optimal case in group 3 

Table 7.9 shows the optimum UKB and UKC sections for the optimal case for group 1. Other 

parameters represented include the total weight of the structure, embodied energy, embodied 

carbon and cost. The required iterations, time of running and time of finding the best value was 

also given. 
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Table 7.9: Optimisation output for the optimal case in group 3  

 

7.2.4 Group 4: Steel structures with grade (S275) subjected to variable action of 

2 kN/m2 

This section presents the optimum values for the low-intensity loading for the frame using steel 

grade S275. The low load intensity represents buildings intended for residential or light living. 

Table 7.10 highlights the optimum result obtained for weight, embodied energy, embodied 

carbon and cost. The time required for running the program and the parameters per square 

metre are also represented.  

Table 7.10: Case details and optimum results for group 4 

 

Column (A) 305 x 305 x 97

Column (B) 254 x 254 x 73

Column (C) 356 x 368 x 129

Column (D) 254 x 254 x 73

Beam (E) 305 x 165 x 54

Beam (F) 254 x 102 x 25

Total optimum weight of the structure (kN) 2149.37

Total optimum Embodied Energy of the structure (MJ) 4460898

Total optimum Embodied Carbon of the structure (kgCO2e) 372237

Total cost of the structure (£) 372938

Number of iteration for best result 189

Time of finding the best (sec) 994

Time of running (sec) 1092

Element Optimum Result 

Case 

No

No of 

Bays in 

X-dirc

No of 

Bays in 

Z-dirc

 Weight 

(kN)

Embodied 

Energy 

(MJ)

Embodied 

carbon 

(kgCo2e)

Cost (£)

Time of 

running 

(sec)

 Weight 

per sqm 

(kN/m
2
)

Embodied 

Energy per 

sqm 

(MJ/m
2
)

Embodied 

carbon per 

sqm 

(kgCo2e/m
2
)

Cost per 

sqm 

(£/m
2
)

1 3 3 3049.4 6557968 525848 464223 228 0.565 1214.439 97.379 85.967

2 3 4 2904.4 6258453 501349 456894 360 0.538 1158.973 92.842 84.610

3 3 5 3010.2 6498139 520101 487311 499 0.557 1203.359 96.315 90.243

4 3 6 3091.0 6659680 533525 485200 844 0.572 1233.274 98.801 89.852

5 4 4 2754.4 5934908 475447 432809 593 0.510 1099.057 88.046 80.150

6 4 5 2599.0 5613079 449163 423785 704 0.481 1039.459 83.178 78.479

7 4 6 2560.6 5538531 442870 427586 936 0.474 1025.654 82.013 79.183

8 5 5 2429.2 5255816 420204 407462 1444 0.450 973.299 77.816 75.456

9 5 6 2246.2 4868255.3 388901.8 386540.6 950 0.416 901.529 72.019 71.582

10 6 6 2091.5 4533123 362122 360153 1087 0.387 839.467 67.060 66.695

Imposed action, Qk = 2kN/m
2
                                                                                              Steel grade S275

G
r
o

u
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Figure 7-8 gives the schematic representation of the optimum embodied energy for each case 

studied under group 4. The optimal case which is the 6 bays in both x and z direction has been 

highlighted. From the figure, the optimum case has a value of 4533GJ while the highest (3X6) 

has 6558GJ as the optimum embodied energy. A percentage difference of 31% in energy 

savings can be observed by just changing the bay arrangement. 

 

Figure 7-8: Optimum embodied energy for group 4 

The search history for the optimum case in group 4 achieved in 4 runs is given by Figure 7-9. 

It is observed from the figure that the best value was arrived at after 140 iterations. 

 

Figure 7-9: Search history for the optimal case in group 4 
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Table 7.11 presents the UKB and UKC sections for the optimal case for group 4. Other 

parameters stated include the total weight of the structure, embodied energy cost and embodied 

carbon. The minimum iteration required as well as time for the algorithm was also represented. 

Table 7.11: Optimisation output for the optimal case in group 4 

 

7.2.5 Group 5: Steel structures with grade (S275) subjected to variable action of 

4 kN/m2 

This section presents the optimum values for the low-intensity loading for the frame using steel 

grade S275. The medium load intensity represents buildings intended for offices and the likes. 

Table 7.12 highlights the optimum result obtained for weight, embodied energy, embodied 

carbon and cost. The time required for running the program and the parameters per square 

metre are also represented.  

Column (A) 305 x 305 x 97

Column (B) 254 x 254 x 73

Column (C) 356 x 368 x 129

Column (D) 203 x 203 x 71

Beam (E) 305 x 165 x 54

Beam (F) 127 x 76 x 13

Total optimum weight of the structure (kN) 2091.52

Total optimum Embodied Energy of the structure (MJ) 4533123

Total optimum Embodied Carbon of the structure (kgCO2e) 362122

Total cost of the structure (£) 360153

Number of iteration for best result 140

Time of finding the best (sec) 782

Time of running (sec) 1087

Element Optimum Result 



Chapter 7  Parametric Study 

 

187 | P a g e  

 

Table 7.12: Case details and optimum results for group 5 

 

Figure 7-10 describes the optimum embodied energy for each case studied under group 5. The 

optimal case which is the 6 bays in both x and z directionS has been highlighted. From the 

figure, the optimum case has a value of 4690GJ while the highest (3X3) has 6932GJ as the 

optimum embodied energy. A percentage difference of 32% in energy savings can be observed 

in just changing the bay arrangement. 

 

Figure 7-10: Optimum embodied energy for group 5 

Case 

No

No of 

Bays in 

X-dirc

No of 

Bays in 

Z-dirc

 Weight 

(kN)

Embodied 

Energy 

(MJ)

Embodied 

carbon 

(kgCo2e)

Cost (£)

Time of 

running 

(sec)

 Weight 

per sqm 

(kN/m
2
)

Embodied 

Energy per 

sqm 

(MJ/m
2
)

Embodied 

carbon per 

sqm 

(kgCo2e/m
2
)

Cost per 

sqm 

(£/m
2
)

1 3 3 3226.3 6932492 556107 484176 248 0.597 1283.795 102.983 89.662

2 3 4 2965.7 6387256 511795 462615 362 0.549 1182.825 94.777 85.669

3 3 5 3069.8 6613035 529830 480604 511 0.568 1224.636 98.117 89.001

4 3 6 3048.2 6575897 526490 488373 679 0.564 1217.759 97.498 90.439

5 4 4 2793.8 6018606 482198 437606 536 0.517 1114.557 89.296 81.038

6 4 5 2672.3 5769799 461764 433883 708 0.495 1068.481 85.512 80.349

7 4 6 2578.5 5577674 445982 431133 911 0.477 1032.903 82.589 79.839

8 5 5 2426.3 5250257 419733 407804 1004 0.449 972.270 77.728 75.519

9 5 6 2342.7 5077861 405624.2 403185 924 0.434 940.345 75.116 74.664

10 6 6 2159.6 4690031 374298 382910 1105 0.400 868.524 69.314 70.909

G
r
o

u
p

 5

Imposed action, Qk = 4kN/m
2
                                                                                              Steel grade S275
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The search history for the optimal case in group 5 achieved in 6 runs is given by Figure 7-11. 

It can be observed that the search for the optimum became stable at 188 iterations. 

 

Figure 7-11: Search history for the optimal case in group 5 

Table 7.13 states the optimum UKB and UKC sections for the optimal case for group 5. The 

total value for the structure of each parameters considered is also given as well as the time of 

running, time to find the best and the number of iterations.  

Table 7.13: Optimisation output for the optimal case in group 5  

 

Column (A) 305 x 305 x 118

Column (B) 305 x 305 x 97

Column (C) 356 x 368 x 129

Column (D) 254 x 254 x 73

Beam (E) 356 x 171 x 57

Beam (F) 127 x 76 x 13

Total optimum weight of the structure (kN) 2159.62

Total optimum Embodied Energy of the structure (MJ) 4690031

Total optimum Embodied Carbon of the structure (kgCO2e) 374298

Total cost of the structure (£) 382910

Number of iteration for best result 188

Time of finding the best (sec) 1067

Time of running (sec) 1105

Element Optimum Result 
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7.2.6 Group 6: Steel structures with grade (S275) subjected to variable action of 

6 kN/m2 

The optimum values for the high-intensity loading for the frame using steel grade S275 are 

described in this section. The high load intensity represents buildings intended for commercial 

purposes. Table 7.14 highlights the optimum result obtained for weight, embodied energy, 

embodied carbon and cost. The time required for running the program and the parameters per 

square metre are also represented.  

Table 7.14: Case details and optimum results for group 6 

 

Figure 7-12 describes the optimum embodied energy for each case studied in group 6.  

The optimal case which is the 6 bays in both x and z directions has been highlighted. From the 

figure, the optimum case has a value of 4769GJ while the highest (3X3) has 7485GJ as the 

optimum embodied energy. A percentage difference of 36% in energy savings can be observed 

in just changing the bay arrangement. 

Case 

No

No of 

Bays in 

X-dirc

No of 

Bays in 

Z-dirc

 Weight 

(kN)

Embodied 

Energy 

(MJ)

Embodied 

carbon 

(kgCo2e)

Cost (£)

Time of 

running 

(sec)

 Weight 

per sqm 

(kN/m
2
)

Embodied 

Energy per 

sqm 

(MJ/m
2
)

Embodied 

carbon per 

sqm 

(kgCo2e/m
2
)

Cost per 

sqm 

(£/m
2
)

1 3 3 3485.9 7484628 600617 516426 233 0.646 1386.042 111.225 95.635

2 3 4 3121.4 6718051 538474 481592 374 0.578 1244.084 99.717 89.184

3 3 5 3033.9 6543278 523945 484035 1300 0.562 1211.718 97.027 89.636

4 3 6 3036.9 6551692 524539 486959 637 0.562 1213.276 97.137 90.178

5 4 4 2859.7 6157958 493462 444853 534 0.530 1140.363 91.382 82.380

6 4 5 2723.4 5878261 470514 440031 722 0.504 1088.567 87.132 81.487

7 4 6 2695.4 5819324 465741 437225 958 0.499 1077.653 86.248 80.968

8 5 5 2500.4 5407805 432441 416798 1024 0.463 1001.445 80.082 77.185

9 5 6 2392.3 5182539 414098.4 408401 954 0.443 959.730 76.685 75.630

10 6 6 2197.6 4769271 380749 385730 1124 0.407 883.198 70.509 71.431

Imposed action, Qk = 6kN/m
2
                                                                                              Steel grade S275

G
r
o
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Figure 7-12: Optimum embodied energy for group 6 

Figure 7-13 gives a schematic representation of the search history for the optimal case in group 

6. The value achieved in 4 runs required 166 iterations before becoming stable. 

 

Figure 7-13: Search history for the optimal case in group 6 

Table 7.15 presents the optimum UKB and UKC sections for the beams and columns of the 

optimal case for group 6. The total value for the structure of each parameter considered is also 

given as well as the time of running, time to find the best and the number of iterations.  
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Table 7.15: Optimisation output for the optimal case in group 6  

 

7.3 Discussion: 

7.3.1 Effect of Steel Grade 

 

Figure 7-14: Comparison of optimum embodied energy between group 1 and 4  

Column (A) 356 x 368 x 129

Column (B) 305 x 305 x 97

Column (C) 356 x 368 x 129

Column (D) 305 x 305 x 97

Beam (E) 356 x 171 x 51

Beam (F) 152 x 89 x 16

Total optimum weight of the structure (kN) 2070.04

Total optimum Embodied Energy of the structure (MJ) 4490696

Total optimum Embodied Carbon of the structure (kgCO2e) 358574

Total cost of the structure (£) 361340

Number of iteration for best result 188

Time of finding the best (sec) 895

Time of running (sec) 1124

Element Optimum Result 
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The difference in energy usage with different steel grades is described in Figure 7-14. This 

figure compares the groups with 2kN load using S355 and S275 steel. It is evident from the 

figure that S355 led to more energy savings. The highest percentage difference observed is 

10.2% while the lowest is 0.4%. It is also observed that the percentage difference is more 

evident for cases with less number of bays in X and Z directions (especially X-direction) and 

the difference become lower with increasing number of bays. A good explanation for this is 

the lower number of steel sections required by the high strength steel grade (S355) as compared 

to the mild steel. That is, the sections with high strength steel are able to carry more load than 

those of mild steel. However, the lower contribution to the difference for frames with more 

number of bays means that increased number of frames required for the structure will lead to 

increased number of S355 steel used. Since it naturally has more embodied energy than S275 

steel, it tends to cancel out the savings made by using it in lower quantity.  

7.3.2 Effect of the variable actions 

Figure 7-15 displays the percentage increase in embodied energy as the loading on the frames 

increased. It is expected that as the load increases, the required sections will also increase and 

consequently raise the embodied energy used.  The percentage difference between 2kN/m2 and 

4kN/m2 ranges from 0%-11.9% while for 2kN/m2 and 6kN/m2 is 1.6% -17%. That between 

4kN/m2 and 6kN/m2 is 0.2%-6.5%. However, due to optimisation, some savings with the 

increasing load were still achieved. 
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Figure 7-15: Comparison of optimum embodied energy for all cases in group 1, 2 and 3 when steel grade 

S355. 

For example, case 3X4 has the same value of embodied energy for 2kN/m2 and 4kN/m2. Case 

3X5 almost has the same embodied energy for 4kN/m2 and 6kN/m2 (0.2% difference). This can 

be because the optimisation of the lesser load intensity used sections that were not at their full 

capacity but a lesser combination could not be obtained while the higher load intensity only 

used up the remaining capacity of the sections or added a little to it.  

Furthermore, looking into the mode of increase across the cases, a varying trend is observed. 

For example, for all cases with 3 number of bays in the X-direction, an initial increase in 

percentage was observed to be 11.9 followed by 0, then 3 and finally 0.2% for 2kN/m2 and 

4kN/m2. The same is observed for those with 4 number of bays in the X-direction. A trend 

cannot be formed with the remaining two as they are not up to three. Considering the cases 

altogether, the trend also varies. Therefore, the embodied energy increase with increased 

loading intensity does not correlate with the bay arrangement in both directions. 

It should however be noted that certain bay arrangements with a lower load intensity led to 

increase in embodied energy that is equal or almost equal to another bay arrangement with a 

higher load intensity. For example, the embodied energy for 3X5 case with 4kN/m2 and 6kN/m2 

is the same as that for 3X6 case with 2kN/m2 and 4kN/m2. Also, 4X4 case with 2kN/m2 has a 
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higher embodied energy than that of 4X6 case with 6kN/m2 and many more. It is obvious that 

reducing span length in the X-direction leads to decreasing values of embodied energy. 

However, due to the varying trend, a conclusion as to how others affect the embodied energy 

could not be made. 

7.3.3 Optimum design graphs for the structure for different variable actions.   

This section presents the parameters per square meter for the optimal case in groups 1, 2 and 

3. That is, the values for increasing load intensities of S355 steel. In all the cases, the optimal 

case was found to be the 6X6 case. The optimum EE per square meter for the structure as shown 

in Figure 7-16 ranges from 831.6-863.13 MJ/m2 while the EC varies from 66.403- 68.93 

KgCO2e/m2. These values are expected to guide designers and stakeholders on how much 

embodied energy and embodied carbon savings they should look out for when considering 

frames with 6 storeys or lower which falls within the loading intensities considered.    

 

 

Figure 7-16: Embodied energy and Embodied carbon per sqm for the optimal cases 6X6 of group 1, 2 and 

3 when steel grade is S355 
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Furthermore, as shown in Figure 7-17 the optimum weight per square meter for the structure 

with 6X6 number of bays in both directions range from 0.383 - 0.398 kN/m2 while the cost 

varies from 66.92- 69.063 £/m2. These also give an idea of the expected cost of similar 

structures and the weight to be passed to the foundation. 

In both graphs 7-16 and 7-17, embodied energy and weight is observed to have a higher 

percentage increase than embodied carbon and cost respectively at the higher load intensities.  

 

Figure 7-17: Weight and Cost per sqm for the optimal cases 6X6 of group 1, 2 and 3 when steel grade is 

S355 

7.3.4 Running time for optimisation 

The running time is related using only group 1 as a similar trend is observed across the groups. 

Figure 7-18 gives a representation of the running time required to give the optimum by each 

case in the group. It is observed that a progressive increase is depicted in the figure. That is, as 

the number of bays increases, the time required increases. This means, since the number of 

variables increased by increasing the number of cross-sections, the time to find the optimum 

will also increase. 3x3 (332 secs) has the lowest time while 6x6 (1156 secs) used the highest. 

Moreso, the program is expected to analyse, design and optimise the sections, it is expected 

that it would need more time for larger elements and combinations. Conclusively, for the 
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optimisation of a 6 storey frame, the minimum time required is almost 6mins while the 

maximum is 20mins. Therefore, a complete cross sections specification with varying options 

can be concluded within the time frame of discussing a structural engineering project. 

 

Figure 7-18: Computational time for the optimisation process of all the cases in group 1. 

7.4 Summary 

This chapter conducted a parametric study by investigating the effects of varying span lengths, 

variable actions and steel grades on the embodied energy of a three-dimensional 6 storey frame. 

The results presented included the weight, embodied energy, embodied carbon and cost of the 

individual frames and the whole structure. The result showed that lower span lengths in both 

directions can lead to 36% savings than using larger spans. It further revealed that using S355 

steel grade can lead to more energy savings but the savings may not be evident with lower span 

lengths. The changing variable actions led to higher embodied energy for the frames but those 

with larger spans tend to exhibit more response. Figures and values provided for the frame as 

well as the parameters per sqm calculated are expected to guide designers on which bay 

arrangement to adopt for similar structures or how much embodied energy, cost, weight and 

embodied carbon they are going to use. 
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CHAPTER EIGHT. Conclusion and Suggestions for Future Work 

8.1 Introduction  

This research has presented a comprehensive study on the lifecycle optimisation of two and 

three-dimensional rigid steel structures using GA, PSO and HSA optimisation methods 

developed in MATLAB. Embodied energy, embodied carbon and cost models were developed 

for the implementation of the single and multi-objective functions optimisation of weight and 

embodied energy. The steel structures were designed to satisfy constraints based on EC3. The 

first section of this chapter summarises the main achievements in this research. The conclusions 

that have been drawn from the design optimisation approaches that have been developed are 

outlined in the second section. Finally, in the third section, certain recommendations and 

suggestions were made for possible directions of further works.                                                                                                                            

8.2 Contribution to knowledge  

The significant achievements of this study can be summarised as follows:  

1- Developing a comprehensive and thoroughly integrated program that combined 

MATLAB and excel to carry out design optimisation of 2d and 3d steel structures using 

three different optimisation techniques. 

2- The developed code has the capability to carry out single and multi-objective 

optimisation, specifically the weight, the cost, and the embodied energy/embodied 

carbon.  

3- The procedure of optimisation techniques, Genetic Algorithm (GA), PSO and HSA 

have been modified in order to carry out the solution of the optimisation problem in 

faster and more reliable outcome. 

4- Two life cycle stages of the structure have been considered: production and construction 

stages, which include three boundaries: materials, transportation, and erection. 

5-   A parametric study has been carried out to investigate the effect of imposed loading 

intensity, steel grade, and different bay spacing in both direction of the structure.  
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6- The designed charts and tables produced as a result of extensive parametric study will 

help assisting civil and structural engineering practicians in evaluating the decisions 

against the energy consumption and carbon impact as well as the cost of the structures 

during the initial design stages and tendering requirement.  

8.3 Conclusions  

This study leads to some significant conclusions which are summarised as follows: 

1- The research concluded that the integration of the analysis, design and optimisation 

methods, employed in MATLAB, can be effective in obtaining prompt optimum results 

during the decision-making stage, where the solutions are obtained in less than 12 

minutes for up to 9 storeys three-dimensional design problems. 

2- General speaking, all three optimisation techniques adopted in this study are reliable 

and efficient structural optimisation tools. They are capable in finding optimum or near 

optimum I and H-section designations for practical steel frames under the real design 

code provisions. However, occasionally, the optimum results were trapped at local 

minima in some of the runs. Therefore, their performance varies according to the size 

of the problem and the type of objective function. 

3- HSA is found to be the most efficient of the three methods studied in optimizing single 

and multi-objective problems of two and three-dimensional steel structures. The results 

show that optimum results obtained from HSA is 3% and 5% lesser than that of GA and 

PSO respectively for single-objective problems. For multi-objective problems, HSA 

produced optimum result that is 16% and 7% lesser than that of GA and PSO. The study 

also revealed that the algorithms perform better in single objective problems than in 

multi-objective problems. 

4- The design search history graphs, generated in this study, show that the initial starting 

value of the algorithm has no influence on the resulting value. Although, GA and PSO 

started at a low value, they were unable to improvise the vectors effectively, compared 

to HAS, which started at a high value. However, they were able to improvise the vectors 

effectively, until the minimal weight and embodied energy were obtained. 
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5- After modifying all the used algorithms to help improve the computational time, it was 

found that PSO requires less time than others in single objective problems, whereas 

HAS provides a faster convergence in multi-objective problems, compared to GA and 

PSO. 

6- The comparison of the results, obtained by each technique, showed a directly 

proportional relationship between weight and embodied energy. 

7- GA requires an adequate generation and iteration size to ensure that the optimiser 

researches the space effectively. Whereas, PSO doesn't require high size of iteration, 

though, it requires an adequate swarm size. Particle Swarm method requires a higher 

computational time for multi-objective problems, compared to the others in all cases. 

8- Iteration and population size have a significant effect on the values of the optimum 

results. An increase in one of these parameters can cause a high increase in the 

computational time and a very small decrease in the optimum solution. 

9- A parametric study has been carried out to investigate the effect of imposed loading 

intensity, steel grade, and different bay spacing in both direction of the structure.  

10- From the parametric results, it can be concluded that lower span lengths, in both 

directions, can lead to a 43% savings in embodied energy, compared to that when using 

larger spans. This might be due to the non-presence of the bracing system.  

11- It has been revealed that using S355 steel grade can lead to more savings in the objective 

functions, compared to S275 steel grade. The highest percentage of saving observed 

was 10% for structures with a lower number of bays in X and Z directions (long spans), 

and the difference reduces with an increase in the number of bays (short spans) as 

shown in Figure 7-14.  

12- Figures and values provided for the structures, as well as the parameters per square 

meter calculated, are expected to guide designers on which bay arrangement to adopt 

for similar structures and indicate how much embodied energy, cost, weight and 

embodied carbon they are going to use. 

13- Increasing the variable actions value led to a minor increase in the weight and embodied 

energy of the structures. However, those with larger spans tend to show a significant 

increase in the objective functions. 
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14- The effect of grouping system for the members of the structure on the optimal results 

were investigated in the validation chapter and compared with the literature. The 

savings in the objective functions observed were up to 16%. 

15- The developed optimisation models have proven their effectiveness in evaluating the 

embodied energy, embodied carbon, and cost for steel structures, and can be used to 

assist designers, during the initial stages, in evaluating the design decisions against their 

energy consumption and carbon impacts. 

8.4 Recommendations for future work 

The work undertaken in this research has indicated some intriguing areas for further structure 

optimisation research. Some recommendations for future research are as follows: 

1- Future research can further investigate the efficiency of multi-objective functions using 

other multi-objective stochastic methods such as Simulated Annealing, Ant Colony 

Optimisation, Differential Evolution and Tabu Search. 

2- Further develop the embodied energy, embodied carbon and cost models in such a way 

that they include the whole life cycle stages of the structure such as operation, 

maintenance, and demolition stages. 

3- Further research can be carried out including dynamic loads such as earthquake load in 

addition to static permanent action (dead load) and variable action (live load) in order 

to investigate the optimum design of steel structures using these optimisation 

techniques. 

4- Further research can be carried out by incorporating the design of connections and its 

effect on the optimum cost, embodied energy.  Using semi-rigid connections and 

Simple construction method (simple joints) with bracing system types and arrangement 

5- Further research might be implemented to investigate the difference in embodied 

energy and carbon savings between the use of Europe code 3 and the American code of 

practice known as AISC-LRFD or any other international code of practice.  

6- Other section types such as IPE, HEA and HEB can be included to investigate their 

influence on the optimal solutions.  
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7- Since the parameters of the metaheuristic methods are sensitive, comprehensive 

research is worthwhile to find a formula that defines the relationship between the 

appropriate design variables, population size, iteration size, minimum and maximum 

mutation probabilities, elite count rate, crossover fraction, mutation rate, inflation rate, 

acceleration coefficients, and maximum number of generations so that the meta-

heuristic parameters can be directly specified for a particular problem. 
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APPENDIX-A 

 

Validation of programmed structural analysis with PROKON version (W3.1.08) 

 

A-1.  Results of the 3-dimensional structure with 3x3  

 

A-1.1 Below are the structural analysis results of the self-coded program.  



 

212 | P a g e  

 

 



 

213 | P a g e  

 

 



 

214 | P a g e  

 



 

215 | P a g e  

 

 



 

216 | P a g e  

 

 



 

217 | P a g e  

 

 



 

218 | P a g e  

 

  

 



 

219 | P a g e  

 

A-1.2 Below are the structural analysis results using PROKON software. 
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APPENDIX-B 

 

Two-Dimensional Steel Framed Structures 

This appendix represents the results and analysis of six-storey and nine-storey structures with 

three bays that were not mentioned in chapter 5. 

1- Six-storey three-bay frame 

 

Figure B.1: representation of the layout and loading of the six-storey frame 
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1.1. Weight objective function: 

 

Figure B.2: Comparison of Search history between GA, HSA and PSO for the six-storey frame (W-

objective function) 

 

 

Table B.1: Optimisation output for the six-storey frame (W-objective function) 

 

1.2. Embodied Energy objective function: 
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Figure B-3: Comparison of Search history between GA, HSA and PSO for the six-storey frame (EE-

objective function) 

 

 

Table B.2: Optimisation output for the six-storey frame (EE-objective function) 

 

 

1.3. Multi objective function: 
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Figure B-4: Comparison of Search history between GA, HSA and PSO for the six-storey frame (Multi-

objective function) 

 

Table B-3: Optimisation output for the six-storey frame (Multi-objective function) 

 

 

 

1.4. Comparasion 
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Figure B-5: Schematic representation of the difference in weight among the three objective functions 

 

 

 

Figure B-6: Running time average for the three algorithms for the three objective functions. 

 

 

 

2- Nine-storey three-bay frame 
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Figure B-7: Layout and loading of the Nine-storey frame.  

 

 

 

 

2.1  Weight objective function: 
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Figure B-8: Comparison of Search history between GA, HSA and PSO for the nine-storey frame (W-

objective function) 

 

 

Table B-4: Optimisation output for the nine-storey frame (W-objective function) 

 

 

 

2.2. Embodied Energy objective function: 
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Figure B-9: Comparison of Search history between GA, HSA and PSO for the nine-storey frame (EE-

objective function) 

 

Table B-5: Optimisation output for the nine-storey frame (EE-objective function) 

 

 

2.3. Multi objective function: 
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Figure B-10: Comparison of Search history between GA, HSA and PSO for the nine-storey frame (Multi-

objective function) 

 

Table B-6: Optimisation output for the nine-storey frame (Multi-objective function) 
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2.4. Comparasion 

 

Figure B-11: Schematic representation of the difference in weight among the three objective functions 

 

 

Figure B-12: Running time average for the three algorithms for the three objective functions. 
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APPENDIX-C 

 

% Reading data from Excel and calculate parameters 
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% Compute forces 
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% Design procedure 
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% Design constraints 
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% Calling optimisation methods 
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