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Abstract—In this paper, a novel reconfigurable intelligent surface (RIS)-assisted HAP-UA V secure multi-user mixed radio frequency (RF)/free space optical (FSO) system is proposed. Specifically, the Gamma-Gamma distribution is utilized to characterize the atmospheric turbulence effect for the FSO link from UAV to HAP, while the Rayleigh and Nakagami-m distribution fading are applied to simulate the legitimate and wiretap RF links, respectively. We present the closed-form expressions for the probability density functions, the cumulative distribution functions, and the secrecy outage probability (SOP) of the end-to-end signal-to-noise ratio (SNR) in terms of Meijer's G-function. To gain more insight into secrecy performance, we further obtain the closed-form expressions for the asymptotic SOP, the asymptotic probability of positive secrecy capacity (PPSC), the diversity gain, and the coding gain at high SNR regions. We can observe that the secrecy performance depends on the weaker links, and the PE parameter, and the fading parameter of Nakagami-m distributed wiretap link. Finally, numerical results validate the derived results and demonstrate that the proposed design achieves superior secrecy performance over the benchmarks.
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I. INTRODUCTION

High-altitude platform (HAP) and unmanned aerial vehicles (UAVs) heterogeneous networks enable three-dimensional (3D) broadband connectivity for sixth-generation (6G) communications [1], [2]. HAP and on-demand deployment of UAVs hovering at low altitudes [3], provide fast deployment, wide coverage, and low-cost communication mechanisms, particularly suitable for serving rural areas and disaster sites where terrestrial communications are unavailable [4]. Typically, mixed radio frequency (RF)/free space optical (FSO) transmission is deployed to serve HAP and UAV heterogeneous networks, due to its advantages on ultra-high data rates, license-free spectrum, and FSO’s high-security [5]. It lets ground users transmit signals to the UAV via the RF link, where the optical signal is produced by transforming the electrical signal and then forwarded to the HAP via the FSO link [6].

Wireless RF communication is bound to be accompanied by information leakage due to its broadcast nature [7]. From that, academics have conducted a great deal of research on physical-layer security (PLS). [8]. By taking use of the channel spatiality, PLS aims to improve the quality of communication on legitimate links while decreasing it on wiretap links [9]. However, due to the low number of antennas at users and UAVs, secure beamforming is generally achieved with the help of an external enabler, such as a low-cost passive reconfigurable intelligent surface (RIS) [10]. It actively changes the direction of signals and achieves in-phase superposition, guaranteeing high secrecy performance for the RF link [11].

A. Related Works

Numerous researches have examined the effectiveness of mixed RF/FSO systems. Multi-user downlink performance of the asymmetric RF/FSO link was investigated in [12], where the satellite delivered a signal to a UAV through an FSO link, and the users received the signal forwarded by the UAV through the RF. Lin et al. derived the moment generating function, probability density function (PDF), and cumulative distribution function (CDF) of instantaneous SNR [13]. The authors in [14] modeled the FSO channel by considering the pointing errors (PEs) and then presented the outage probability (OP), average bit error probability, etc. In [15], the RF/FSO satellite system was investigated, where the RF or FSO links were selected based on the weather condition. Then the authors obtained the OP expressions and the asymptotic outage probability for this weather-aware system. In [16], the authors incorporated non-orthogonal multiple access (NOMA) in mixed RF-FO networks, where the pointing errors and Gamma-Gamma turbulence are present on FSO backhaul link.

On the topic of security issue with mixed RF/FSO links, the security-reliability trade-off (SRT) is a key point investigated
in communication society. The authors in [17] investigated an cooperative energy-harvesting cognitive source and several eavesdroppers (Eves), where the SRT is used to measure the performance of the relay selection schemes. Bin et al. analyzed the SRT in the wireless sensor network by constructing the outage and wiretap probability equations [18], where several multiple access strategies were adopted to enhance the PLS performance. Secrecy outage probability (SOP) and the probability positive secrecy capacity (PPSC) are other widely used metrics for measuring secrecy performance. Researchers in [19] presented a frequency-domain strategy to evaluate both the SOP and PPSC based on the moments generating function (MGF). Authors in [20] analyzed the PPSC in hybrid FSO and millimeter wave (mmWave) wiretap systems for different types (FSO-only, mmWave-only, and hybrid) of Eves. Eylem et al. studied the SOP and PPSC performance while taking RF and FSO attacks into account. The Nakagami-m is modeled for RF link and exponentiation Weibull is modeled for FSO link [21]. In [22], collusion and non-collusion Eves are taken into account in the investigation of a dual-hop mixed RF/FSO communication system with diversity combining techniques. Additionally, in terms of Meijer’s G function, the lower bound for SOP and effective secrecy throughput (EST) has been derived.

As a promising PLS enhancement technology, the performance of RIS-aided secure communication has also been extensively analyzed. In [23], the authors derived the exact SOP and EST for the RIS-assisted NOMA downlink networks, where both external and internal eavesdroppers were considered. Ping et al. investigated the PDF and CDF of the end-to-end SNR for the RIS-aided system [24]. The authors in [25] studied the NOMA-aided transmitting and maximized the security rate by jointly optimizing transmit power and phase shifts of the RISs.

B. Motivations and Contributions

While extensive research has been conducted for RF/FSO networks in terms of channel modeling and performance analysis [12]–[16], the security of mixed RF/FSO systems is not well studied. Several papers have investigated the system secrecy performance by studying the SRT, SOP, average secrecy capacity (ASC), ASC, and PPSC [17], [18], [20]–[22], but they lack the safety enhancement of the vulnerable RF links.

Motivated by the above, we propose a RIS-assisted HAP-UAV heterogeneous framework for achieving high-rate, reliable but secure communications in this paper. To our best knowledge, this is the first study on the secrecy performance analysis of a mixed RF/FSO HAP-UAV system with the assistance of the RIS. The main contributions are summarized as below.

- First, we present a novel RIS-assisted mixed RF/FSO HAP-UAV heterogeneous multi-user system, where the Gamma-Gamma, Rayleigh, and Nakagami-m distributions are used to model the mixed RF/FSO channels.
- Second, we investigate PDFs and CDFs of end-to-end SNRs, including the legitimate RF link from the user to the UAV, the legitimate FSO link from the UAV to the HAP, as well as the wiretap RF link from the users to the Eve. Then we further obtain the closed-form expressions for SOP in terms of Meijer’s G-function.
- Finally, to gain more insights, we study the asymptotic SOP, PPSC, system diversity order, and coding gain at high SNR regions. Both theoretical and simulation results indicate that the number of users, RIS elements, and FSO fading factors are critical to secrecy performance.

The remainder of this paper is as follows. Section II describes the channel model for both RF and FSO links. The secrecy performance analysis is shown in Section III, where the end-to-end statistical characteristics, such as SOP and asymptotic SOP are obtained. Section IV presents extensive simulations, and Section V concludes the paper.

II. SYSTEM AND CHANNEL MODEL

A RIS-based RF/FSO two-layer heterogeneous network is shown in Fig. 1. There are $K$ terrestrial users denoted as $S = \{s_1, ..., s_K\}$, where users (S) transmit confidential information to the UAV (U) with the assistance of a RIS (R) via the RF link. Then, the UAV decodes electrical signals into optical signals and forwards them to the HAP (D) in the FSO link subsequently [26]. There is a passive Eve (E) attempting to intercept confidential data from the users. Note that, the security issue of the FSO link is naturally guaranteed due to its narrow and undetectable laser beam.

A. RF Channel Model

1) RF Channel Model between $S \rightarrow U$: We adopt the opportunistic scheduling policy for the user selection. According to the SNR of the $S \rightarrow U$ links, the users with the largest SNR is scheduled for data transmission. Assuming that the $k$-th user is scheduled and the received signal at UAV can be written as [27]

$$y_{k,U} = \sqrt{P_S} (h_{R,U}^H \Theta h_{S,R}^k)^k + n_U,$$ (1)
where \( P_S \) is the \( k \)-th user’s transmission power, \( x_k^2 \) is the \( k \)-th user’s transmitted signal with unit energy, and \( n_U \) is the AWGN with zero mean and power spectral density \( N_0 \). The RIS has \( N \) passive reflecting elements with phase \( \Theta = \{ e^{j\theta_1}, e^{j\theta_2}, \ldots, e^{j\theta_N} \} \), where \( \theta_n \in [0, 2\pi] \) is the phase shift coefficient of the \( n \)-th RIS reflecting element. The matrix \( h_{R,U}^k \) and \( h_{S,R}^k \) represent the complex channel coefficients from RIS to the UAV and from \( k \)-th user to the RIS, respectively. The channel vectors can be written as 
\[
h_{R,U}^k = \left\{ h_{R,U}^{k,1}, h_{R,U}^{k,2}, \ldots, h_{R,U}^{k,N} \right\} \in \mathbb{C}^{1 \times N}
\] and 
\[
h_{S,R}^k = \left\{ h_{S,R}^{k,1}, h_{S,R}^{k,2}, \ldots, h_{S,R}^{k,N} \right\} \in \mathbb{C}^{1 \times N},
\] where \( h_{R,U}^{k,n} = e^{j\phi_{k,n}} \), and \( h_{S,R}^{k,n} \) are the phase shift coefficients of the subchannels, \( n \in \{1, 2, ..., N\} \). Therefore, the SNR at the UAV is calculated as 
\[
\gamma_{k,U} = \frac{P_S}{N_0} \left| \sum_{n=1}^{N} h_{R,U}^{k,n} \right|^2 \left| h_{S,R}^{k,n} \right|^2 \left( e^{j\phi_{k,n} + \theta_n + \varphi_{k,n}} \right)^2.
\] (2)

Considering the optimal phase shift \( \theta_n^* = -\phi_{k,n} - \varphi_{k,n} \) [28], the maximum \( \gamma_{k,U} \) can be achieved as 
\[
\gamma_{k,U} = \gamma_{S,U} \sum_{n=1}^{N} \left| h_{R,U}^{k,n} \right|^2 \left| h_{S,R}^{k,n} \right|^2 \tag{3}
\]
where \( \gamma_{S,U} = \frac{P_S}{N_0} \) denotes the average SNR. The terms \( h_{R,U}^{k,n} \) and \( h_{S,R}^{k,n} \) are both Rayleigh random variables (RVs) with zero mean and variances \( d_{R,U}^{-2} \) and \( d_{k,R}^{-2} \), where \( d_{R,U} \) and \( d_{k,R} \) are the communication distance between R-U and R-U, respectively.

**Lemma 1.** the PDF and CDF of \( \gamma_{k,U} \) can be derived as 
\[
f_{\gamma_{k,U}}(\gamma) = \frac{1}{2\Gamma(\eta)\lambda_k} \gamma^{\eta-1} \exp\left( -\lambda_k \gamma \right),
\] (4)
and 
\[
F_{\gamma_{k,U}}(\gamma) = 1 - \frac{1}{\Gamma(\eta)} \left( \frac{\eta \sqrt{\gamma}}{\lambda_k} \right) \tag{5}
\]
where \( \eta = \frac{N_n^2}{16\pi^2} \) and \( \lambda_k = \frac{\sqrt{\pi} \Gamma\left(\frac{16\pi^2}{4\pi d_{k,R}^2}\right)}{4\pi d_{k,R}^2} \) are the shape and scale parameter, respectively. \( \Gamma(x) \) is the Gamma function, and \( \Gamma(a,x) \) is the incomplete Gamma function. The above equations are accurately applied to arbitrary size \( N \) of RIS [29].

**Proof.** Please see Appendix A. \( \square \)

2) RF Channel Model between S→E: The signal received at Eve from user \( k \) can be written as 
\[
y_{k,E} = \sqrt{P_S} h_{S,E}^k x_k^k + n_E,
\] (6)
where \( h_{S,E}^k \) denotes the channel from the \( k \)-th user to Eve and \( n_E \approx \mathcal{N}(0, N_0) \) is the AWGN at Eve. The SNR at the Eve, defined as \( \gamma_{S,E} = \gamma_{S,E} \left( h_{S,E}^k \right)^2 \), is assumed to follow a Nakagami-\( m \) fading distribution [30]. It is a versatile model capable of describing both slow and fast fading scenarios whose PDF and CDF are given as 
\[
f_{\gamma_{S,E}}(\gamma) = \frac{m^{\frac{m}{2}}}{\Gamma(m)} \gamma^{m-1} \exp\left(-\frac{m\gamma}{\gamma_{S,E}}\right),
\] (7)
and 
\[
F_{\gamma_{S,E}}(\gamma) = 1 - \frac{1}{\Gamma(m)} \Gamma\left(m, \frac{m\gamma}{\gamma_{S,E}}\right),
\] (8)
where \( m \) is the fading parameter, and \( \gamma_{S,E} = \frac{P_S}{N_0} \) is the average SNR.

B. FSO Channel Model

The optical signal received at the HAP is 
\[
y_{U,D} = \sqrt{P_U} h_{U,D} x_U + n_D,
\] (9)
where \( P_U \) is UAV’s transmit power and \( x_U \) is the electrical signal transmitted by the UAV with unit energy. \( n_D \approx \mathcal{N}(0, N_0) \) is the AWGN at HAP and \( \zeta \) is the electrical-optical conversion coefficient. The SNR at the HAP is defined as: \( \gamma_{U,D} = \gamma_{U,D} |h_{U,D}|^2 \), where \( \gamma_{U,D} = \frac{P_U}{N_0} \) is the average SNR. Since \( h_{U,D} \) depends on atmospheric turbulence \( (h_t) \), pointing errors \( (h_p) \), and path loss \( (h_l) \) caused by the random atmospheric radio medium, the FSO channel is given as 
\[
h_{U,D} = h_l h_p h_t.
\] (10)

The path loss \( h_l \) is determined by the distance from the UAV to HAP, expressed as
\[
h_l = \exp(-\delta d_{U,D}),
\] (11)
where \( \delta \) is the attenuation factor influenced by weather conditions. Pointing errors occurs when the transmitter aperture is not aligned with that of the receiver. The PDF of \( h_p \) can be written as [31]
\[
f_p(h_p) = \frac{z^2}{A_0^2} h_p^{z-1}, \quad 0 \leq h_p \leq A_0,
\] (12)
where \( A_0 \) is a constant related to the pointing loss, and \( z \) represents the ratio between the equivalent beam width \( \omega_{eq} \) and the pointing error displacement standard deviation \( \sigma_p \). In addition, we adopt Gamma-Gamma distribution to model the channel whose PDF can be expressed as [32]
\[
f_{h_t}(h_t) = \frac{2(\alpha \beta)^{(\alpha + \beta)/2}}{\Gamma(\alpha) \Gamma(\beta)} h_t^{\alpha + \beta - 1} K_{\alpha - \beta} \left( 2\sqrt{\alpha \beta h_t} \right),
\] (13)
where \( K_v(\cdot) \) is the modified Bessel function of the second kind of order \( v \). \( \alpha \) and \( \beta \) are
\[
\alpha = \left[ \exp\left( \frac{0.496^2}{\left( 1 + 1.111 \delta_{12/5}^2 \right)^{7/6}} \right) - 1 \right]^{-1},
\] (14)
\footnote{Assessed by Kullback-Leibler divergence method, the difference between exact and approximate values is about 3.6 \times 10^{-4}. Therefore it can be applicable to any size \( N \).}

\footnote{A 1550 nm wavelength for the fso channel is recommended due to its less path loss.}
\[ f_{\gamma_{U,D}} (\gamma) = \frac{z^2}{2\gamma \zeta \Gamma(\alpha) \Gamma(\beta) h_1^{\frac{\alpha+\beta}{2}}} \left( \frac{\alpha \beta \sqrt{\gamma}}{A_0 \sqrt{\gamma_{U,D}}} \right)^{\frac{\alpha + \beta}{2}} G_{1,3}^{3,0} \left( \frac{\alpha \beta}{A_0 h_1} \sqrt{\frac{\gamma}{\gamma_{U,D}}} \right)^{1+z^2 - \frac{\alpha + \beta}{2}, \frac{\beta}{2}, \frac{\beta}{2}, -\frac{\alpha + \beta}{2}} \right), \] (17)

and

\[ \beta = \left[ \exp \left( \frac{0.51 \delta_R^2}{(1 + 0.69 \delta_R^{12/5})^{3/5}} \right) - 1 \right]^{-1}, \quad (15) \]

where \( \delta_R^2 = 1.23 C_n^2 K_1^{7/6} d_{U,D}^{11/6} \) refers to the Rytov variance for plane waves, \( C_n^2 \) and \( K_1 \) are the refractive index structure parameter and the wave numbers, and \( d_{U,D} \) is the distance between the UAV and HAP.

Substituting (11), (12), (13) into (10), the PDF of \( h_{U,D} \) can be obtained as

\[ f_{h_{U,D}} (h) = \left( \frac{\alpha \beta}{h \Gamma(\alpha) \Gamma(\beta) h_1^{\alpha+\beta}} \left( \frac{h}{A_0} \right)^{\frac{\alpha + \beta}{2}} \times G_{1,3}^{3,0} \left( \frac{\alpha \beta h}{A_0 h_1} \right)^{1+z^2 - \frac{\alpha + \beta}{2}, \frac{\beta}{2}, \frac{\beta}{2}, -\frac{\alpha + \beta}{2}} \right), \] (16)

where \( G_{p,q}^{m,n} (\cdot) \) is the Meijer’s G-function. Therefore, the PDF and CDF of \( \gamma_{U,D} \) obtained in (17) and (18) are shown at the top of this page, respectively. The derivation steps of (17) and (18) are presented in Appendix B.

### III. Security Performance Analysis

In this section, the end-to-end channel distribution of the legitimate and wiretap links is first studied, followed by the secrecy outage probability analysis. Then we provide the closed-form of asymptotic SOP and PPSC at high SNR regions. Moreover, the diversity order of both the legitimate and the wiretap links is derived.

#### A. End to End Channel Statistical Characteristics

This section presents the end-to-end statistical characteristics of legitimate and wiretap links under the opportunistic user scheduling (OUS) scheme. The highest SNR among the users is written as

\[ \gamma_{\text{sel}} = \max_{k=1,\ldots,K} \{ \gamma_{1,U}, \gamma_{2,U}, \ldots, \gamma_{K,U} \}. \] (19)

The CDF of instantaneous SNR from the scheduled user (S) to U can be obtained as

\[ F_{\gamma_{S,U}} (\gamma) = \prod_{k=1}^{K} F_{\gamma_{k,U}} (\gamma) \]

and

\[ \lambda_{k,\gamma} = \frac{\sqrt{\gamma}}{\lambda_k}, \quad \lambda_{\text{sum}} = \sum_{k=1}^{K} \lambda_k, \quad \text{and} \quad \varpi_q = \sum_{|\omega|} \frac{1}{\lambda_{\omega}^{\varpi_q / \omega}}. \]

With DF protocol, the CDF of the legitimate link from S to D is given by (21) shown at top of this page, where the term \( \bar{M} = \frac{z^2}{\zeta \Gamma(\alpha) \Gamma(\beta) h_1^{\frac{\alpha + \beta}{2}}} \) is a constant.

#### Lemma 2. For the wiretap channel between S and E, the PDF and CDF of instantaneous SNR can be written as

\[ f_{\gamma_{S,E}} (\gamma) = \left( \frac{m}{\gamma_{S,E}} \right)^m \left( \frac{\gamma_{S,E} - 1}{\Gamma(m)} \right) G_{1,1}^{1,0} \left( \frac{m \gamma_{S,E}}{\gamma_{S,E}} \right)^{-1}, \] (22)

and

\[ F_{\gamma_{S,E}} (\gamma) = 1 - \frac{1}{\Gamma(m)} G_{1,2}^{2,0} \left( \frac{m \gamma_{S,E}}{\gamma_{S,E}} \right)^{1,0} \] (23)

#### Proof. Please see Appendix C.

#### B. Secrecy Outage Probability

Aided by the channel characteristics given in subsection A, now we provide the SOP. The instantaneous secrecy rate \( C_s \) is defined as the data rate difference between legitimate and wiretap links, written as

\[ C_s (\gamma_{S,D}, \gamma_{S,E}) = |\ln (1 + \gamma_{S,D}) - \ln (1 + \gamma_{S,E})|, \] (24)

where \( [x]^{+} = \max \{ x, 0 \} \). The SOP is defined as the probability that \( C_s \) falls below a predetermined secrecy rate threshold.
\[ F_{\gamma_{S,D}}(\gamma) = \text{Pr}\{\min\{\gamma_{S,U}, \gamma_{U,D}\} < \gamma\} = 1 - (1 - F_{\gamma_{S,U}}(\gamma))(1 - F_{\gamma_{U,D}}(\gamma)) \]
\[ = \sum_{k=0}^{K} \frac{(-1)^k}{k!} \sum_{n_1, \ldots, n_k} \sum_{q=0}^{\eta-1} \omega_q \gamma^q \exp\left(-\lambda_{sum} \gamma^2\right) + M \gamma^{\alpha + \beta} G_{2,4}^1 \left( \frac{\alpha \beta \sqrt{\gamma_{U,D}}}{A_0 h_U} \bigg| z^2 - \frac{1 - \alpha + \beta}{\alpha + \beta} \bigg| \right) \]
\[ - \sum_{k=0}^{K} \frac{(-1)^k}{k!} \sum_{n_1, \ldots, n_k} \sum_{q=0}^{\eta-1} \omega_q \gamma^q \exp\left(-\lambda_{sum} \gamma^2\right) M \gamma^{\alpha + \beta} G_{2,4}^1 \left( \frac{\alpha \beta \sqrt{\gamma_{U,D}}}{A_0 h_U} \bigg| z^2 - \frac{1 - \alpha + \beta}{\alpha + \beta} \bigg| \right) \]

\[ R_s, \text{ expressed as} \]
\[ P_{out} = \text{Pr}\{C_s(\gamma_{S,D}, \gamma_{S,E}) \leq R_s\} \]
\[ = \text{Pr}\{\gamma_{S,D} \leq \Theta (\gamma_{S,E} + 1) - 1\} \]
\[ = \int_0^\infty F_{\gamma_{S,D}}(\Theta (\gamma + 1) - 1) f_{\gamma_{S,E}}(\gamma) \text{d}\gamma \]
\[ \approx \int_0^\infty F_{\gamma_{S,D}}(\Theta \gamma_{S,E}) f_{\gamma_{S,E}}(\gamma) \text{d}\gamma, \]

where \( \Theta = 2^{R_s} \). The step "a" for approximation provides a tight lower bound of the SOP with the small \( \gamma_{S,E} \).

Substituting (21) and (22) into (25), we derive the SOP as
\[ P_{out} = I_1 + I_2 - I_3, \]

where
\[ I_1 = \sum_{k=0}^{K} \frac{(-1)^k}{k!} \sum_{n_1, \ldots, n_k} \sum_{q=0}^{\eta-1} \frac{m}{\gamma_{S,E}^2 \lambda_{\Theta}^2} \left( \begin{array}{c} 0, 1 \\ 0, 1, (1 - q - 2m, 2), (0, 1) \\ 0, 1, (1 - q - 2m, 2), (0, 1) \end{array} \right) \]
\[ I_2 = M \hat{N} A_0^{\alpha + \beta - 2m} H_{2,3}^{4,3} \left( \frac{m}{\gamma_{S,E}^2 A_0^2} \bigg| \begin{array}{c} (0, 1), E_1, (0, 1) \\ (0, 1), E_2, (0, 1) \end{array} \right), \]
and
\[ I_3 = \hat{M} \times \sum_{k=0}^{K} \frac{(-1)^k}{k!} \sum_{n_1, \ldots, n_k} \sum_{q=0}^{\eta-1} \frac{\nu \lambda_{\Theta}}{\gamma_{S,E} \lambda_{\Theta}} \left( \begin{array}{c} 1 - q - \frac{\alpha + \beta}{2} - 2m \end{array} \right) \]

\[ \times G_{0,1,3;1,1,0}^{1,0,2;4,0,1} \left( \begin{array}{c} 1 - q - \frac{\alpha + \beta}{2} - 2m \end{array} \right) \left| \begin{array}{c} E_3 \\ E_4 \end{array} \right| \left( \begin{array}{c} m \nu \lambda_{\Theta} \\ \gamma_{S,E} \lambda_{\Theta} \end{array} \right). \]

Proof. Please see Appendix D.

C. Asymptotic Secrecy Outage Probability

In section III-B, we obtained a closed-form expression for SOP in form of Meijer’s G-function and Fox’s H-function, which however is too complicated to analyze performance. Therefore, to acquire explicit insights, in this section, the asymptotic SOP (i.e., written as \( \hat{P}_{out} \)) is calculated for high SNR regions. Eventually, the diversity order \( G_d \) will be conducted by the relation \( \hat{P}_{out} \sim (G_c SNR)^{-G_d} \), where \( G_c \) is the coding gain.

Leveraging \( \gamma_{S,U} \rightarrow \infty \) and the Taylor series of the incomplete gamma function, the CDF of the instantaneous SNR from S to U in (20) is simplified as
\[ F_{\gamma_{S,U}}(\gamma) = \prod_{k=1}^{K} \left( \frac{1}{\eta^k} \left( \frac{1}{\lambda} \right)^{\gamma} \right). \]

Since the users’ spacing is much smaller than the distance of users to RIS, channels from S to U are readily deemed as independent and identically distributed (\( \lambda_i = \bar{\lambda}, d_{i,R} = d_{S,R}, i \in K = \{1, 2, \ldots, K\} \)). Therefore, the CDF in (30) can be simplified as
\[ F_{\gamma_{S,U}}(\gamma) = \left( \frac{1}{\eta} \right)^K \left( \frac{1}{\lambda} \right)^{\gamma \frac{K}{\bar{\lambda}}}. \]

For the FSO link, as \( \gamma_{U,D} \rightarrow \infty \), the Meijer’s G-Function in (18) is derived as the following series representation with higher order terms omitted [34, Eq. (07.34.06.0006.01)]
\[ G_{2,4}^1 \left( \frac{\alpha \beta \sqrt{\gamma_{U,D}}}{A_0 h_U} \bigg| z^2 - \frac{1 - \alpha + \beta}{\alpha + \beta} \bigg| \right) \]
\[ = \sum_{j=1}^{3} \prod_{i \neq i} \Gamma(b_j - b_i) \Gamma(1 - a_j + b_i) \]
\[ \times (A_{\alpha\beta})^{b_j-b_i} \left( \frac{\lambda_{\Theta}}{\gamma_{S,E} \lambda_{\Theta}} \right)^{a_j+b_i}, \]

where set \( \{a_1, a_2\} = \left\{ 1 - \frac{\alpha + \beta}{2}, 1 + z^2 - \frac{\alpha + \beta}{2} \right\} \), set \( \{b_1, b_2, b_3, b_4\} = \left\{ \frac{z^2 - \frac{\alpha + \beta}{2}, -\frac{\alpha + \beta}{2}, -\frac{\alpha + \beta}{2} \right\} \), and \( \frac{\lambda_{\Theta}}{\gamma_{S,E} \lambda_{\Theta}} = \frac{\alpha_{\beta}}{\alpha_{\beta} \lambda_{\Theta} \gamma_{S,U} \lambda_{\Theta}} \).

Therefore, the CDF in (18) is given as
\[ F_{\gamma_{U,D}}(\gamma) = \sum_{i=1}^{3} \prod_{j \neq i} \Gamma(b_j - b_i) \Gamma(1 - a_1 + b_i) \]
\[ \times (A_{\alpha\beta})^{b_j-b_i} \left( \frac{\lambda_{\Theta}}{\gamma_{S,E} \lambda_{\Theta}} \right)^{a_j+b_i}, \]

where \( v = \min\{b_1, b_2, b_3, b_4\} \) and \( \Psi \) is a constant such that
\[ \Psi = \sum_{i=1}^{3} \prod_{j \neq i} \Gamma(b_j - b_i) \Gamma(1 - a_1 + b_i) \]
\[ \times (A_{\alpha\beta})^{b_j-b_i} \left( \frac{\lambda_{\Theta}}{\gamma_{S,E} \lambda_{\Theta}} \right)^{a_j+b_i}. \]

In addition, the CDF of \( \gamma_{S,D} \) at high SNR becomes
\[ F_{\gamma_{S,D}}(\gamma) \approx F_{\gamma_{S,U}}(\gamma) + F_{\gamma_{U,D}}(\gamma) \]
\[ \approx \left( \frac{1}{\eta^K} \right) \left( \frac{1}{\lambda} \right)^{\gamma \frac{K}{\bar{\lambda}}} + \Psi \times \gamma^2 + \frac{\alpha + \beta}{2}. \]
Substituting (22) and (35) into (25), the asymptotic SOP is written as

\[
P_{\text{out}}^\infty = \int_0^\infty F_{\gamma_{S,D}}(\Theta(\gamma)) f_{\gamma_{S,E}}(\gamma) \, d\gamma
\]
\[
= \int_0^\infty \left( \frac{1}{\eta!} \right)^K \left( \frac{1}{\lambda} \right)^{\eta K} (\Theta(\gamma))^{\frac{2K}{2}} \times \Psi \times (\Theta(\gamma))^{\frac{2K}{2} + \frac{1}{4}} \times \left( \frac{m}{\gamma_{S,E}} \right)^m \left( \frac{\Gamma(m)}{\Gamma(m)} \right) \exp \left( -m\gamma \right) \, d\gamma
\]
\[
= \hat{I}_1 + \hat{I}_2,
\]
where \( \hat{I}_1 \) and \( \hat{I}_2 \) are written as

\[
\hat{I}_1 = \int_0^\infty \left( \frac{1}{\eta!} \right)^K \left( \frac{1}{\lambda} \right)^{\eta K} (\Theta(\gamma))^{\frac{2K}{2}} \times \left( \frac{m}{\gamma_{S,E}} \right)^m \left( \frac{\Gamma(m)}{\Gamma(m)} \right) \exp \left( -m\gamma \right) \, d\gamma,
\]
\[
\hat{I}_2 = \int_0^\infty \Psi \times (\Theta(\gamma))^{\frac{2K}{2} + \frac{1}{4}} \times \left( \frac{m}{\gamma_{S,E}} \right)^m \left( \frac{\Gamma(m)}{\Gamma(m)} \right) \exp \left( -m\gamma \right) \, d\gamma.
\]

After some simple manipulations, \( \hat{I}_1 \) and \( \hat{I}_2 \) can be finally expressed as

\[
\hat{I}_1 = B_1 \Gamma \left( \frac{\eta K}{2} + m \right) \gamma_{S,U}^{\frac{2K}{2}},
\]
\[
\hat{I}_2 = B_2 \Gamma \left( \frac{v}{2} + \frac{\alpha + \beta}{4} + m \right) \gamma_{S,D}^{\frac{2K}{2} + \frac{1}{4}},
\]
where \( B_1 \) and \( B_2 \) are given as follow

\[
B_1 = \left( \frac{1}{\eta!} \right)^K \left( \frac{\gamma_{S,E}}{16 - \pi^2} \right) \left( \frac{\Theta(\gamma)}{m} \right)^{\frac{2K}{2}},
\]
\[
B_2 = \frac{\gamma^2}{\zeta \Gamma(\alpha) \Gamma(\beta) h_t^2} \left( \frac{\alpha \beta}{A_0} \right)^{\frac{1}{4} + \frac{1}{4}} \left( \frac{\Theta(\gamma)}{m} \right)^{\frac{2K}{2} + \frac{1}{4}} \times \prod_{i=1}^{3} \left( \frac{\Gamma(b_j - b_i)}{\Gamma(a_j - b_i)} \Gamma(1 - a_j + b_i) \right) \left( \frac{\alpha \beta}{A_0 h_t} \right)^{b_i}.
\]

Finally, substituting (39) and (40) into (36), the asymptotic SOP is derived\(^3\). Therefore, the diversity order is given as

\[
G_d = \min \left\{ \frac{\eta K}{2}, \frac{v}{2} + \frac{\alpha + \beta}{4} - 1 \right\}.
\]

**Remark 1.** The result shows that the secrecy performance

\[^3\text{The expression includes 71 additions, } K(N - 1) + 67 \text{ multiplications, and 24 Gamma functions, whose exponential term is } \left( \frac{2}{7} N K, \frac{v}{7} + \frac{1}{4} (\alpha + \beta) \right) \text{ for the RIS-based mixed FSO/RF two-layer heterogeneous networks is dominated by the weaker one between the RF and the FSO channel links. In the RF dominating case (i.e., } G_d = \frac{vK}{2}, \text{ the system performance is dependent on the shape parameter } \eta, \text{ the number of users } K, \text{ and then the coding gain becomes} \]

\[
G_c = \left( B_1 \Gamma \left( \frac{\eta K}{2} + m \right) \right)^{\frac{vK}{2}},
\]
while in the FSO link dominating case (i.e., } G_d = \frac{vK}{2} + \frac{\alpha + \beta}{4} - 1, \text{ the system performance is dependent on the parameter of PE, i.e., the value of } \gamma^2, \text{ the large-scale and small-scale scattering parameter } \alpha, \beta, \text{ and then the coding gain is}

\[
G_c = \left( B_2 \Gamma \left( \frac{v}{2} + \frac{\alpha + \beta}{4} + m \right) \right)^{\frac{vK}{2} + \frac{1}{4} (\alpha + \beta)}.
\]

**D. Asymptotic Probability of Positive Secrecy Capacity**

The PPSC is another secrecy performance metric based on Wyner’s model, defined as the probability that \( C_s \) is positive and expressed as

\[
P_{\text{ppsc}} = \Pr \left[ C_s > 0 \right] = \Pr \left[ \gamma_{S,D} > \gamma_{S,E} \right]
= 1 - \int_0^\infty F_{\gamma_{S,D}}(\gamma) f_{\gamma_{S,E}}(\gamma) \, d\gamma.
\]

At high SNRs, the asymptotic PPSC can be obtained by substituting(22) and (35) into (46) such that

\[
P_{\text{ppsc}} = 1 - \int_0^\infty \left( \frac{1}{\eta!} \right)^K \left( \frac{1}{\lambda} \right)^{\eta K} \gamma^{\frac{2K}{2}} \times \Psi \times \gamma^{\frac{2K}{2} + \frac{1}{4}} \times \left( \frac{m}{\gamma_{S,E}} \right)^m \left( \frac{\Gamma(m)}{\Gamma(m)} \right) \exp \left( -m\gamma \right) \, d\gamma,
\]
\[
= 1 - \hat{B}_1 \left( \frac{\gamma_{S,E}}{m} \right)^{\frac{2K}{2}} \Gamma \left( \frac{\eta K}{2} + m \right) \times \hat{B}_2 \left( \frac{\gamma_{S,E}}{m} \right)^{\frac{2K}{2} + \frac{1}{4}} \Gamma \left( \frac{v}{2} + \frac{\alpha + \beta}{4} + m \right),
\]
where the expressions of \( \hat{B}_1 \) and \( \hat{B}_2 \) are

\[
\hat{B}_1 = \left( \frac{1}{\eta!} \right)^K \left( \frac{1}{\lambda} \right)^{\eta K} \frac{1}{\Gamma(m)},
\]
\[
\hat{B}_2 = \frac{\Psi}{\Gamma(m)}.
\]

The exponential term in (47) contains the number of users \( K, \text{ RIS elements } N, \text{ and the factor of FSO fading parameters, such as } \alpha, \beta, z. \text{ These parameters play a crucial role in the secrecy performance of the system and we will show their impact in the next section.}

**IV. Simulation Results**

In this section, the numerical results of the derived secure analysis are shown. The CDF of end-to-end SNR for legitimate and wiretap links is first demonstrated. Subsequently, the SOPs under various parameters (such as } \( K, N, \alpha, \text{ etc.} \) are compared
and the asymptotic SOPs at the high SNR regions are also illustrated. In addition, we compare the OUS scheme with the round-robin user scheduling (RrUS) [37] scheme in the presence and absence of RIS to verify the superiority of this framework. Finally, the analytical expressions for the asymptotic PPSC are also compared under different parameter cases. The main simulation parameters are shown in Table I.

### Table I

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of RIS elements, $N$</td>
<td>10 to 20</td>
</tr>
<tr>
<td>Number of ground users, $K$</td>
<td>2 to 4</td>
</tr>
<tr>
<td>Fading parameter, $m$</td>
<td>2 to 3</td>
</tr>
<tr>
<td>Pass loss of FSO channel, $h_l$</td>
<td>0.741</td>
</tr>
<tr>
<td>Constant term of PE, $A_0$</td>
<td>0.8</td>
</tr>
<tr>
<td>Electrical-optical conversion coefficient, $\zeta$</td>
<td>0.5</td>
</tr>
<tr>
<td>Moderate Turbulence $[\alpha, \beta]$</td>
<td>[5.42, 3.8]</td>
</tr>
<tr>
<td>Strong Turbulence $[\alpha, \beta]$</td>
<td>[4.1, 7.1]</td>
</tr>
<tr>
<td>Secure transmission threshold, $R_s$</td>
<td>0.01 bps</td>
</tr>
<tr>
<td>Distance from the UAV to HAP, $d_{U,D}$</td>
<td>800 m</td>
</tr>
</tbody>
</table>

Figure 2 shows the CDFs of the instantaneous SNR of the mixed RF/FSO networks from users to UAV, users to Eve, and UAV to HAP, respectively. Comparisons are also performed under strong and weak atmospheric turbulence, different numbers of RIS elements, and different fading factors, while MC simulations demonstrate the accuracy of our analysis results. It can be seen that all six curves converge to 1 when the SNR is 25 dB, hence we treat $\gamma = 25$ dB as $\gamma \to \infty$, $\gamma \in \{\gamma_{S,U}, \gamma_{U,D}\}$ in the following simulations of the asymptotic SOP and PPSC.

![CDFs of instantaneous SNR for the mixed RF/FSO networks](image)

Fig. 2. CDFs of instantaneous SNR for the mixed RF/FSO networks

Figure 3 shows the variations of SOP with the number of users for strong and moderate turbulence conditions, respectively, where the transmission SNR means $\gamma_{S,E}$ or $\gamma_{U,D}$ cause we equalize these two parameters at simulation. It can be seen that the SOP decreases as the number of users increases, which implies that the SOP in a single-user scenario is an upper bound for that in a multi-user one, and this conclusion can provide vital insight for future works. Moreover, the derived analytical results are identical to the MC simulations and gradually approximate the asymptotic SOP curve when the transmission SNR is high enough, both of which validate the accuracy of the performance metrics for the proposed system.

![SOP for varying $K$ under different atmospheric turbulence conditions with the asymptotic results at high SNR regions](image)

Fig. 3. SOP for varying $K$ under different atmospheric turbulence conditions with the asymptotic results at high SNR regions.

Figure 4 shows the variations of SOP with the number of RIS elements for strong and moderate turbulence conditions, respectively. It is obvious that larger $N$ can achieve lower SOP, and their curve slope is also larger. The blue curve in the figure indicates moderate turbulence ($\alpha = 5.42$ and $\beta = 3.8$), where the SOP is about 2% for RIS element number $N = 20$ and about 10% for $N = 10$ at a low transmission SNR of 0 dB, a difference of 5 times. This indicates that we can improve the safety performance of mixed RF/FSO systems effectively by increasing the number of RIS components. Similar to Fig. 3, the MC simulations and the asymptotic expressions at high SNR can confirm the correctness of our derivation.

![SOP for varying $N$ under different atmospheric turbulence conditions with the asymptotic results at high SNR regions](image)

Fig. 4. SOP for varying $N$ under different atmospheric turbulence conditions with the asymptotic results at high SNR regions.

Figure 5 shows the variations of SOP with $\gamma_{S,E}$ for strong and moderate turbulence conditions with $N = 15, K = 3$, 

---

4 The numerical evaluation for Fox’s H-function and bivariate Meijer’s G-functions are based on [35, APPENDIX A] and [36, TABLE II].

5 The altitude of HAP is set to 1 km. The frequency and bandwidth for the RF channel are 2.1 GHz and 20 MHz, respectively [38].
respectively. The SOP decreases as the wiretap SNR $\bar{\gamma}_{S,E}$ decreases and approaches the asymptotic curve at high SNR. It is worth noting that the slopes of the six asymptotic curves are the same because in (39) and (40), $\gamma_{S,E}$ is the product term factor of the transmission SNR ($\bar{\gamma}_{S,U}$ or $\bar{\gamma}_{U,D}$) while $K, N, \alpha$ and $\beta$ are the exponential term factors, with the latter being significantly more influential than the former. Therefore, it can be concluded that our proposed framework can effectively improve the security performance of the system, regardless of the quality of the wiretap link.

Figure 6 compares our proposed OUS scheduling scheme with RrUS scheme in the presence and absence of RIS. In the RrUS scheme, each user has the same probability to transmit rather than the optimal user. It can be seen that our scheme has a superior performance advantage over the RrUS scheme, while the SOP of the system is much lower when RIS components $N = 15$ than that is absent. To be more specific, the OUS scheme improves the system secrecy performance (about $10^{-7}$) by 100 times over the RrUS scheme (about $10^{-5}$) at high transmission SNR in the presence of RIS, both of which prove the effectiveness of our proposed framework.

Figure 7 shows the trend of Asymptotic PPSC with transmission SNR for various $N$. It can be observed that the asymptotic PPSC at variable elements $N$ of RIS converges to 1 as the transmission SNR is more than 15. Moreover, perfectly positive secrecy capacity can be achieved with smaller signal-to-noise ratios when $N$ is gradually increased, e.g. $N = 20$, which further confirms that the introduction of RIS can effectively improve the security metrics of this mixed RF/FSO system.

Figure 8 shows the asymptotic PPSC varying simultaneously with $\bar{\gamma}_{S,U}$ and $\bar{\gamma}_{S,E}$, where $K = 3, N = 10, \alpha = 4$, and $\beta = 1.71$. In the event of strong turbulence, any smaller eavesdropping SNR e.g. $\bar{\gamma}_{S,E} = 4$ dB, may lead to a non-positive secrecy capacity, which implies that measures increasing the gap between the channel state of the legitimate link and the wiretap link required to be implemented, such as increasing the number of RIS elements or using superior scheduling methods.

V. CONCLUSION

A novel RIS-assisted HAP-UAV collaborative multi-user mixed RF/FSO system was proposed in this paper. First, we derived the end-to-end channel statistical characteristics for both legitimate and wiretap links, where the effects of pointing errors, path loss, and atmospheric turbulence were taken into
account capturing the propagation characteristics of the FSO link. Second, a closed-form solution for SOP is derived from the perspective of Meijer’s G-function. Moreover, the diversity order and coding gain for the mixed RF/FSO system were achieved to acquire more explicit insights, and the asymptotic PPSC expression was derived at high SNR regions. Finally, the simulation verifies the correctness of the derived results, as well as the tightness of the asymptotic expressions.

APPENDIX A

First, we introduce the symbol \( B = \sqrt{\gamma_{S,U}} \) to simplify the derivation, where \( x_n = |h_{R,U}|^2 \) and \( y_n = |h_{R,S}|^2 \) are independent Rayleigh RVs. The derivation of the CDF of \( B \) involves multiplying and adding various RVs, making it challenging. To simplify the process, a moment-matching method that utilizes a regular Gamma distribution is employed to approximate \( f_{\gamma_{S,U}} \). This technique is widely used to approximate complex distributions [39].

The Gamma RV \( B \) takes shape parameter \( \eta \) and scale parameter \( \lambda_k \), whose mean and variance are \( \mathbb{E}[B] = \eta \lambda_k \) and \( \mathbb{D}[B] = \eta \lambda_k^2 \), respectively. Since \( x_n \) and \( y_n \) are independent Rayleigh RVs, we have \( \mathbb{E}[x_n] = \frac{\sqrt{\pi}}{2d_{R,U}} \), \( \mathbb{E}[x_n^2] = d_{R,U}^{-2} \), and similarly \( \mathbb{E}[y_n] = \frac{\sqrt{\pi}}{2d_{R,U}} \), \( \mathbb{E}[y_n^2] = d_{R,U}^{-2} \). Therefore, the mean and variance of \( B \) are written as:

\[
\mathbb{E}[B] = N \sqrt{\gamma_{S,U}} \mathbb{E}[x_n] \cdot \mathbb{E}[y_n] = \frac{\pi N \sqrt{\gamma_{S,U}}}{4d_{R,U}d_{R,S}}, \quad (A.1)
\]

and

\[
\mathbb{D}[B] = N \sqrt{\gamma_{S,U}} \cdot \left[ \mathbb{E}[x_n^2] \cdot \mathbb{E}[y_n^2] - (\mathbb{E}[x_n] \cdot \mathbb{E}[y_n])^2 \right] = \frac{\pi^2 N \sqrt{\gamma_{S,U}}}{16d_{R,U}d_{R,S}}. \quad (A.2)
\]

Therefore, the shape parameter \( \eta \) and scale parameter \( \lambda_k \) can be obtained as:

\[
\eta = \frac{\mathbb{D}[B]}{\mathbb{E}[B]} = \frac{\sqrt{\gamma_{S,U}} (16 - \pi^2)}{4\pi d_{R,U}d_{R,S}}, \quad (A.3)
\]

and

\[
\lambda_k = \frac{\mathbb{E}[B]}{\eta} = \frac{\pi^2}{16 - \pi^2}. \quad (A.4)
\]

Finally, after substituting the above equations into the Gamma distribution, the statistic function in Lemma 1 can be obtained with RV \( \gamma_{k,U} = B^2 \).

APPENDIX B

A. Steps in the derivation of (13)

Since \( h_p \) and \( h_t \) are two independent random variables, while \( h_t \) is a constant related only to distance, the PDF of \( h_{U,D} \) can be derived from

\[
f_{h_{U,D}}(h) = \frac{1}{h_t} \int_{h/h_t}^\infty f_{h_p}(x) f_{h_p} \left( \frac{h}{xh_t} \right) \, dx \]

\[
= \frac{1}{h_t} \int_{h/h_t}^\infty \frac{1}{2} (\alpha\beta)^{(\alpha+\beta)/2} \frac{x^{\frac{\alpha+\beta}{2}-1}}{\Gamma(\alpha)\Gamma(\beta)} \, dx \times K_{\alpha-\beta} \left( 2\sqrt{\alpha\beta}x \right) \left( \frac{z^2}{A^2} \right)^{\frac{\alpha-\beta}{2}} \left( \frac{h}{h_t x} \right)^{\frac{\alpha+\beta}{2}-1} \, dx. \quad (B.1)
\]

After the variable substitution \( \mu = \frac{h_t}{h} x \) and with the help of [40, Eq. (09.34.3)], the above equation can be further written as

\[
f_{h_{U,D}}(h) = M \int_1^\infty \mu^{\frac{\alpha+\beta}{2}-1} z^2 G_{0,2}^\beta \left( \frac{\alpha\beta h_t \mu}{A_0 h_t} \frac{\alpha - \beta}{2}, -\frac{\alpha + \beta}{2} \right) \, d\mu, \quad (B.2)
\]

where \( M \) is the constant part independent of \( h \) and expressed as

\[
M = \frac{(\alpha\beta)^{(\alpha+\beta)/2} z^2}{h_{U,D}^{\alpha+\beta} \Gamma(\alpha)\Gamma(\beta) h_t^2} \left( \frac{h}{A_0} \right)^{\frac{\alpha+\beta}{2}}. \quad (B.3)
\]

According to [40, Eq. (07.11.3)], the final PDF of \( h_{U,D} \) can be obtained as

\[
f_{h_{U,D}}(h) = \alpha\beta h_t \frac{\alpha(\alpha+\beta)}{A_0 h_t} \left( \frac{h}{A_0} \right)^{\frac{\alpha+\beta}{2}} \times G_{1,2}^\beta \left( \frac{\alpha\beta h_t}{A_0 h_t} z^2 - \frac{\alpha + \beta}{2} \right). \quad (B.4)
\]

B. Steps in the derivation of (17) and (18)

By using \( h_{U,D} = \frac{1}{\zeta} \sqrt{\gamma_{U,D}/\gamma_{S,U}} \) and substituting it into Eqs. (B.5), Eqs. (17) can be derived after some mathematical operations related to the distribution of functions of random variables. Afterwards, the CDF of \( \gamma_{U,D} \) can be obtained by means of integrating Eqs. (17) as

\[
F_{\gamma_{U,D}}(\gamma) = \int_0^\gamma f_{\gamma_{U,D}}(x) \, dx = \tilde{M} \int_0^1 y^{\frac{\alpha+\beta-1}{2}} \times G_{1,3}^\beta \left( \frac{\alpha\beta}{A_0 h_t} \sqrt{\gamma_{U,D}} y, z^2 - \frac{\alpha + \beta}{2} \right) \, dy, \quad (B.5)
\]

where \( (a) \) is the variable substitutions \( x = \gamma \times y^2 \) and \( \tilde{M} \) is the constant part independent of variable of integration \( y \) and expressed as

\[
\tilde{M} = \frac{z^2}{\sqrt{\gamma_{S,U}}} \frac{(\alpha\beta)^{\frac{\alpha+\beta}{2}} \gamma}{A_0 \Gamma(\alpha)\Gamma(\beta) h_t^2}. \quad (B.6)
\]

Moreover, after some algebraic operations [40, Eq. (07.11.2)], the Eq. (18) can be obtained.
APPENDIX C

It is assumed that the channels from the users to the UAV are i.i.d. RVs, hence we have

\[
\Pr \{S_k = S_{sel}\} = \Pr \left\{ \max_{1 \leq j < K, j \neq k} \gamma_{j,U} < \gamma_{k,U} \right\} = \int_0^{\infty} \prod_{j \neq k} F_{\gamma_{j,U}}(x) f_{k,U}(x) \, dx = \int_0^{\infty} \prod_{j \neq k} F_{\gamma_{j,U}}(x) \, dx = \int_0^{\infty} \prod_{j \neq k} F_{\gamma_{j,U}}(x) \, dx = \frac{1}{K} F^K_{\gamma_{U}, \gamma_{V}}(x) \left| \begin{array}{l}
\infty \\
0
\end{array} \right. = \frac{1}{K}.
\]

Therefore the CDF of wiretap channel \(F_{\gamma_{S,E}}(\gamma)\) based on the OUS can be expressed as

\[
F_{\gamma_{S,E}}(\gamma) = \sum_{k=1}^{K} \Pr \{S_k = S_{sel}\} \times F_{\gamma_{k,U}}(\gamma) = 1 - \frac{1}{\Gamma(m)} \left( \frac{m}{\gamma_{S,E}} \right) = 1 - \frac{1}{\Gamma(m)} G^{0,1}_{1,2} \left( \frac{m}{\gamma_{S,E}} \right) \left( m, 0 \right),
\]

and the PDF in (22) can be differentiated by (C.2).

APPENDIX D

A. The derivation of \(I_1\)

First of all, \(I_1\) is an integral with respect to \(\gamma\) and expressed as

\[
I_1 = \int_0^\infty \frac{\prod_{k=0}^{K} \frac{(-1)^k}{k!} \sum_{n_1, n_2, \ldots, n_q=0}^{\infty} \prod_{q=0}^{m} \Theta_q \left( \frac{m}{\gamma_{S,E}} \right)^n}{\Gamma(m)} G^{0,1}_{1,0} \left( \frac{m}{\gamma_{S,E}} \right) \left( m \gamma, \lambda_{\ast} \right) \left( 0 \right) \, d\gamma.
\]

Besides, to get rid of the square root term and facilitate the consequent calculation, the substitution \(\gamma = \tilde{\gamma}^2\) is introduced. Moreover, with the utilization of [34, Eq. (07.34.03.0004.01)], the above equation is transformed to

\[
I_1 = \int_0^\infty \frac{\prod_{k=0}^{K} \frac{(-1)^k}{k!} \sum_{n_1, n_2, \ldots, n_q=0}^{\infty} \prod_{q=0}^{m} \Theta_q \left( \frac{m}{\gamma_{S,E}} \right)^n}{\Gamma(m)} G^{0,1}_{1,0} \left( \frac{m}{\gamma_{S,E}} \right) \left( m \gamma, \lambda_{\ast} \right) \left( 0 \right) \, d\gamma.
\]

Furthermore, the Eq. (D.2) can be solved with the assistance of [34, Eq. (07.34.21.0012.01)] and represented as

\[
I_1 = \sum_{k=0}^{K} \frac{(-1)^k}{k!} \sum_{n_1, n_2, \ldots, n_q=0}^{\infty} V \times \int_0^\infty \left( \Theta_q \right)^{\frac{m}{\gamma_{S,E}}} \left( m \gamma, \lambda_{\ast} \right) \left( 0 \right) \, d\gamma.
\]

B. The derivation of \(I_2\)

The expression \(I_2\) is first written as

\[
I_2 = \int_0^\infty \tilde{M} \tilde{N} \times t^{\frac{a+b}{2} + m - 1} \times G^{0,1}_{1,0} \left( \frac{m \gamma}{\gamma_{S,E}} \right) \left( 0 \right) \left( \frac{m \gamma}{\gamma_{S,E}} \right) \left( 0 \right) \, d\gamma.
\]

Similar to \(I_1\), with the employment of substitution \(\gamma = \tilde{\gamma}^2\) and [34, Eq. (07.34.21.0012.01)], \(I_2\) can be further derived as

\[
I_2 = \int_0^\infty \tilde{M} \tilde{N} \times t^{\frac{a+b}{2} + m - 1} \times G^{0,1}_{1,0} \left( \frac{m \gamma}{\gamma_{S,E}} \right) \left( 0 \right) \left( \frac{m \gamma}{\gamma_{S,E}} \right) \left( 0 \right) \, d\gamma.
\]

C. The derivation of \(I_3\)

The expression of \(I_3\) is

\[
I_3 = \sum_{k=0}^{K} \frac{(-1)^k}{k!} \sum_{n_1, n_2, \ldots, n_q=0}^{\infty} \prod_{q=0}^{m} \Theta_q \left( \frac{m}{\gamma_{S,E}} \right)^n \left( m \gamma, \lambda_{\ast} \right) \left( 0 \right) \, d\gamma.
\]

Utilizing [34, Eq. (07.34.21.0012.01)] with the substitution
\[ \gamma = t^2,\quad I_3 \text{ becomes} \]
\[ I_3 = \hat{M} \times \sum_{k=0}^{K} \frac{(-1)^k}{k!} \sum_{n_1, n_2, q_0=0}^{\gamma-1} \hat{V} \times \int_{0}^{\infty} t^{n_1+\frac{q_0}{2}+2m-1} e^{-\frac{t}{2}} G_{0,1}^{1,0} \left( \lambda E t \right) \left( -1 \right) G_{0,1}^{1,0} \left( \frac{m t^2}{\gamma_{S,E}} \right) \]  
\[ \times G_{3,4}^{1,1} \left( A E t | 1 - \frac{\alpha+\beta}{2} , \frac{1}{2} + z^2 - \frac{\alpha+\beta}{2}, -\frac{\alpha+\beta}{2}, -\frac{\alpha+\beta}{2} \right) dt \]
\[ = \hat{M} \times \sum_{k=0}^{K} \frac{(-1)^k}{k!} \sum_{n_1, n_2, q_0=0}^{\gamma-1} \hat{V} \lambda E t \sum_{q=0}^{1-q-\frac{\alpha+\beta}{2}} m_2 \times \]
\[ G_{0,1,3,1:1,0}^{1,0,2:4,0,1} \left( 1 - q - \frac{\alpha+\beta}{2} - 2m_2 | E_3 \right) \left( 1 - q - \frac{\alpha+\beta}{2} - 2m_2 | E_4 \right) \left( \frac{m \Theta_{S,E}}{\gamma_{S,E}} \lambda E t \right) \]  
where  \( \hat{V} = 2 \frac{\pi}{\Gamma(m)} \left( \frac{m \Theta_{S,E}}{\gamma_{S,E}} \right)^m \Theta_{S,E}^{\frac{\alpha+\beta}{2}} \]
\[ E_3 = 1 - \frac{\alpha+\beta}{2}, 1 + z^2 - \frac{\alpha+\beta}{2} \]  
and  \( E_4 = z^2 - \frac{\alpha+\beta}{2}, \frac{\alpha+\beta}{2}, -\frac{\alpha+\beta}{2}, -\frac{\alpha+\beta}{2} \).

Finally, substituting (D.3), (D.5) and (D.7) into (26), the SOP of this system can be obtained.
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