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Chapter 1 
Introduction 

1.1 Customization in Marketing  

True one-to-one customization has begun to be realized by more 

companies through the migration of marketing to the online environment. 

Companies are changing their marketing strategies from being seller-

centric to being buyer-centric. For this purpose, they develop methods and 

strategies to customize marketing mix instruments i.e. product, purchase 

price, communication, distribution and logistics, and after-sales support and 

cost (Rust and Verhoef, 2005). As a result, we observe that customers are 

becoming active participants in the product development, purchase, and 

consumption processes in the digital marketplace. For example, Dell 

computer designs a personal computer based on the specifications which 

are set by customers from a choice menu. In the car industry, GM and 

Chrysler are examples of companies engaging in product and price 

customization. Wind and Rangaswamy (2001) call this emerging paradigm 

“customerization” and describe it as “a call to everyone in the marketing 

profession to rise to a new standard of interacting with customers and 

building relationships with them.” This new paradigm merges mass 

customization, one-to-one marketing strategies, and focuses interest on the 

firm decisions of ‘whom to target, when and with what’ and on the customer 

decisions of ‘whether, what, when and where to buy’. In sum, with the 

adaptation of one-to-one marketing strategies to the Internet, marketing 

strategies are becoming more individually oriented. Such strategies often 

require little prior information about customers, and even the product itself 
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can be manufactured after consumers tell the company what they want to 

buy. 

Businesses have begun to develop databases that allow them to 

approach customers on an individual basis by customizing their ways of 

introducing, providing, and delivering products and services to the 

customers. Nowadays, especially in business-to-business markets, many 

firms are starting to involve their customers even in the product 

development process on the basis of information collected in 

questionnaires. Face-to-face or phone contacts are not the only means of 

communication anymore. The Internet and other new communication media 

such as PDAs, WAP-wireless application protocol- (mobile phones, pagers, 

two-way radios, smartphones and communicators) and digital TV allow 

companies to interact with customers much more directly and in real time.  

Although customization strategies are easier and cheaper with the 

available technology, the strategic and organizational decisions are more 

complex and expensive. A company must bring together the supply and 

demand sides of the market for successful customization. Managers face 

critical decisions about where and when to customize and how to integrate 

this strategy with other marketing strategies. Customization begins with the 

database. To compile a customer database, one needs to collect customer 

information, which is very costly. Money and staff resources available for 

the firm to do this have limits. Time is a major constraint. The value of the 

information gained has to be weighed against some estimate of the cost of 

its collection. Most direct marketers collect extensive household 
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Introduction 

information; however, there is a need to develop new methods to exploit 

this information fully to customize the product offerings or merchandizing 

strategies. In the next section, we briefly discuss marketing mix 

customization and customizability. 

1.2 Marketing Mix Customization 

While customers are passive participants in traditional marketing, they are 

becoming active participants in customization through the processes of 

creating and marketing the product and service. Customers are more active 

in every stage of these processes through the Internet. The Internet makes 

it possible for customers to drive the process: to search for information they 

need to make choices, to create their own products and services, to set 

their own prices, and to self-select themselves into segment. Now, we 

explain how to customize five different instruments of marketing mix --

product, purchase price, communication, distribution, and after-sales 

support and cost-- either by the marketing firm or by consumers, with 

examples below and summarized in Table 1.1 (This table and section is 

mainly based on Logman, 1997). Some customization applications in 

marketing literature are illustrated in Table 1.2. 
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Table 1.1: Marketing mix customization and customizability options 

(Logman, 1997) 

Elements By Company By Customer
Product Offering enhanced and/or bundled products Offering final products with different options

(to meet individual customer needs) Offering a menu of product components (from which 
customers can select and design their final product)

Purchase price Price discounting (dependent on sales As a result of product customizability
volume, sales history, time of purchase) As a result of customers' bargaining power
As a result of product customization As a result of customers' decision timing

Communication Using one-to-one communication tools Offering a customizable interactive information 
(direct mail, sales force) network (such as the Internet)

Distribution Offering multiple channel solutions Offering a customizable distribution network 
(partly customizable)

After-Sales Support Offering augmented product solutions Offering do-it-yourself solutions
and Costs (with single or bundled services) As a result of product customizability

Using remote control systems (such as the way the product is used)  

1.2.1 Customizing Product 
Customers can create final products from choice menus according to their 

needs, budgets and preferences. Now, many companies have websites, 

which allow online customization. Dell, for example, has a website that 

allows different hardware configurations for customers. Other examples are 

the customization of cars by GM and Chrysler, in the car industry, and 

custom-made jeans (www.operand.com/portfolio/levis.php) in the clothing 

industry. Companies offer enhanced products (i.e. an enhanced product is 

a core product that has been differentiated by adding such tangible 

properties as features, styling, and quality) and/or bundled products (such 

as computer companies offering PCs with already installed software or 

printers) to meet individual customer needs. For this reason, they prefer to 

buy customizable products from suppliers and to adapt them or develop 

integrated solutions using modular systems (see Stremersch et al., 2003). 
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Introduction 

For instance, the Laboratory of Production Technologies of Siemens in 

Belgium uses integrated solutions to create products, which can be used in 

the production lines of different Siemens products. 

1.2.2 Customizing Price 
Companies can customize their product price as a result of a customer’s 

product customization, or by offering price discounts which are based on a 

customer’s past purchase history, a customer’s sales volume, time of 

purchase or product bundling. Customers can control prices through their 

bargaining power, which is possible by choosing the right moment to buy a 

product (such as waiting until the price drops) or searching for prices from 

different websites at different time points. Some websites, such as 

priceline.com, dealTime.com, and online auctions allow customers to 

customize purchase price. More companies, such as Chrysler or General 

Motors, allow their potential customers to design a product based on their 

own choices from available specifications, and calculate the price of the 

product using those specifications. 

1.2.3 Customizing Communication 
Different information needs of customers, such as for new product versions, 

possible upgrades of old products, promotional or product information, call 

for customization methods. This customized information can be distributed 

to customers directly through direct mail or personal contacts, and through 

the Internet via websites or email. Internet advertising is the main tool for 

communication customization in the digital marketplace, since advertising 

messages can be rapidly distributed at very low cost, and are easy to 
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produce and distribute over the web and email. The customization of 

content, format, the educational component or entertainment power of the 

communication, mode of delivery, timing and place are becoming popular 

topics in marketing in recent years (see Table 1.2). 

Table 1.2: Some customization applications in marketing literature 

Study What Method
Rossi, McCulloch and Allenby Customization of promotions Random coefficient choice model 
(1996) Target couponing with individual level heterogenity 
Ansari, Essagaier and Kohli Customization of offerings Hierarchical Bayes estimation
(2000) (Recommendation systems)
Gooley and Lattin Customization of Marketing Messages Multi-armed bandit problem approach
(2000) Which content to present to whom maximizing response rate
Liechty, Ramaswamy & Cohen Customization of communications HB multivariate probit model
(2001) Web-based information service
Raghu, Kannan, Rao & Whinston Customization of communications Information theory, segmentation, 
(2001) clustering techniques
Ansari and Mela (2003) Customization of email-messages Hierarchical Bayes (HB) estimation

and combinatorial optimizatition
Bertsimas and Mersereau Customization of marketing messages Adaptive sampling
(2003) 
Toubia, Simester and Hauser Customization of adaptive conjoint Polyhedral question design for partial 
(2003) questionnaire profile conjoint. Analytical center estimation
Montgomery, Hosanagar,et al. Designing a better shopbot Random utility model
(2004) Which stores to search, how long to wait, Decision approach 

and which offers present to the user
Zhang and Krishnamurthi (2004) Customization of promotions Incidence-choice and quantity model

When to promote how much to whom Optimization
Zhang and Wedel (2004) Customization of Promotions: comparison Incidence-choice and quantity model

of market, segment-based, personalized Profit optimization  

1.2.4 Customizing Distribution  
Customers now have more freedom in selecting the logistics and the 

methods of distribution to meet their needs. New distribution strategies are 

developed with the increasing usage of the Internet. Customers can 

determine where, when and how they want goods to be delivered, and in 

which manner. Amazon.com, for instance, offers three different delivery 
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Introduction 

timings with different prices. In electronic shopping, customers can 

continuously monitor and adjust orders, schedule delivery, places of 

distribution and how they want goods to be delivered. Companies prefer to 

use multiple channels for distribution flexibility depending on the customer’s 

product knowledge, service needs, and future price sensitivity.   

1.2.5 Customizing After-Sales Support and Costs 
Customers can choose do-it-yourself solutions, which are offered by the 

company, and buy customized products, which come with a customizable 

information network for after-sales support. Companies generally use 

remote-control systems for after-sales support. The Internet is one of the 

best tools for customized after-sales support. Especially in the computer 

industry, companies offer customized augmented solutions which include 

product, training, service or logistics offers, such as product maintenance, 

replacement, and so on. For example, some software companies use this 

method for updating software applications or fixing problems online. 

1.3 Problem Delineation:  

This thesis deals with aspects of these two key components of the 

customization process: 1) efficient customized data collection and 2) 

customization of marketing mix across multiple product categories. Both 

aspects involve stochastic modeling of consumer behavior/response, and 

optimal decision making based on the first process. Customization of 

marketing actions given limited information depends on inferences and the 

characterization of the level of uncertainty in these inferences. From this 
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perspective, Bayesian techniques are the most suitable tool for the 

problems anchored in this thesis. The Bayesian framework enables an 

elegant integration of response models and decision making which 

incorporates the uncertainty of model estimation in the decision framework. 

Such decisions of “what to ask whom” and “what to promote to whom” are 

at the core of this thesis. 

 We have seen an enormous increase in the use of Bayesian techniques 

in marketing in the past decade. The main reason behind this is that 

Bayesian methods are particularly appropriate to the decision orientation of 

marketing problems, and further, they ideally suit a wide range of marketing 

data and decision processes. Bayesian data analysis has the ability to 

handle many different types of response variables in the same analysis. 

Since marketing data are often lumpy and not very well-suited for making 

standard distributional assumptions, Bayesian methods have come to play 

a critical role in marketing models. Marketing data are also sparse at the 

individual level in general. While we need large samples in frequentist 

methods, for approximations of standard errors, we use posterior 

distributions in Bayesian inference, which enables accurate inference for all 

parameters and all sample sizes. That is, all Bayesian results are exact in 

finite samples because the distributions are derived conditional on the 

observed sample of data. However, many classical theory results depend 

on asymptotics and are only approximations for the observed sample of 

data. Missing responses in Bayesian analysis are easily modeled as latent 

variables in a manner that uses the information contained in observed data. 
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Marketing models often include latent variables, especially in consumer 

behavior and decision making problems. While frequentist methods allow 

for few latent variables (except for structural equation modeling) due to 

estimation difficulty, Bayesian models enable many latent variables to be 

included in a relatively straightforward fashion. Most data for marketing 

research is generated according to a hierarchical process, and again, such 

hierarchical models are easily implemented in Bayesian analysis. 

Hypothesis testing is different for the two approaches: While Bayesians 

measure the data’s support for the hypothesis, classical statisticians 

measure the hypothesis’ support for the data. Detailed explanations on the 

advantages of Bayesian data analysis in marketing can be found in Elrod 

(2005), and Bayesian statistics applications in marketing can be found in 

Rossi and Allenby (2003).  

 Bayesian statistics have been criticized by classical statisticians for the 

subjective prior information used. The prior information however can also 

be “objective.” Practically, prior information may in fact improve decision 

making (Berger 1985). In marketing, prior information is readily available 

from huge databases which are collected by market research companies. 

Some researches in marketing use prior information in their estimations 

such as from experts (e.g. Sandor and Wedel 2001, Popkowski and Sinha 

2005), or prior theory (e.g. Montgomery and Rossi 1999), or other datasets 

(e.g. Lenk and Rao 1990, Putler et el. 1996, Kamakura and Wedel 1997, 

Wedel and Pieters 2000, Ansari et al. 2000, Ter Hofstede et al. 2002).        
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1.4 Motivation of Essay 1: 

In the first essay, we study how to design optimal split questionnaires, 

which helps to collect better quality data faster and cheaper. Usage of the 

Internet is doubling every year1. This rapid growth of the Internet creates an 

opportunity for conducting online marketing research. By some estimates, 

about 60% of the population of the United States and the European Union 

has Internet access. This widespread adoption of the Internet makes a 

large cross-section of the population accessible and ensures that 

information on the needs and preferences of a substantial population of the 

consumers can be obtained online. In 1995, some of the first articles were 

published comparing email with postal surveys. For example, Mehta and 

Sivadas (1995) showed that email could generate high response rates 

similar to postal surveys.   

 Moreover, high levels of product customization need extensive profiling 

and customization tools to identify and target individual customers, based 

on a combination of demographics, attitudes and past interactions. Growing 

numbers of organizations and companies need to use more sophisticated 

means to get information on their Web site visitors. For these companies, 

online questionnaires can be a tool to link future customers to specific 

products and services. Companies can utilize analyses of consumer 

interests on Web sites. A recent survey among companies by WIT inc., a 

 
1 www.virtualsurveys.com/news/papers/paper_9.asp 
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Web services provider, found that 55 percent of respondents in Michigan 

plan to upgrade customer relations on their sites in 2004.  

 Campbell-Ewald Digital, a Warren-based advertising and marketing 

company, is one of these companies, and according to its senior vice 

president/creative director Harvey Zuppke, more companies are turning to 

cultural anthropologists and psychologists to develop online surveys that 

will produce profiles of potential customers and a broader picture of their 

lifestyles, in efforts to build a relationship with their customers. All of the 

market research companies’ clients use online surveys to learn more about 

their customers and how they interact with these sites. For instance, a 

Chevy Malibu Internet site by Campbell-Ewald questions visitors about their 

driving habits and what they value most in a car. After analyzing their 

answers, the Web site provides information about the car’s features that 

should be most appealing to them. Many more companies use interactive 

questionnaires to help customers find the right product and help the 

company determine its customer base.  

 Developing the questions can be a complicated and time-consuming 

process, and long questionnaires that inquire about potential customers’ 

lifestyles, attitudes, needs and past behavior may cause problems of 

attrition, nonresponse, fatigue and boredom of potential customers, and 

may not even be feasible on the Internet. Any efforts to improve the quality 

of the data will increase the effectiveness of market actions based on it. 

From this perspective, split questionnaire survey designs (which are not 

only useful in online surveys, but also for paper or phone surveys) help 
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market researchers to provide faster, cheaper and efficient ways of 

collecting data about customers.  

 The increasing usage of online marketing research needs more 

advanced methods to collect data, and from this respect the need for better 

questionnaire designs is increasing. Split questionnaires, adaptive 

questionnaires and individual level customized questionnaires have great 

potential for use in online surveys. In split questionnaire survey design, the 

original questionnaire is divided into sub-components and subjects respond 

to a randomly selected set of components only. Finding an optimal design 

for a split questionnaire involves finding the configuration of question sets 

(i.e. those questions given to one respondent, or a “split”) such that a 

minimum amount of information is lost as compared to the complete 

questionnaire. Some ad-hoc splitting strategies often used in practice may 

depend on the purpose and the contents of the survey, contextual 

placement of certain items, and the partial correlation coefficients of the 

items (Raghunathan and Grizzle, 1995). We suggest, in line with previous 

practice in marketing research, to utilize the natural structure of the 

questionnaire, in which questions are placed in blocks. Mostly, several 

questions measuring, for example, one particular attitudinal or lifestyle trait 

are administered as a group or block. We use this block-structure to 

generate split-questionnaire designs in two different ways: selecting entire 

blocks of questions, which we call a “between-block design”, or selecting 

questions in each block, which we call a “within-block design”. In the 

between-block design, a “split” comprises of the allocation of selected 
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blocks of questions and respondents answer all questions in these blocks; 

in the within-block design, a split comprises of sets of selected questions in 

each of the blocks and respondents answer only those questions in each 

block. For the first method, our research problem then simplifies to how 

these blocks should be administered to respondents in an optimal way. On 

the other hand, for the within-block design, our research problem is how to 

choose questions in each block optimally. After we generate optimal split 

questionnaires, we administer these different versions of the questionnaires 

and finally we multiple impute data with the Gibbs sampler for the missing 

responses using information from other subjects that responded to the 

missing parts. 

 In the questionnaire design area there are several possibilities for 

custody of a good design: The first is to reduce questionnaire length by 

dropping out uninformative questions. Factor analysis can be used for this 

approach. The second is to find user profiles from the sample data so that 

future users can be classified according to those profiles with classification 

methods (especially discriminant analysis) and offered different versions of 

the questionnaire (Zhang and Fang 2003, Haaland et al. 1979, Brockett et 

al. 1981). We compare our approach to these two alternatives. In Chapter 

3, we detail how to design optimal split questionnaires. Our approach --split 

questionnaire design-- differs from those methods in two ways. First, 

instead of dropping some questions from the questionnaire, we use all 

questions, only different people respond to different parts of the 

questionnaire. Second, instead of classifying subjects, we generate 

different versions of the questionnaire based on prior information. 
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1.5 Motivation of Essay 2: 

Companies have become increasingly interested in customization 

possibilities of interactive media as a result of significant advances in 

technology. Interactive media allows the marketer to identify the consumer 

and characteristics of the consumer, decide on the marketing message in 

real time and capture response to marketing communications. For instance, 

e-commerce sites such as amazon.com and dell.com can customize 

content (e.g., information, digital products such as software, advertising, 

promotions, recommendations…) to increase purchases. Nowadays, 

increasing numbers of companies develop customized and targeted online 

programs such as customized ads, websites, email-messages, customized 

sales-promotions to loyalty card users, customized electronic coupons, etc. 

Targeting and customization issues have long been of interest in marketing. 

In the previous sections, we have mentioned customization and 

customizability options for marketing mix instruments. In the second essay, 

we focus on the customization problem of how to develop promotion 

designs across multiple product categories simultaneously.  

 The dynamic nature of the Internet (and other interactive media) is 

particularly suited to offer promotions to individual customers “on the fly” to 

guide their decisions by using information from their previous decisions. 

Hence, delivering promotions individually via email or the web, one of the 

main interests of online customization, is becoming a more important 

subject. Specifically, online grocery stores such as Peapod (peapod.com) 



 

 

 

 

  15 

 

 

 

 

 

 

Introduction 

and NetGrocer (shop.netgrocer.com) possess the technological potential to 

customize the grocery shopping process. Currently, Peapod allows 

customers to create personal lists, such as frequently purchased products, 

products purchased for weekend parties, and products for special 

occasions (e.g., Thanksgiving) for its customer. Using this service, 

customers can reduce their shopping time, eliminate product categories of 

no interest to them, and keep checking totals of purchases so that they can 

spend within their budgets. Peapod also customizes the shopping 

experience by helping customers to list the items available in their pantry 

and refrigerator, and then suggesting recipes where these items can be 

used. These companies should fully utilize their technology and explore the 

potential for offering customized promotions. An example of using a 

customized promotion program is CVS Pharmacy. They use loyalty cards 

to offer different sales-promotions for low-tier, middle-tier, and top-tier 

customers. Additionally, they use targeted health mailings with segment 

level content and customized offers. They also target offers at the register 

using previous category purchase histories. 

 Since the decision of which items to promote to whom is very important, 

we consider the development of a customization method by focusing on the 

selection of target categories to be promoted from multiple product 

categories in an online shopping environment. Our method can be applied 

to different promotion programs such as individual specific e-coupon or 

point-of-purchase coupon distribution, and individual specific advertising. 

Personalized advertising and promotions are pervasive in a wide range of 

industries including services such as banking, telephony, insurance, 

durable goods such as autos, and a vast range of products sold in 
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supermarkets and drugstores. Currently, electronic coupons are issued by 

companies based on customer information in a way that does not depend 

on the (multivariate) relationships in purchase expenditures between 

categories. Our approach aims to obtain cross-category information and 

use this information in customizing coupon programs. In particular, web 

pages of specialized online coupon companies (e.g., couponmountain.com, 

coolsaving.com, couponcabin.com, and addcoupon.com) show a certain 

number of coupon offers and our purpose is to select the most suitable 

(profitable) categories to offer to individuals to minimize the search effort, 

as well as maximize the retailer revenue. The e-coupon is a short piece of 

text that can carry a commercial message, including price and availability of 

product in question. Electronic distribution of coupons has become more 

widespread under programs such as Catalina Marketing Incorporated’s 

(CMI) Checkout Coupon and Frequent Shopper schemes (in-store coupon 

distribution), in which households receive coupons offering discounts 

through the Internet (see valuepage.com/Entry.pst). According to the 

Association of Coupon Professionals, Internet-delivered coupons, although 

still a controversial topic in the industry, saw a five-fold increase in 

distribution as entrepreneurial marketers sought better ways to target and 

deliver effective incentives (couponpros.org).  

 There are three key components in this essay. The first one is 

multicategory modeling. We fit a hierarchical Bayes type-2 multivariate tobit 

model which allows us to estimate individual and average level consumer 

preferences, cross-category incidence, expenditure and incidence-

http://www.couponmountain.com/
http://www.coolsaving.com/
http://www.couponcabin.com/
http://www.addcoupon.com/
http://www.couponpros.org/


 

 

 

 

  17 

 

 

 

 

 

 

Introduction 

expenditure correlations using purchase incidence and expenditure data. 

Multicategory models are particularly appealing in our context because 

(online) retailers aim to maximize store profits by jointly coordinating 

marketing activities across product categories. Manufacturers that sell 

products in multiple categories may also benefit from these models, since 

they can use this information in production, price setting or for product 

bundling. Service provider firms may be interested in undertaking cross-

selling initiatives across product categories. The second concept is 

individual level heterogeneity. We include individual level heterogeneity in 

the coefficients of marketing activities for each individual consumer. 

Marketing models need to consider individual heterogeneity, since 

consumers may react differently to the marketing activities (marketing mix, 

such as price and promotion) and these differences between individuals 

form the very basis of customization. The last concept is optimal decision 

making. We estimate expected expenditures of each customer for each 

category and select the optimal combination of five categories to offer from 

among many. We consider parameter and estimation uncertainty in our 

estimation using the Bayesian decision framework. Importantly, we use the 

Bayesian approach to addressing these three concepts, since Bayesian 

statistics optimally investigate inference, estimation and decision problems 

of marketing.   

1.6 Outline of the Dissertation 

This thesis contains two essays on dealing with how to more efficiently 

collect data and how to customize online promotion offers across multiple 
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categories. In the first essay, we introduce a method to design split 

questionnaires to collect data more efficiently, i.e. faster, cheaper and with 

better quality, using experimental design techniques. In the second essay, 

we develop a customization approach and propose a method of optimizing 

the selection of categories to promote based on the Bayesian decision 

framework, using online grocery retail data. The Bayesian decision 

framework is used in both essays.   

In Chapter 2, we discuss Bayesian statistics for inference and decision 

problems in marketing. After giving some insights for Bayesian statistics, 

we explain in detail why Bayesian methods are commonly accepted by the 

marketing community and discuss some advantages of it for marketing. We 

focus on the Bayesian approach for marketing decision problems. We 

explain briefly some Bayesian estimation algorithms used in both essays.     

In Chapter 3, we focus on a split questionnaire survey design. This 

involves subsets of subjects responding to different parts of the 

questionnaire instead of the whole. Chapter 3 deals with the problem of 

constructing an optimal split questionnaire design, which means asking 

fewer questions per subject to obtain the most information. Split 

questionnaire design results in data missing by design. Our purpose in this 

chapter is to develop a method, using experimental design techniques, to 

select the best allocations of blocks of questions and question allocations in 

each block for splits (i.e. to generate different versions of split 

questionnaires) to maximize information. We reduce respondent burden 

with this method by asking fewer questions per subject. We explain the 
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proposed optimal split questionnaire method, which is based on prior 

information, and optimization by a design generating algorithm -the 

modified Federov algorithm- to find the optimal design from all possible 

designs. We explain how to construct identified split questionnaire designs, 

and how to impute the missing data with the Gibbs sampler. We also 

present empirical and simulated data results to illustrate the statistical 

efficiency of this method. This chapter is based on Adiguzel and Wedel 

(2004).  

Respondent burden is related to the time and the effort a respondent 

has to expend to complete a questionnaire. Time and effort are a function 

of the length and the nature of the individual items in a questionnaire. 

Therefore, it is reasonable to expect a degree of correlation between 

respondent burden and quality of the data. A reduction in respondent 

burden may also have a positive impact on reducing item nonresponse 

rates. We investigate behavioral effects of using split questionnaires and 

illustrate these effects on data quality in Chapter 3 in a field study.  

In Chapter 4, we define the problem of promotion customization. In this 

chapter, we provide a literature review of multivariate category applications 

in the marketing literature. For efficient customization, we need individual 

level customer information, and for that purpose we develop a model to 

analyze purchase incidence and expenditures of multiple categories. The 

model is a hierarchical Bayes multivariate type-2 tobit model and is 

estimated with the Gibbs sampling. Based on that, we develop an 

optimization algorithm to choose the optimal combination of categories from 

among many to promote for each customer. Our approach maximizes each 
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consumer’s total expenditures among all categories involved using the 

Bayesian decision framework. The approach is based on design generating 

algorithms used in experimental design literature (i.e. modified Federov 

algorithm) to solve this combinatorial optimization problem. We investigate 

our model and its performance on synthetic data, and give the applications 

and results of this problem.   

Finally, in Chapter 5, we present conclusions and discussion of 

substantive issues in these two essays, and describe the possible venues 

for future extensions. 



   

Chapter 2 
Decision Making under Uncertainty 

2.1 Introduction 

Bayesian decision analysis is a powerful tool to many professionals: market 

researchers, operations researchers, statisticians, businessmen, 

economists, engineers, psychologists, computer scientists and those in 

other fields where prediction and decision making must follow from 

statistical analysis. The Bayesian statistical tradition provides a formalized 

way of learning about the parameters of a statistical model from data and 

originated in 1763, with the theorem formulated by Reverend Thomas 

Bayes. The Bayesian paradigm has received tremendous popularity in 

marketing, since it affords an exceedingly flexible and robust framework for 

developing and estimating statistical models that facilitate realistic 

description of marketing data. Such models may include latent variables, 

missing data, mixed outcome data, heterogeneity of coefficients, and more. 

In particular, in Chapter 3 the model formulated for survey data includes 

missing values (due to the design of questionnaires) and possibly mixed 

outcome variables (i.e. rating scales, binary pick-any items, categorical 

demographic variables, etc.). In Chapter 4, we develop a model with 

heterogeneity of coefficients (individual level price and promotion 

sensitivities) and mixed outcomes (the incidence of a category and the 

expenditure on it). A basic paradigm in marketing is the notion that 

customers differ in their preferences, needs and choices, and that firms 

need to take such differences into account in determining optimal marketing 

actions. Rossi and Allenby (2003) postulate that statistical analysis of 
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marketing data is comprised of three components: within-unit behavior and 

across unit heterogeneity in that behavior (where unit can be a consumer, a 

household, or an organization), and action -the solution to the marketing 

decision problem that recognizes these previous components. Marketing 

data typically is comprised of many heterogeneous units, often with only 

limited information on each unit. The statistical problems associated with 

accommodating heterogeneity of consumers in statistical models and the 

subsequent management decisions have propelled the use of Bayesian 

statistical methodology. 

 It is fair to say that in marketing, the Bayesian paradigm is now the 

dominant paradigm for inference and decision making in such diverse 

areas as pricing, new product development, promotions, conjoint analysis 

and the design of conjoint experiments and --of particular interest to this 

thesis-- customization of marketing instruments to individual consumers. 

Some applications of Bayesian approach are in pricing (Montgomery, 1997, 

Montgomery et al., 1999, Kalyanam et al., 1998, Kalyanam, 1996); in new 

product development (Neelamegram et al., 1999, Lenk et al., 1990, Allenby 

et al., 1995, Talukdar et al., 2002, Michalek et al. 2005); in promotions 

(Blattberg et al., 1991, Boatwright et al., 1999); in conjoint analysis (Allenby 

et al., 1995, Andrews et al., 2002, Marshall et al., 2002, Otter et al., 2003, 

Bradlow et al., 2004); design of conjoint experiments (Sandor et al., 2001, 

Lenk et al., 1996); consumer demand modeling (Allenby et al., 1998, Kim et 

al., 2002); advertising (Wedel et al., 2000); in customization (Ansari et al., 

2003, Liechty et al., 2001); and Internet applications, such as 
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recommendation engines, web-browsing behavior etc. (Ansari et al., 2000, 

Bradlow et al., 2000, Sismeiro et al., 2004, Rahul et al., 2004). See also the 

review of Rossi and Allenby (2003).   

Rossi, McCulloch and Allenby state in their seminal paper in 1996: “Any 

successful customization approach must deal directly with the problem of 

partial information and take parameter uncertainty into account in the 

decision problem”. In this thesis, we will apply the Bayesian paradigm to 

facilitate decisions on “what to ask whom” in the construction split 

questionnaires and on “what to promote to whom” in designing optimal 

promotional plans, in Chapters 3 and 4 of this thesis. In this chapter, we 

discuss the Bayesian paradigm, advantages of this approach on a classical 

approach, and Bayesian decision making that will be used commonly later. 

In this chapter, we follow Rossi and Allenby (2003), Rossi, McCulloch and 

Allenby (2005) and Lenk and Wedel (2001).   

Bayesian methods propose the optimal way to make consistent 

decisions in the face of uncertainty. The reason behind this is that Bayesian 

statistics seek to optimally combine information from two sources: the 

information that we have or believe at the start of the research and the 

information in the observed data. Bayes theorem provides the mechanism 

to combine these both sources of information into a single set of updated 

information (i.e. the posterior distribution) of the quantities of interest.    

In statistics, we quantify uncertainty in observable scientific data 

through probability distributions, which depend on unknown quantities, 

called parameters. In the Bayesian paradigm, current knowledge before 

data analysis is represented with a prior distribution, and updated 
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knowledge based on available data is represented with a posterior 

distribution. Explicitly, current knowledge about the model parameters is 

expressed by placing a probability distribution on the parameters, called the 

"prior distribution", often written as )(p θ . This prior distribution can take on 

a variety of well known forms, such as the Normal, Binomial, Bernoulli, 

Poisson, and Gamma distributions, but also multivariate distributions such 

as the Multivariate Normal, Multinomial, Dirichlet and Wishart (see Casella 

and Berger, 1990, for an overview of these distributions and specific 

details). When new data y becomes available, the information they contain 

regarding the model parameters is expressed in the "likelihood," which is 

proportional to the distribution of the observed data given the model 

parameters, and written as )|y(p θ . Thus, the likelihood requires the 

specification of a distributional form for the data, as a function of the 

unknown parameters θ . The information in the data as contained in the 

likelihood is then combined with the prior to produce an updated probability 

distribution called the "posterior distribution,” )y,(p θ  on which all Bayesian 

inference is based. Bayes’ theorem illustrates how this update is done 

mathematically and shows that the posterior is proportional to the prior 

times the likelihood,   

              )|y(p)(p
d)|y(p)(p
)|y(p)(p)y|(p θ×θ∝

θθ×θ

θ×θ
=θ

∫
                        (2.1) 

This posterior distribution captures the uncertainty in the parameters after 

the data has been observed, but can take complex forms for realistic 
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models. A major breakthrough in the application of the Bayesian paradigm 

was the realization that in many cases the expressions for the joint 

posterior distribution of multiple parameters can be factored into simpler 

expressions that can be recursively sampled from, using so called Markov 

Chain Monte Carlo methods (MCMC, Geman & Geman 1984, Gelfand & 

Smith 1990). Markov Chain Monte Carlo (MCMC) simulation has enabled 

the estimation of complex models that are nearly impossible or very difficult 

to estimate with classical methods (Gelfand and Smith 1990, Smith and 

Roberts 1993, Gilks et al. 1996). This holds in particular for hierarchical 

Bayes models, which have received much popularity in marketing because 

of the importance of individual differences in a wide variety of models, and 

the need to investigate factors that influence those. A main theoretical 

advantage of the Bayesian framework is that while we examine the 

probability of the data given a model (hypothesis) in frequentist statistics, 

we examine the posterior probability of a model --or its parameters-- given 

the data in Bayesian statistics. This, for example, allows for accurate 

inference in small samples.  

In Markov Chain Monte Carlo algorithms, one generates a large sample 

of independent draws from the posterior distribution, and each draw is 

conditional on the previous one. MCMC is a Monte Carlo integration using 

Markov chains. The transition probabilities between sample values are only 

a function of the most recent value, which is why the technique is referred 

to as a Markov Chain. The Monte Carlo term comes from the Monte Carlo 

integration in which we draw samples from the distribution, and then 

calculate sample averages to approximate expectations. The Gibbs 

sampler (Geman and Geman 1984) is the most commonly used Markov 
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Chain Monte Carlo method and widely applicable to various Bayesian 

problems. We used the Gibbs sampler to impute missing data in Chapter 3 

based on a survey response model, and to estimate the parameters of a 

hierarchical Bayes multivariate type-2 tobit model in Chapter 4.   

Gibbs sampling simply means sampling from the full conditional 

distributions. Suppose that there is a random vector Y which consists of J 

subvectors, Y=(Y1,Y2,….,YJ), and the joint distribution of Y, P(Y). We 

iteratively draw from the conditional distribution of each subvector given all 

the others in Gibbs sampling. We represent this given the value of Y at 

each step t,  

                )Y,.......,Y,Y|Y(P~Y )t(
J

)t(
3

)t(
21

)1t(
1

+

                                                  (2.2) )Y,.......,Y,Y|Y(P~Y )t(
J

)t(
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)1t(
12

)1t(
2

++

              . 

              )Y,.......,Y,Y|Y(P~Y )1t(
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)1t(
J

+
−

+++

Gibbs sampling is closely related to data augmentation (Tanner and 

Wong, 1987). Data augmentation refers to methods for constructing 

iterative algorithms via introduction of unobserved data or latent variables. 

Many models in marketing which contain latent variables use this method, 

including limited dependent variable models (like choice or censored 

regression models), state space, or common factor models, and models 

with heterogeneity. Gibbs sampling is especially well suited to coping with 
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incomplete information and we illustrated the application of Gibbs sampling 

on missing data in Chapter 3. 

 Loss functions are used to estimate parameters in the Bayesian 

approach and to make decisions. A loss function measures the loss caused 

by an estimation error or decision error. Estimation is a special case in 

decision-making, and the goal is to choose the estimator which minimizes 

the expected loss. In the case of estimation problems, the loss function is a 

function of the parameter estimate and the true (unknown) parameter 

value. Common choices of loss functions are quadratic loss, absolute loss 

and zero-one loss, which are represented below, respectively. 

                                                                               (2.3) 2)ˆ(),ˆ(L θ−θ=θθ

                                     θ−θ=θθ ˆ),ˆ(L                                              (2.4) 

                                                                     (2.5) 
θ=θ=
θ=θ=θθ

ˆifc

ˆif0),ˆ(L

While the optimal Bayesian point estimate is the mean of the posterior 

distribution when choosing a quadratic loss function, the median of the 

posterior distribution is the point estimate when choosing the absolute loss 

function. The mode of the posterior distribution is the point estimate in the 

case of a zero-one loss function. Although the choice of loss function 

depends on the problem, the most commonly used is the quadratic loss 

function, which uses all the information in the posterior distribution. We will 

focus on the case of decision problems later. 
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We briefly discuss a few issues of the Bayesian approach, in particular 

the choice of the prior distribution. There are two kinds of prior information: 

objective and subjective (see more information on objective and subjective 

priors in Press, 2003). In the classical approach, all modeling assumptions 

are actually a kind of prior information, and generally the underlying 

assumptions can remain hidden, whereas the researcher’s prior beliefs are 

expressed as prior information in the Bayesian approach. Prior beliefs can 

be obtained from experts, prior studies, theories or other data sets. Prior 

distributions are intrinsically subjective (everyone’s prior information is 

different). Subjective Bayesian statistics, firmly rooted in probability theory 

(De Finetti, 1970), proposes that a model reflects a researcher's belief 

about a phenomenon and that people can and should conceive of 

uncertainty about events as subjective probabilities (Savage, 1954). This at 

the same time raises a reservation some have about the Bayesian 

approach: posterior predictive inferences are sensitive to the choice of the 

prior, and so are decisions made based on the model inferences. Many 

“pragmatic Bayesians” (See Lenk and Wedel, 2001), predominantly 

concerned with the flexibility of model construction that Bayesian statistics 

now afford through MCMC methodology, therefore choose non-informative 

priors for their model. Many statistical models formulated in the Bayesian 

framework, are therefore based on non-informative or weakly informative 

priors, which minimize the influence of prior assumptions on posterior 

inference. Although many statisticians see the subjective priors as a 

fundamental drawback of the Bayesian approach, this is inescapable, and 
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frequentist methods (classical statistical theory) also entail subjective 

choices. However, using prior information well may in fact improve 

decision-making (Berger 1985). Certainly, the investigation of the sensitivity 

of the predictive distribution to the specification of the prior is critical. In 

case subjective prior distributions for the model parameters can be 

assessed, we may need to elicit priors from consumers, decision makers or 

other subject-matter experts. Allenby et al. (1995) state that incorporating 

expected prior ordinal information of attributes into conjoint analysis 

improves the estimation. Sandor and Wedel (2001) illustrate that this 

approach is attractive in the design of choice experiments. Popkowski and 

Sinha (2005) propose a method to facilitate the subjective information from 

a modeler or manager into a choice model and illustrate the improvement 

on the marketing strategy (decisions). Wolfson (1995) and Chaloner (1996) 

provide an overview of the various philosophies of elicitation based on the 

ways people think about and update probabilistic statements. The use of 

loss functions to make optimal decisions concerning settings of control 

variables allows the statistical process to be customized to fit the particular 

application in question. Emphasis in Bayesian marketing is now shifting 

from inference towards the decision problem. Although quickly improving in 

quality, the models may not realize their full potential in decision making 

until put into the framework of the decision-making process. Better 

decisions require better procedures to extract information from data and 

incorporate that in the marketing decision problem, and the Bayesian 

paradigm is optimally suited for that (Lenk and Wedel, 2001). I provide two 

examples of this in Chapters 3 and 4 of this thesis.  
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2.2 Bayesian Analysis and Marketing Decisions  

In the previous section, we discussed the Bayesian approach for statistical 

inference and here we discuss the Bayesian approach for decision-making. 
The main purpose of decision theory is to develop techniques and methods 

that facilitate making decisions in an optimal way. The standard estimation 

problems of statistical inference or testing hypotheses can be formulated as 

decision problems (see Cyert and DeGroot, 1987). In this section, we 

compare “Bayesian approach” in decision theory to the naïve approach, 

“plug-in.” 

Most of the model parameters on which marketing action decisions are 

based, are unknown random variables, and we need to choose the optimal 

value of deterministic control variables, the effects of which depend on 

those random parameter values. Thus in the decision process, the 

parameter estimation or model uncertainty must be considered. The 

Bayesian approach merges all available prior and observed data 

information to estimate the parameters that are the basis of the optimization 

problem. Levels for the control variables can then be found that maximize 

or minimize the expected value of an objective function (Berger, 1985). 

Bayesian decision theory is very appropriate for marketing decision 

problems. The reasons are 1) subjective prior probabilities from economic 

theories, experts or managers can be easily used to express pre-existing 

information as prior information that improve the estimation, 2) it entails 

careful modeling of the data structure, checking and allowance for 
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uncertainty in model assumptions, 3) formulating a set of possible decisions 

can be easy, and 4) utility functions are used to express how the value of 

each alternative decision is affected by the unknown model parameters. 

The objective in decision-making is to choose an action that minimizes the 

expected value of the loss function with respect to the posterior distribution, 

if data are available. However, if data are not available, the expected loss 

should be minimized with respect to the prior distribution2 (see Sandor and 

Wedel, 2001, on designing conjoint experiments). 

The main goal of Bayesian decision theory is to minimize the expected 

loss of a decision or minimize the expected risk. To do this, Bayesian 

decision theory leads to an optimal decision considering the expected loss 

of all possible values of the random parameters values by weighting those 

by the probability of their occurrence (i.e. posterior distribution). A loss 

function and the posterior distribution are the two main components in 

decision theory and will be explained below. In Chapter 3, we develop a 

model for survey data, with a missing data structure that is due to the 

design of the questionnaire. Then, we formulate a loss function that 

captures how far a data-structure with missing data is from a true, complete 

dataset. The decisions are then what questions to pose to which 

respondents, to minimize the loss. In Chapter 4, the decision is what 

categories to promote to which customers, based on a joint model of 

category incidence and expenditure sensitivity to prices and promotions. 

 
2 The mean of the posterior distribution is the Bayes estimator with respect to the quadratic 
loss function. If no data are available, the posterior distribution reduces to the prior 
distribution, and the Bayes estimator becomes the mean of the prior distribution (see details 
Press, 2003).   
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The loss function is related to the incremental revenue obtained from 

promoting a specific set of categories. 

Suppose a manager has two or more alternative actions, “a”, for any 

decision. Each action “a” has some potential loss that will depend on the 

parameters, θ, and this relationship is expressed through the loss function, 

L(a,θ). For example, a marketing manager has to decide what category to 

promote for which consumer (Chapter 4). The different possible promotions 

are the alternative actions. The state of nature is the likely demand for 

every possible set of promotions, and revenue is the loss function that 

relates promotion to demand. We can calculate the expected revenue/profit 

(or loss) for every possible combination of allocation of promotions and 

demand. Management objectives are specified as a function of model 

predictions (and/or parameters), for example the predicted revenue arising 

from promoting a specific category, and the expected consequences of any 

particular management action (i.e. every possible set of promotions) are 

calculated by integrating over the uncertainty in both model parameters and 

model predictions. If we express this mathematically, the optimal decision 

maker chooses the action so as to minimize expected loss, where the 

expectation is taken with respect to the posterior distribution (Rossi and 

Allenby 2003)  

                                            (2.6) ∫ θθθ= d)data|(p),a(L)]a(L[Emin
a

This integral can be evaluated either numerically or by Monte Carlo 

integration. The explicit incorporation of the posterior distribution of the 
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random variables (which includes prior information) makes the decision 

theory approach Bayesian. In decision-making, uncertainty means that the 

outcome of a decision maker’s action is not exactly predictable because of 

the unknown parameter values or random error terms. The traditional 

approach only assumes a probability distribution for error terms but not for 

the unknown parameter values. Such an approach does not permit the 

choice of an optimal decision, which reflects estimation uncertainty. 

However, in the Bayesian approach, prior distributions are assigned for 

unknown values of the all parameters in the decision problem.    

Consider the more complex marketing decision problem in which we 

have explanatory variables x, consisting of some control variables xc and 

the remaining explanatory variables, xf. For example, we may have 

promotion as a (0/1) control variable, and price as another explanatory 

variable. We have a probability distribution p(y|x,θ) which represents how 

the dependent variable (outcome) is related to explanatory variables. The 

decision maker wants to choose xc to maximize the expected profits or 

revenue where the expectation is taken over the distribution of the outcome 

variable. In a fully Bayesian decision approach, this expectation must be 

taken with respect to the posterior distribution of θ and the predictive 

conditional distribution of p(y|xc,xf) and expressed by Rossi and Allenby 

(2003) as: 

                    )]]x|y([E[E)x|x( c|yfc
* π=π θθ

                                     [ ]∫ θπ= θ dy),x,x|y(p)x|y(E fcc                  (2.7) 

                                     )],x|x([E fc θπ= θ  
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Sometimes, a “plug-in” method is used, where the (maximum likelihood 

or posterior mode) estimates of any unknown random parameters are 

inserted into the optimization problem and then the decision problem is 

solved. In other words, the plug-in approach disregards the uncertainty and 

assumes that parameters are estimated perfectly. However, the certainty 

equivalence theorem3 demonstrates that if and only if the posterior 

distribution of the parameters is normal and the objective function is linear-

quadratic in the unknown parameters the plug-in leads to the same solution 

as a Bayesian approach (Dorfman, 1997). In Chapter 3, we rely on that 

result when we use a plug-in estimator to compute the optimal 

questionnaire design, in the case where all measure variables are normal. 

However, we do not always have symmetric posterior distributions because 

of prior information or particular distributional assumptions, and the 

objective function is not always quadratic. Most of the time objective 

functions in marketing are based on expectations of the explicit function of 

profits, and these profit functions are generally not linear. In such cases, 

taking a Bayesian approach to solving for the optimal control will produce a 

different answer from the standard method. Expressing this mathematically 

(Rossi and Allenby, 2003): 

                      ])[Eˆ|x(]|x([E)x( y|ccy|c
* θ=θπ≠θπ=π θθ                 (2.8) 

                                                      
3 If the loss function is quadratic and the constraining model is linear and stochastic only by 
additive random disturbances that are independent of the instruments and whose expected 
values are zero, then the optimal values of the instruments are the same as if there were no 
uncertainty (Theil, 1954).   
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This is the approach we take in Chapter 4 when deriving optimal individual 

level promotion allocations. Bayesian methods are ideal for cases where 

we have prior information that shapes posterior distributions and for 

problems where risk is important and the correct objective function is not 

quadratic, but skewed. For this reason, Bayesian decision theory is often 

referred to as decision-making under estimation risk, and it relies on 

incorporating the uncertainty from estimation process into an optimal 

decision. 

 

 

 

 

 

 

 

 

 

 





   

Chapter 3 
Split Questionnaire Design 

3.1 Introduction 

Market researchers have traditionally collected consumer information on 

preferences, attitudes, consumption contexts and lifestyles, by means of 

often very long questionnaires. In doing so, they need to make tradeoffs 

between reasonable survey length and the value and quality of additional 

information. Questionnaire length is a concern since it affects the quality of 

the data collected in several ways (Berdie, 1989). Long questionnaires lead 

to higher non-response, item non-response and early break-off rates. They 

also cause an increase in the use of undesired response styles, increased 

time to collect the data, and respondent fatigue and boredom. It has been 

reported that survey respondents become fatigued and irritable when 

questioned for more than twenty minutes. Many studies indicate that longer 

questionnaires have lower response rates than shorter ones (Adams and 

Gale, 1982; Bean and Roszkowski, 1995; Dillman, 1991; Dillman, Sinclair, 

and Clark, 1993; Heberline and Baumgartner, 1978; Roszkowski and Bean, 

1990).  

3.1.1 Motivation 
We propose a method to design split questionnaire surveys as an effective 

tool to reduce respondent burden without sacrificing the inferential content 

of the data. Although Good (1969, 1970) already called for the development 

of split questionnaire methods to collect survey data more efficiently, in the 

following thirty-five years, no systematic research on how to best design 
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split questionnaires seems to have been done. Two decades ago, Herzog 

and Bachman (1981) advised that a researcher who needs to use a long 

questionnaire might be well advised to split the material into at least two 

parts and administer those parts in different orders to different random 

subsets of the sample. In their split questionnaire survey design, the 

original questionnaire is divided into sub-components, and subjects only 

respond to a randomly selected subset of components. A similar idea of 

designing randomly split questionnaires is applied in what has been called 

“time sampling”. Here, questions are administered in a randomly rotated 

fashion to different parts of the panel in different episodes (Sikkel and 

Hoogendoorn, 1995). Incomplete designs in educational testing are based 

on a similar approach. In test construction, the researcher administers 

subsets of the total available item pool to the available subjects. The matrix 

sampling design (Shoemaker, 1973; Thayer, 1983), in which a test 

instrument is divided in sections, and groups of sections are administered 

to subjects in a randomized fashion, is used for that purpose. 

Each of these previous studies has thus used a randomization 

approach to design split questionnaires. The important question that 

remains is how to optimally split the questionnaire such that the least 

information is lost. Currently, no methods have been published to address 

that problem, and here lies the contribution of this chapter. Raghunathan 

and Grizzle (1995) mention that ad-hoc splitting strategies may depend on 

the purpose and the contents of the survey, contextual placement of certain 

items, and the partial correlation coefficients of the items. These 
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correlations may be readily available in tracking or syndicated studies, 

because here the researcher knows which (groups of) variables are 

correlated, from their previous measurements. In cross-sectional studies, 

prior knowledge about inter-relationships between variables can be 

obtained from a pilot study. However, even when such prior information is 

available, the construction of a split questionnaire design such that a 

minimum amount of information is lost is a challenging task. Since the 

number of possible split questionnaire designs is exponential in the number 

of questions, it is not feasible to consider all possible splits in designing a 

questionnaire for real-life applications. Therefore we suggest, in line with 

previous practice in marketing research, utilizing the natural structure of the 

questionnaire, in which questions are placed in blocks. Mostly, several 

questions measuring, for example, one particular attitudinal or lifestyle trait 

are administered as a group or block. We use this block-structure to 

generate split questionnaire designs in two different ways: selecting entire 

blocks of questions, which we call a “between-block design”, or selecting 

questions in each block, which we call a “within-block design.” In the 

between-block design, a “split” is comprised of the allocation of selected 

blocks of questions and respondents answer all questions in these blocks; 

in the within-block design, a split is comprised of sets of selected questions 

in each of the blocks, and respondents answer only those questions in 

each block. For the first method, given the coherent interpretation of the 

questions in one block, the problem then simplifies to how these blocks 

should be administered to respondents in an optimal way. On the other 

hand, for the within-block design, we need to optimally choose questions in 

each block. The choice between the within-block and the between-block 
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design should be based on substantive issues, as well as statistical 

properties of the two types of designs, as will become clear in the following 

of chapter. We focus on the problem of how to best develop a split 

questionnaire and propose a method to optimally choose the splits (a set of 

blocks of questions or questions in each block offered to a respondent) in 

this chapter.    

3.1.2 Outline of the Chapter 
The main contribution of this chapter is to propose a method to design split 

questionnaires. We apply the modified Federov algorithm to find the optimal 

design from all possible designs because of its speed and reliability. This 

method has been previously applied in a different context in the design of 

conjoint experiments (Kuhfeld, Tobias and Garratt, 1994). We propose 

using Kullback-Leibler (KL) distance between the complete and split 

questionnaire data as an optimization criterion. The algorithm searches the 

candidate splits for the split that is optimal in terms of the given criterion. As 

explained above, we study both between-block and within-block split 

questionnaire designs. The split questionnaire, once administered, results 

in data missing by design, which may result in lack of identification of all 

parameters from the observed data (Little and Rubin, 1997; Rassler, 2002). 

Specific overlap of the splits of the questionnaire may help to avoid that 

identification problem. We explain how to construct identified split 

questionnaire designs, and how to impute the missing data with the Gibbs 

sampler. Using a small simulated questionnaire, we enumerate all possible 

designs and compare that with the result of our design generating 



 

 

 

 

  41 

 

 

 

 

 

 

Split Questionnaire Design 
 

algorithm, which reveals that it recovers the optimal split in all cases. We 

compare the efficiency of split questionnaires generated with our procedure 

to (random) matrix sampling designs on synthetic data. In practice, market 

research companies design split questionnaires by randomly choosing 

blocks, or questions within each block. These methods are similar to the 

multiple matrix sampling techniques used in testing theory (Shoemaker, 

1973), and therefore constitute an appropriate benchmark. 

We then apply our approach to data obtained from a questionnaire on 

web attitudes and perceptions (Novak, Hoffman, and Yung, 2000) to 

empirically assess the performance of optimal between- and within-block 

designs, and to compare them to matrix sampling designs and heuristic 

designs constructed based on a principal components analysis of pilot data. 

We investigate the sensitivity of the optimal split questionnaire designs to 

changes in the prior parameters from the pilot study. Finally, we investigate 

the extent to which the proposed split questionnaire design method may 

result in better data quality than the complete questionnaire, by studying 

respondent burden, boredom, and fatigue in a field application of the web-

attitude questionnaire. Our conclusion is that optimally splitting 

questionnaires is worth consideration due to improved questionnaire 

efficiency and the resulting data quality.   

The subsequent sections are organized as follows: Section 2 examines 

issues in designing a split questionnaire. Since split questionnaire design is 

one of the methods of collecting data missing by design, we explain other 

methods of data collection missing by design in Section 3. In Section 4, the 

design criterion is introduced; the modified Federov algorithm and the 
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construction of identified split designs are explained. In Section 5, we 

discuss multiple imputations of the missing data and the estimation of the 

fraction of missing information. Section 6 provides a simulation study, which 

investigates the performance of the proposed split questionnaire design 

method, Section 7 provides the empirical application, and Section 8 

summarizes the field study. Finally, in Section 9, the results of this research 

are discussed and concluding remarks are offered.   

3.2 Constructing the Split Questionnaires 

Finding an optimal design for a split questionnaire involves finding the 

configuration of question sets (i.e. those questions given to one 

respondent, or a “split”) such that a minimum amount of information is lost 

as compared to the complete questionnaire. The design of a split 

questionnaire, as we propose it, involves two steps. First, one needs to 

assign questions to blocks with homogeneous content. Second, one needs 

to allocate either selected blocks to splits, or selected questions within 

blocks to splits, resulting in between- and within-block designs, 

respectively. In the first step, one wants to keep thematically closely related 

questions in the same block4. Raghunathan and Grizzle (1995) call this the 

contextual placement of questions. We start from the assumption that the 

questionnaire already consists of a number of blocks with questions that 
 

4 A block structure, if not available a-priori, can be generated using cluster analysis of a pilot 
with the full questionnaire (Rassler 2002). 
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need to be kept together, and we will utilize that natural structure of the 

questionnaire. Our approach is thus very suitable for questionnaires 

comprised of items to measure several multi-item constructs. These are 

very common in marketing research. Each split questionnaire design is 

defined by three sets of parameters: the number of splits, the number of 

blocks/questions per split, and the sampling fraction responding to each 

split. In this study we investigate the first two parameters and assume 

throughout that splits are distributed randomly and evenly to respondents. 

We propose to choose splits from all possible combinations of blocks 

(between-block designs) or from all possible combinations of questions in 

each block (within-block designs), using the Kullback-Leibler distance as a 

measure of information loss, computed from prior parameter estimates. 

Split questionnaires are one of the methods of collecting data missing by 

design in surveys with long questionnaires. Now, we explain other methods 

of data collection that give rise to data missing by design, in order to gain a 

broader perspective. 

3.3 Data Missing by Design 

Data collection through surveys requires significant amounts of time, 

money, and effort. Since time, money and subjects are scarce, in various 

research areas including marketing, researchers have begun developing 

more advanced methods to more efficiently collect data. Under time, 

subject and cost limitations, market research companies sometimes prefer 

to collect data missing by design, which is also called “planned 

missingness.” In these studies, companies select sub-parts of the whole 
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questionnaire to reduce the cost of a study. If planned missignness 

methods are applied successfully, missingness has little effect on the 

precision of the parameter estimates of interest. In this section, we talk 

about these proposed approaches, which are collecting data missing by 

design. In addition to collecting data missing by design, another currently 

used procedure in marketing is data fusion, which allows merging data from 

different sources. Since data fusion and split questionnaires are related, we 

also discuss data fusion and explain the relationship below. A split 

questionnaire survey design results in data that is missing by design. 

Alternative methods are two-stage designs, matrix-sampling designs, 

subsampling, time-sampling designs, and some experimental design 

procedures from classical statistics, such as fractional factorial designs or 

incomplete block designs. 

We saw the first applications of data missing by design in experimental 

psychology and in agricultural experiments (in which plots are used), in 

which different subsets of questions, plots, or stimuli are administered to 

different persons, e.g. factorial designs. Since factorial designs take less 

time (or require fewer resources) and the respondent’s task is shorter and 

less burdening, data collection is more efficient. For instance, Hermkens 

(1983) uses greco-latin square designs for surveys on equality of income. 

We also see applications of data missing by design in spatial interpolation 

problems in environmental science, mining, engineering, geology, soil 

science and hydrology (Le, Sun, and Zidek, 1997). The most common and 

widespread usage of data missing by design is in educational testing. 
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Calibration and measurement designs in educational testing are often 

incomplete designs and used in the framework of item response theory 

(IRT). The researcher decides to administer only a subset of the total items 

to the subjects because of the limited testing time (not all available items 

can be administered to every student). The three commonly used 

incomplete designs are random incomplete designs, multistage testing 

designs, and targeted testing designs. In random incomplete designs, the 

researcher decides which test form is taken by which students without 

using any a priori knowledge on the ability of a student. In multistage 

testing designs, the assignment of students to subsets of items from the 

total item pool in a specific testing stage is based on the observed 

responses in the previous stage (this is one kind of two-stage design). In 

targeted testing designs, the structure of the design is determined a priori 

on the basis of background information. There are two alternative 

applications of this method. First, the background variables (demographic 

or income information, etc.) are only used in the assignment of items or 

tests to students and not in the sampling of the students. In the second 

application, the background variables are used in the sampling of students 

as well as in the assignment of tests to students. The efficiency increases if 

we use a priori knowledge about the difficulty of the items and the ability of 

students to allocate students to subsets of items (Lord, 1980), which would 

call for Bayesian methods to develop these kinds of designs. Adaptive or 

tailored testing in educational testing is another application of “data missing 

by design.” In adaptive testing, the examinee’s preceding responses are 

used to select each next item to administer. For example, an examinee 

answering items correctly would be administered successively more difficult 
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items, and an examinee answering incorrectly would be administered 

successively easier items. Although the concept of a “correct” answer may 

or may not be of use in marketing surveys when designing questionnaires, 

we believe that the ideas in item response theory models (IRT) from the 

educational testing literature can be useful in the design of online marketing 

questionnaires in the future. Some studies on questionnaire designs from 

item response theory literature are van der Linden, et al. (2004), van der 

Linden (1999), van der Linden (2004), van der Linden, et al. (1998), and 

Veldkamp (2002). 

 The most prominent questionnaire design applications in marketing are 

conjoint questionnaire designs. Researchers traditionally have constructed 

designs for (ratings or choice) conjoint experiments using methods from the 

experimental design literature. Fractional factorial designs are the main 

method used in experiments. For instance, Lenk et al. (1996) present 

results that provide shorter questionnaires for metric conjoint analysis. They 

describe the problems associated with long questionnaires and call for 

experimental designs and estimation methods to recover parameters with 

shorter questionnaires. Their paper considers two experimental designs: 

one in which each subject receives the same set of questions, and one in 

which subjects receive different blocks of a fractional factorial design. 

Based on research by Huber and Zwerina (1996), Sandor and Wedel 

(2001) design conjoint choice experiments based on prior information about 

the parameters and their associated uncertainty, elicited from managers. 
They use Bayesian design procedures that assume a prior distribution of 
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likely parameter values and optimize the design over that distribution. Apart 

from conjoint questionnaire designs, there is to date no research on 

collecting data missing by design in surveys, and we intend to fill this void 

with this chapter. Before explaining some alternative tools for collecting 

data missing by design, we provide some differences and similarities 

between questionnaire design for conjoint experiments and survey designs.  

Conjoint experiments (conjoint questionnaire design) are a specific 

instance of experimental design, whereas split questionnaire designs toll 

within the value of survey designs. An experimental design specifies how to 

allocate resources (attribute levels in conjoint experiments that we want to 

learn consumer’s preferences) in the study. On the other hand, sampling is 

an economical way to select a small part of the population, so that study of 

that part permits broad generalizations within reasonable limits of doubt. In 

this chapter on split questionnaire designs, our purpose is to generate 

different versions of the questionnaire (which contain fewer questions than 

the complete questionnaire) with minimum information loss and we would 

like to know which questions from the whole questionnaire should be 

chosen to be administered together. The main difference, compared to 

survey sampling, is that instead of sampling subjects, we select questions 

and distribute them evenly to subjects. Sufficient subjects should respond 

to these different versions of the questionnaire. Our approach for designing 

split questionnaire designs can be modified by selecting questions based 

on sampled subjects’ background information or depending on some 

selective (classifying) questions. The issue of how many subjects should 

respond to each version of the questionnaire is also an important issue for 

future research. After we generate optimal split questionnaires, we collect 
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data and impute the missing parts. There is no imputation in conjoint 

designs after data collection. To design conjoint questionnaires, an 

important assumption that is often made is to assume zero values for the 

attribute weights. However, in designing split questionnaires, we use the 

covariance of the questions obtained from pilot studies. 

3.3.1 Two-Stage Designs 
Two-stage designs are the most common example of procedures that 

generate data missing by design. The first stage consists of core questions 

to elicit information which we want to have from all respondents, whereas 

the second stage, the remaining blocks of questions, are given to a subset 

of the entire sample, or to a stratified random sample with selection 

probabilities dependent on the first stage. The correlation between the core 

measure in the two stages and selection criteria for the second stage 

sample provide the information needed to make full-sample inferences 

about the second stage measures (Neff, 1996). 

3.3.2 Matrix Sampling Design 
Matrix sampling refers to the random sampling of a rectangular array of 

row-column entries from a larger matrix from the population. The National 

Assessment of Educational Progress (NAEP) uses matrix sampling designs 

in item testing5. Item testing is a popular psychometric application of this 
 

5 NAEP is the only national assessment in the US that measures what American students 
know and can do over time in various subjects such as reading and mathematics. The 
analysis of NAEP is IRT based and contains several consecutive steps.  
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method in which the rows constitute examinees and the columns constitute 

items. If more than one matrix is sampled, this is referred to in the literature 

as a multiple matrix sampling. Figure 3.1 depicts a non-overlapping multiple 

matrix sampling design (NMS) wherein examinees and items are sampled 

without replacement, and an overlapping multiple matrix sampling design, 

which in fact is a balanced incomplete block design (BIB). When more than 

one matrix is sampled, the point estimates for a single matrix are repeated, 

computed and averaged over all matrices, since the mean of unbiased 

estimates is also unbiased. When it comes to the computation of standard 

errors, the situation is more complicated. In matrix sampling designs, 

different respondents are asked different questions, and the set of 

questions varies across strata. These designs have common applications in 

computer-aided interviewing, or as a part of item experiments. In split 

questionnaire survey design, missing data are imputed to end up with a 

complete data set, which is not the case in matrix sampling as used in 

educational testing. 
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Figure 3.1: An example of NMS and BIB design 

1-) Non-overlapping matrix sampling (NMS) 2-) Balanced incomplete block design (BIB)

Items Items
1 2 3 4 1 2 3 4

1 1
E 2 E 2
x 3 x 3
a 4 a 4
m 5 m 5
i 6 i 6
n 7 n 7
e 8 e 8
e 9 e 9
s 10 s 10

11 11
12 12  

3.3.3 Time Sampling Design 
There are two basic ways to obtain information about the continuous 

behavior of consumers in time. The first is continuous consumer panels, 

which help to obtain a continuous record of the behavior of consumers for 

the entire time period. The second is to sample time, that is, to observe 

consumers at various points in time and to infer from these observations 

what behavior took place for those periods for which no measurements 

were made. Among market researchers, the most commonly used method 

is to have each sampling unit record its own continuous behavior via a self-

administered form, usually referred to as a diary. Although used in a wide 

variety of contexts, the most frequently used types of consumer panels in 



 

 

 

 

  51 

 

 

 

 

 

 

Split Questionnaire Design 
 

marketing are the purchase panel, the media measurement panel and the 

product test panel. 

 Sampling over time enables us to monitor, analyze and understand 

social processes through the estimation and analysis of changes in 

variables of interest. In addition to the usual sample design issues 

considered for a sample used for one time period, the design of a time 

sampling scheme needs to consider the frequency of sampling and the 

spread and pattern of inclusion of selected units over time. A key issue is 

whether to use overlapping or non-overlapping samples over time. For 

overlapping samples, the precise pattern of overlap must be designed. 

Factors that affect the design of a sample over time are: the key estimates 

to be produced, the type and level of analyses to be carried out, cost, data 

quality, and reporting load. The interaction between the design of the 

sample in time and the other features of the design, such as stratification 

and cluster sampling, also needs to be decided. Time series may be 

produced and analyzed, which may involve seasonal adjustment and trend 

estimation. Composite estimation is one of the methods of estimation that is 

used in time sampling that involve using data for the current and previous 

time periods and give different weights to matching and non-matching 

sample units.    

 Repeated, panel, and longitudinal surveys, rotating panel surveys, split 

panel surveys and rolling samples are important examples of the 

application of time sampling. A longitudinal survey (or panel survey) is a 
survey that uses a sample in which the same units are included for several 

time periods. A repeated survey is a survey conducted at different times 
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with no attempt to have sample units in common. Rotating panel survey is a 

panel survey in which a proportion of units are removed from the survey at 

some time periods and replaced by other units. In this method, a different 

rotation pattern can be used, i.e. the pattern of inclusion of sample units 

over time, such as overlapped or nonoverlapped (orthogonal) patterns. One 

example of time sampling design is illustrated in Figure 3.2.     

3.3.4 Subsampling or Multistage Sampling 
In subsampling, the aim is to divide the blocks into smaller and preferable 

subsamples (Figure 3.2). If the blocks represent clusters, subsampling is 

generally used to divide larger clusters into smaller clusters in sampling 

design. The advantage of this method is decreasing variance due to a 

decrease in the degree of clustering, without incurring a proportional 

increase in cost (Kish, 1965). The difference between estimates from these 

independent samples may be used to estimate the error variance. Then 

these error variances are straightforwardly projected to the entire sample 

formed from the combined subsamples. Subsampling designs require a 

minimum of two subsamples and homogeneity between samples. Although 

it is often not practical to include many more than two in the design, this 

method can be extended to more stages.  

3.3.5 Data Fusion 

Data fusion is related to split questionnaire designs. Data fusion or 

statistical file matching techniques merge data sets from different survey 
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samples to solve the problem that exists when no single file contains all 

variables of interest (Figure 3.2). Split data arise when data on two different 

sets of variables are obtained from two independent samples, while a 

number of variables (usually demographics) are measured in both samples 

(Kamakura and Wedel, 1997, 2000, and Gilula et al., 2006). Merging data 

sets is usually done on the basis of variables common to all files, and the 

methods in question assume conditional independence of the variables 

never jointly observed given the common variables. 

Data fusion can also be used to reduce the required number of 

respondents or questions in surveys. For example, the Belgium National 

readership survey on media and products is distributed to two different 

groups of 10,000 respondents each in Belgium and later merged into a 

single survey (van der Puttan et al., 2002). In this way, the cost and the 

time for each respondent to complete the questionnaire was conveniently 

reduced.   

The focus in data fusion studies, however, is more on how to merge two 

different data sets from different surveys. But in principle, we can design 

split questionnaires and distribute them to respondents and later merge 

these different sets using data fusion techniques. Split questionnaire survey 

design can be applied especially for media and purchase surveys. For 

instance, data from a television measurement panel and a purchasing 

behavior panel can be merged together with data fusion. 
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Figure 3.2 Data missing by design  
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3.3.6 Incomplete Block Design 
The goal in incomplete block design is to construct a design such that any 

pair of treatments (blocks of questions) occurs equally often within some 

block (split). A solution can be found for any number of treatments and any 

size of block, but most of the solutions require too many replications for the 

usual situations in survey designs. For a given number of treatments and a 

given size of incomplete block, balanced designs allow little choice in the 

number of replications. Assignment of blocks of questions to splits can 

depend on the following constraints: The number of blocks assigned to 

each split (k), the number of splits to which each block assigned (λ), 

combinations of blocks are assigned to splits (a minimum number of splits 

or number of split per pair, etc.). 

When an incomplete design is formed so that every pair of treatments 

occurs together in the same number of blocks, the design is called a 

balanced incomplete block design (Giesbrecht, 2004). A balanced 

incomplete block design (BIBD) is expressed with five parameters, (υ, b, r, 

k, λ), and is a family of b sets, called blocks, each consisting of k (where k 

< υ) elements taken from a set of υ elements, such that each element 

occurs in exactly r blocks and every pair of elements occurs together in 

exactly λ blocks. Since b and r can be calculated from υ, k and λ, we use 

(υ, k, λ) as the parameters for the design. Balanced incomplete block (BIB) 

designs do not exist for all combinations of blocks sizes (k), numbers of 

treatments (υ) and number of replications (r). There are four necessary 

conditions for the existence of BIB design.  
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1.         bkr =υ

2. )1k(r)1( −=−υλ   

3. b ≥ υ 

4. if , and b=υ

if υ is even then k-λ is a perfect square and if υ is odd then 
22)1(22 y)1(x)k(z λ−+λ−= −υ has a solution in integers with x, y, z not all 

equal to 0. 

Proof: The number of pairs in a block is 
2

)1k(kC2k
−

= . The number of 

treatment pairs is 
2

)1(C2
−υυ

=υ . There are b blocks, so the total number of 

pairs is 
2

)1k(kb −
× . Each pair occurs λ times, so the total number of pairs 

is 
2

)1( −υυ
×λ . Equating these two expressions gives )1.()1k.(r −υλ=−  

A BIB with 20 blocks would lead to 190 version of the questionnaire for 

identifiability, and would necessitate unrealistically large sample sizes. If 

instead a partial BIB is utilized, this leads to many occurrences where 

questions/blocks do not co-occur, hence, bivariate information is not always 

available (which leads to identification problems). 

We use prior information to design split questionnaires, but incomplete 

block design is not based on such prior information. Balanced incomplete 
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block designs depend on the number of blocks assigned to each split (k) 

and the number of splits to which each block assigned (λ). We use 

covariance relationships as a prior to generate split questionnaire designs, 

which allow us to reduce more questions relative to BIB designs. 

Incomplete balanced block design comes with some certain number of 

replications (distinct splits) and need more splits (different versions of 

questionnaires) for identification. Because in split questionnaire designs, 

we don’t have any restrictions on the number of splits in generating 

identified designs, we need fewer splits.  

Figure 3.3: Feasible balanced incomplete block design 

Splits Blocks
1 2 3 4

1 1 1 0 0 0
2 1 0 1 0 0
3 1 0 0 1 0
4 1 0 0 0 1
5 0 1 1 0 0
6 0 1 0 1 0
7 0 1 0 0 1
8 0 0 1 1
9 0 0 1 0 1

10 0 0 0 1

5

1  
One of the applications of incomplete balanced block design in marketing is 

demonstrated by Rink (1987). He explains and illustrates how these 

designs can circumvent problems where the respondent must rank many 

objects. Raghavarao and Federer (1979) present balanced incomplete 

block design designs as an alternative approach to the randomized 
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response method for dealing with sensitive questions in a survey context. 

Their proposed method increases the chances of obtaining honest and 

unbiased responses by protecting respondents’ privacy in a survey, which 

includes questions that the respondent may not be inclined to answer 

truthfully. Each respondent is administered a questionnaire containing a 

subset of the possible questions in these designs. That is, each respondent 

is assigned a “block” in an incomplete block design6. This method applies to 

questionnaires in which all blocks have at least one quantitative question. 

The key idea in this approach is that scores for a set of k of the v questions, 

sensitive and/or non-sensitive, are added, and only a total score for the k 

questions is reported by the respondent. Different respondents receive 

different sets of k questions; there are b different sets of questions 

constructed according to known experimental designs, such as the 

supplemented block designs and balanced incomplete block design. The 

block of k questions is randomly assigned a respondent, and all blocks 

have an equal or nearly equal number of respondents. We can estimate 

population proportions or means for each question from the block totals; 

however, we are unable to determine what an individual’s response was to 

a particular question. With the usage of incomplete balanced block designs, 

one saves interviewing time for questionnaires with several sensitive 

questions and potentially improves response. 

 
6 In a split questionnaire design, each split (i.e. version of the questionnaire) plays the role of 
a “block.”   
 



 

 

 

 

  59 

 

 

 

 

 

 

Split Questionnaire Design 
 

3.4 Measuring Information Loss 

3.4.1 Optimal Split Questionnaires Using KLD  
We use the Kullback-Leibler (KL) measure, the distance between two 

probability models, to choose the best among all possible designs. The KL-

distance was developed by Kullback and Leibler (1951) from “information 

theory.” Here, it is first applied to design construction. The KL-distance 

defines the distance between the probabilistic models f and g for as the 

(usually multi-dimensional) integral:  

                           ∫ θ
= dy)

)|y(g
)y(flog()y(f)g,f(I                                      (3.1)                                      

I(f,g) is the “information’’ lost when g is used to approximate f. An 

equivalent interpretation of minimizing I(f,g) is finding an approximating 

model that is the shortest distance away from “the truth.” If f(y) and g(y|θ) 

are multivariate normal distributions with a common variance-covariance 

matrix, then the Kullback-Leibler distance reduces to the Mahalanobis 

distance (Bar-Hen and Daudin, 1995), which is frequently used as a 

distance measure in the literature. 

We assume that the optimization of the split questionnaire design 

(SQD) is done under one external constraint fixed by the researcher, which 

is the total number of splits (K) desired. We assume that the researcher 

knows this number from prior considerations, or that issues related to the 

implementation of the questionnaire dictate it. The optimization can also 

accommodate any other practical constraint, such as one that induces 
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respondents to answer a fixed number of (blocks of) questions, i.e. each 

candidate split should contain a predetermined number of blocks. These 

constraints are illustrated below. After generating K splits and evenly 

distributing these splits to respondents, the Kullback-Leibler distance is 

calculated. In our notation, K denotes the total number of splits, N is the 

number of respondents, B is the number of blocks, Qb is the number of 

questions in block b, Q is the total number of questions, , Y is 

the data-matrix containing the answers of the respondents and D is the 

questionnaire design matrix with 0/1 entries (i.e. a fully observed matrix of 

indicators whose elements are zero or one depending on whether the 

corresponding elements of Y are missing or observed): 

)QQ(
B

1b
b∑

=

=

                 
⎩
⎨
⎧

=
otherwise

i respondent to givenis  j question if
0
1

dij

Now f(Y|D) is the likelihood of the incomplete data with respect to the 

split questionnaire design matrix and f(Y) is likelihood of the data with 

respect to the complete questionnaire. The Kullback-Leibler distance 

between the complete data likelihood f(Y) and the split data likelihood 

f(Y|D) is defined as:  

                               ∫ ⎥
⎦

⎤
⎢
⎣

⎡
= ,dY

)D|Y(f
)Y(fln)Y(f)D(KL                               (3.2)                                     

                                )]D|Y(fln[E)]Y(fln[E −= , 
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where each expectation is with respect to the true distribution f(Y), where 

YN×Q = [Y1, Y2, …,YQ]. Thus, the KL(D) in this case measures the distance 

between the distribution of the complete data f(Y) and the incomplete data 

f(Y|D) given the split questionnaire design D, i.e. it assesses the expected 

loss of information by deleting data according to the split questionnaire, 

relative to the complete questionnaire data. The most efficient 

questionnaire design (D) minimizes KL(D). The first term on the right hand 

side in the equation for KL(D) is the same for each possible design since it 

is derived from the complete questionnaire. Consequently, maximization of 

the second term on the right hand side suffices. Since f(Y) is the same for 

each possible design, lnf(Y|D) will be maximized in the sequel. Minimizing 

the KL-distance can be seen as finding the split questionnaire yielding 

incomplete data, which are closest in expectation to the data that would 

have been obtained with the complete questionnaire. 

We will assume the form of lnf(Y|D) to be a multivariate normal, as a 

function of the parameters µ and Σ, as shown below. In Appendix I we 

provide an extension of the KL-distance for mixed data consisting of 

continuous and discrete variables using a general location model. However, 

multivariate normality is often assumed for responses of scales in many 

marketing surveys, including those measuring attitudes, satisfaction, 

lifestyles etc. (Huber et al. 1993). In addition, the normal distribution has 

minimal KL-distance to any unknown distribution function (O’ Hagan 1994), 

and in this case minimizing the KL-distance is equivalent to minimizing the 

Mahalanobis distance.  
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We have Q-variate normal data NQ(µ, Σ) with µ = (µ1, ….., µQ) and ΣQ×Q. 

For now, µQ×1 and ΣQ×Q are assumed known. These are considered prior 

information that can be obtained from past data or through a pilot 

experiment. The aim is to construct the design using µQ×1 and ΣQ×Q as prior 

information. Thus, we have the following optimal design criterion:   

 L= ),,D|Y(Lln Σµ     

   [ ]))D(Y()D())'D(Y(
2
1

2
)D(ln

)2ln(
2
p

obs
1

obs

n

1i

D µ−Σµ−−
Σ

−π⎟
⎠
⎞

⎜
⎝
⎛ −

= −

=
∏           (3.3)                

where pD is the number of parameters under design D, n the total number of 

respondents, Yobs=Yijdij the data observed under the split questionnaire D, 

and µ(D) and Σ(D) denote the subvector of the mean vector µ and the 

square submatrix of the covariance matrix Σ which are obtained from 

complete data estimates from a pilot study, respectively, that pertain to the 

variables that are observed in design D. 

3.5 Identification Issues in Constructing SQD 

When we construct a split questionnaire design, we should be able to 

estimate all parameters from the observed incomplete data. We call a 

design that enables the estimation of all parameters (of the multivariate 

normal distribution) a fully identified design. Clearly, not all designs are fully 

identified. We illustrate the identification problem briefly through the 

following example. Assume we want to estimate the parameters of a 
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multivariate Normal distribution for three blocks, X, Y and Z in a between-

block design. However, we have a split A- with only X and Y and a split B- 

with only X and Z observed together. The covariance matrix of Y and Z is 

written , where V(X) the 

covariance matrix of X, and V(Y,Z|X) the covariance matrix of Y and Z 

conditional on X. We can estimate V(X,Y) from split A, V(X,Z) from split B, 

and V(X) from both splits, but we cannot only directly estimate V(Y,Z|X) 

from the available incomplete data. However, if we assume conditional 

independence of the Y and Z variables given X, we can estimate V(Y,Z) 

from , since all terms on the right hand side 

are estimable (see Gilula, McCulloch and Rossi, 2006; Rassler, 2002; 

Rodgers, 1984). However, if we use this conditional independence 

assumption in a model for imputing the missing data, this implies that for all 

parameter estimates or statistics subsequently computed from the imputed 

data this conditional independence assumption should also hold. That 

assumption is a strong one, which may limit the usefulness of such split 

questionnaire designs in practice.  

)Z,X(V)X(V)Y,X('V)X|Z,Y(V)Z,Y(V 1−+=

)Z,X(V)X(V)Y,X('V)Z,Y(V 1−=

Rassler (2002) and Gilula, McCulloch and Rossi (2006) suggest (in the 

context of data-fusion) to use informative priors in the imputation to 

overcome the identification problem. The use of priors adds information that 

enables estimation of the parameters that are not identified by the split 

questionnaire design. The fact that V(Y,Z|X) is inestimable results in non-

positive definite variance-covariance matrix V(X,Y,Z), which we can avoid 

using prior information. If one uses the Gibbs sampler for imputation, as we 

will below, such prior information also overcomes lack of convergence. 
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Using informative priors for the means and covariance matrix of the normal 

distribution results in an imputed dataset devoid of conditional 

independence properties induced by the design, which is highly desirable. 

Since the design itself is constructed based on such prior information, it is 

natural to also include that same prior information in imputing the missing 

data. However, it is even more desirable to address the identification 

problem by constructing designs that do not suffer from it, which we do 

below.    

If all possible pairs of questions occur in an optimal split questionnaire 

design, this ensures that all parameters of a multivariate normal distribution 

are identified and estimable from the observed data. Let us consider the 

between-block design: if we have a questionnaire with nB
 blocks and we 

impose the constraint of nS blocks per split, then the number of splits K for a 

fully identified design needs to satisfy ( )
( )1nn

1nnK
n
n

SS

BB

S

B

−
−

≤≤⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
, where  is 

the size of the candidate split-set. Note that this is a necessary, but not 

sufficient condition. In practice one can easily check the identification of any 

design by looking at the (D’D) matrix: only designs with all off-diagonal 

elements greater than 0 are fully identified designs. In generating 

constrained split questionnaire designs, we recommend that one only 

considers fully identified designs by imposing the identification constraint 

, and employ the prior information used to construct the 

design also in imputing the missing values. This is what we will do 

⎟⎟
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throughout the remainder of this chapter, and we recommend it in general 

as a procedure for constructing split questionnaires. 

3.6 Design Generating Algorithm  

We assume that the split questionnaire design (SQD) is constructed under 

the external constraint that the total number of splits (K) is fixed. The 

optimization can also accommodate other practical constraints, such as 

that one or more blocks are included in every split, or that each candidate 

split contains a predetermined number of blocks. Note that these 

constraints are possible, but not needed (such constraints are illustrated in 

the applications below). In order to find the most efficient K splits out of all 

possible candidate splits (NS = 2Q, with Q the number of questions), one 

could generate all  possible designs and retain the one with the 

smallest value of the KL-measure. In most practical situations, it is not 

feasible to do this, since it is usually not computationally feasible to list all 

N

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

K
2

N
Q

D

D possible subsets out of 2Q designs. Therefore, we need to use an 

efficient algorithm to search the design-space. Such an algorithm would 

conduct a search among all possible candidate splits for one that improves 

the KL criterion. We apply the modified Federov algorithm for that purpose. 

The modified Federov algorithm is a popular algorithm for experimental 

design construction, since it is robust and fast. Kuhfeld, Tobias and Garratt 

(1994) applied it to generate conjoint choice designs.  

We start describing the procedure that is used to generate the between-

block designs. We assume that if there are N individuals, then N/K 
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individuals will be assigned randomly to each of the K splits. Each 

alternative split questionnaire design then consists of an N x Q matrix D 

with K different split patterns. Each entry in the matrix D is a 0 or 1, 

indicating whether a question is included or excluded in that particular split. 

In constructing between-block designs, we constrain all questions in one 

block to be assigned to the same respondent. That is, if we have five blocks 

with four questions and one particular split at the block-level is [11010], we 

will use dij=[1111 1111 0000 1111 0000] as a row in the design matrix D. 

The proposed procedure to construct split questionnaire designs operates 

as follows: 

Step 1. Build a candidate split-set (C, a NS×Q matrix), which is a list of 

all potential splits contained in its rows. Inadmissible designs are removed 

from C.   

Step 2. Choose a starting design at random, say D0. Using the pilot 

data, obtain estimates for the parameters of the model for each of the 

questions in the questionnaire. Compute the KL-measure for the starting 

design KL(D0) based on these estimates, using (3.3). 

Step 3. Take the first split (first N/K rows) in the starting design D0. 

Exchange that with the candidates, SN,...,1=l , i.e. each of the rows in C, 

in turn. For every exchange, compute the KL-distance in (3.3), i.e. . 

Keep that split that minimizes the KL-distance, i.e. 

l
0D

( )l
l

01 DKLminD = , and 

replace D0 by D1.  
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Step 4. Find the best exchange (if one exists) for the next split in the 

target design D1 (i.e. the second set of N/K rows), by sequentially 

processing the candidates SN,...,1=l in C, and replacing the design matrix 

D1 by ( )l
l

12 DKLminD = .  

Step 5. Ensure that the design is fully identified by checking off-

diagonals of the (D′D) matrix at every step, and reject splits that cause zero 

off-diagonal values.  

Step 6. The first iteration is completed once the algorithm has found the 

best exchanges for all of the splits in the target design matrix. Then, the 

algorithm moves back to the first split in the target design matrix and 

replaces it again with each candidate in C, cycling through steps 3 and 5, 

until no improvement is possible.  

Step 7. To avoid local optima, the whole process is restarted with 

different (random) starting designs and the best design is selected, i.e. the 

one that yields the lowest KL-distance.  

3.6.1 Generating Within-Block Designs 
Whereas the construction of between-block designs is feasible with the 

modified Fedorov algorithm described above, that of the within-block design 

is not in most practical situations, because of the enormous size of the 

design space. Therefore, we choose questions within each block using a 

“greedy” approach, as follows. Instead of optimizing the full within-block 

split design, we generate splits for each block sequentially. For block B 

there are  possible splits, with QBQ2 B the number of questions. We have a 
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candidate split-set for each block, denoted as Cb, for b=1,…,B. The 

procedure then operates as follows. 

Step 1. Build a candidate split-set (Cb), for each block. Inadmissible 

designs are removed from C. Choose a starting design at random for every 

block, say D0,b.  

Step 2. Find the optimal K splits in the first block from C1 using the 

modified Federov algorithm as described in the Steps 3-6 above, assuming 

the other blocks are complete, to obtain D1,1.  

Step 3. Then, find the optimal splits in the second block searching 

across the candidate splits in C2, as described in steps 3-6 above, given the 

optimal splits of the first block and assuming the remaining blocks are 

complete, to obtain D2,1|D1,1. 

Step 4. Continue this procedure by sequentially passing through the 

remaining blocks, finding the optimal splits for each block using steps 3-6 

above, given the optimal designs of the previous blocks, and assuming the 

remaining blocks complete, thus obtaining Db,1| Db-1,1,…,D1,1. 

Unfortunately, it proves difficult to produce fully identified within-block 

designs using the “greedy” approach described. We therefore choose to 

generate only locally identified designs by checking the Db′Db matrix of 

each block b separately. This does not guarantee the appearance of all 

question-pairs in the complete design, which is needed for the design to be 

fully identified. Thus, the constructed within-block split questionnaire 

designs are neither fully identified nor globally optimal, but are still more 
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efficient than designs constructed by choosing questions within each block 

at random or with heuristic procedures.  

For within-block designs, constraints can be imposed by only 

considering admissible designs in the candidate split set Cb. One important 

class of constraints is imposed by forced within-block skip patterns in the 

questionnaire (see Sudman and Bradburn, 1989, p.224). The within-block 

branching structure of the questionnaire can be accommodated in the split 

questionnaire design, by forcing a higher node question into any split that 

also contains the lower node question. 

3.7 Multiple Imputations with Gibbs Sampling 

The within- and between-block split questionnaire designs produce 

datasets with intentionally missing data. To obtain complete data, instead of 

using a single imputation, which ignores uncertainty due to imputation and 

therefore underestimates the variability of the resulting estimates (Rubin, 

1987), we use Bayesian proper multiple imputations by drawing values of 

missing data (Ymis ), and µ and Σ from their full conditional posterior 

distributions using Gibbs sampling (Gelfand and Smith, 1990). We use 

informative priors, µpr and Σpr, obtained from the full questionnaire in a pilot 

study, with n0 and ρ the prior number of observations and degrees of 

freedom on which the µpr and Σpr are based, respectively. Let Σobs,obs, Σmis,mis, 

and Σmis,obs denote the sub-matrices of Σ formed by the indices 

corresponding to the observed and missing Y values; µobs, µmis denote the 

corresponding sub-vectors of µ. The conditional distribution of Ymis, given 
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Yobs, µm, and Σ, is normal distribution with mean 

 and variance . The 

Gibbs sampler iterates between:  

)Y( obsobs
1

obs,obsmis,obsmis µ−ΣΣ+µ −
obs,mis

1
obs,obsmis,obsmis,mis ΣΣΣ−Σ −

Step 1. Draw )1t(
misY +

 given µ0, Σ0, and Yobs: 

( )obs,mis
1

obs,obsmis,obsmis,misobsobs
1

obs,obsmis,obsmis );Y( ΣΣΣ−Σµ−ΣΣ+µ −−+ MVN~Y|Y obs
1)(t

mis  

                                                                                                                       (3.4)           
                                                                                                                                       

Step 2. Draw Σ(t+1) given µ(t) and  from)Y,(YY 1)(t
misobs

1)(t ++ = 7: 

)SS)1n(,n(IW~Y| mprobsobs
)1t( +Σ×ρ+−ρ+Σ +                                          (3.5) 

where S is the sample covariance matrix and 

)pry)(pry(
)0nobsn(

0nobsn
mS ′µ−µ−

+

×
= ,  

Step 3. Draw µ(t+1) given Σ(t+1) and Y(t+1)=(Yobs, ) from)1t(
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7 With noninformative priors:  )S)1n(,1n(IW~Y| obsobs
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The Gibbs sampler is easy to implement and enables quick imputation 

of the missing values. In addition, it can be used simultaneously and in the 

same manner to impute missing values arising to item non-response 

(Schaffer, 1997). 

3.8 Estimation of the Fraction of Missing Information 

The incomplete data generated through the split questionnaire design 

contain less information on the parameters than the complete data. We 

estimate the fraction of missing information of the parameters using the 

missing information principle (Orchard and Woodbury, 1972, see appendix 

B). Since the complete data information is the sum of the observed data 

information and the missing data information, we can write: 

                       ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

θ
−

θ
+

θ
=

θ )ˆ(V
1

)ˆ(V
1

)ˆ(V
1

)ˆ(V
1

obsobs

                               (3.7) 

Here  is the complete information on θ estimated from the Fisher 

information matrix.  is the expected observed data information, 

which we estimate after the multiple imputation of the missing data with the 

Gibbs sampler. If we divide both sides by the missing information and take 

the fraction of missing information (γ) to be equal to the missing information 

divided by the complete information, we obtain: 

)ˆ(θV

)ˆ( obsV θ
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⎠

⎞
⎜⎜
⎝

⎛

θ
−

θ
=γ                                            (3.8) 

This quantity shows how much information there is in the data on the 

parameters in question, and can be used as a statistic to evaluate the 

efficiency of split questionnaire designs. 

3.9 Simulation Studies 

Before we extensively investigate the performance of split questionnaire 

designs on empirical data below, we first illustrate them with simulated 

data. We conduct two simulation studies, focusing on between-block 

designs. First, we investigate the performance of the modified Fedorov 

algorithm in identifying the optimal design. Second, we compare optimal 

split questionnaire designs to matrix sampling designs.  

We construct a split questionnaire design that is small enough to 

enumerate all possible designs, which makes it possible to investigate the 

performance of the modified Federov algorithm in finding the optimal 

design. Let Yij denote the answer of respondent i ∈{1, …., N} to question 

j∈{1, ……., Q}, which forms the complete data matrix Y. We assume a 

between-block design, with B = 5 blocks and each block containing Qb = 4 

questions, so that in total we have twenty questions. We generate Y from a 

multivariate normal distribution with given µQ×1 and ΣQ×Q. The matrix X is an 



 

 

 

  73 

 

 

 

 

 

 

Split Questionnaire Design 
 

 

The time that the modified Federov algorithm needed to find the optimal 

questionnaire design with K=5, 10 or 15 splits is compared to that for 

complete enumeration in Table 3.2. All calculations are done with a 

Pentium 3 computer, using GAUSS software. For the Federov algorithm, 

we used 10 iterations, and 1000 different random starts. All 1000 random 

starts produced the same optimal design in all three cases in 1/10

NS×B matrix containing NS possible or candidate splits, 1 denoting an 

included block and 0 denoting an excluded block. There are 32 candidate 

split points contained in the matrix X, but unrealistic or undesirable 

combinations such as one where none of the questions is asked (a row with 

only zeros in the design matrix X) or where just one block of questions is 

asked, are excluded, as indicated in the candidate split set shown in Table 

3.1. Even under the external constraint that fixes the number of desired 

splits (K), there are many possible designs. For example, there are in total 

5311735 (= 26!/(16!10!)) different designs for K = 10 splits. We choose K 

splits from the candidate split matrix in Table 3.1, and distribute these splits 

evenly to one hundred subjects. We do this both with the modified Fedorov 

algorithm and through complete enumeration. The matrix D contains the 

design with the K splits. We eliminate the responses of the subjects from 

the complete data matrix (Y) according to the split design (D) and compute 

the KL distance. We choose the SQD design with the maximum lnf(Y|D) 

among all possible designs as the optimal design. We investigate three 

different numbers of desired splits: K = 5, K = 10 and K = 15. 

th or less 

of the computation time of complete enumeration, as shown in Table 3.2. 

This indicates that the performance of the Federov Algorithm as applied to 

the problem of split questionnaire design is highly satisfactory.  
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We now illustrate the performance of optimal between-block split 

questionnaire designs (SQD) relative to matrix sampling designs (MSD) in 

a second simulation study (within-block designs are investigated more 

extensively in the empirical application below). We have six blocks and five 

questions per block. We optimally design the questionnaire and impute the 

resulting missing data with the Gibbs sampler. We investigate constrained 

and unconstrained between-block designs, with 5 or 10 splits. To assess 

the performance of the proposed method, next to the fraction of missing 

information, we compute the KL-distance and the Bayes information 

criterion (BIC), where BIC=-2×lnf(Y|D)+ln(N)×2. Further, we calculate the 

mean absolute deviation (MAD) and the root mean square error (RMSE) of 

the estimates of variance and covariance parameters for the SQD and the 

MSD relative to the complete data (the optimal design procedure improves 

efficiency and thus affects only variance and covariance estimates). The 

results are shown in Table 3.3. We obtain better values for the BIC- and 

KL- statistics and less missing information for the SQD as compared to the 

MSD. Parameter estimates are also closer to the true values for the SQD: 

the MAD is equal to 3.143 for 10 splits and 2.817 for 5 splits while these 

values are equal to 3.730 and 3.210 for the matrix sampling design. The 

missing information for the unconstrained split designs is 24% (ten splits) 

and 27% (five splits), and 22% and 29%, for constrained split designs, 

respectively, when we eliminate 50-60% of the questions. In contrast, the 

fraction of missing information for the MSD is consistently higher. Since 
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these results support the performance of the SQD, we investigate its 

performance in an empirical setting in the next section.  

Table 3.1: Candidate split set for a five block between-block design 

Block 1 Block 2 Block 3 Block 4 Block 5
NS Q1-4 Q5-8 Q9-12 Q13-16 Q17-20
1 0 0 0 0 0
2 1 0 0 0 0
3 0 1 0 0 0
4 0 0 1 0 0
5 0 0 0 1 0
6 0 0 0 0 1
7 1 1 0 0 0
8 1 0 1 0 0
9 0 1 1 0 0
10 1 1 1 0 0
11 1 0 0 1 0
12 0 1 0 1 0
13 1 1 0 1 0
14 0 0 1 1 0
15 1 0 1 1 0
16 0 1 1 1 0
17 1 1 1 1 0
18 1 0 0 0 1
19 0 1 0 0 1
20 1 1 0 0 1
21 0 0 1 0 1
22 1 0 1 0 1
23 0 1 1 0 1
24 1 1 1 0 1
25 0 0 0 1 1
26 1 0 0 1 1
27 0 1 0 1 1
28 1 1 0 1 1
29 0 0 1 1 1
30 1 0 1 1 1
31 0 1 1 1 1
32 1 1 1 1 1  

Note: The size of the restricted split is 26 by excluding the splits with 
indices 1 to 6. 
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Table 3.2: Performance of the modified Federov algorithm 

K # of Possible 
designs (ND)

Complete 
Enumeration (sec.) 

Modified Federov 
Algorithm (sec.)1

5 splits 65780 260  20 

10 splits 5311735 10456  50  

15 splits 7726160 13343 78 
 1 The modified Federov Algorithm results are based on 1000 random 
starts. 

Table 3.3: Simulation results for between-block designs 

 Design
10 Splits 10 Splits 5 Splits 5 Splits

 Measure SQDa MSD SQD MSD SQD MSD SQD MSD
MAD 3.143 3.73 2.471 2.773 2.817 3.21 3.001 3.102

RMSE 3.454 4.283 2.753 3.252 3.288 3.764 3.514 3.701
γb 0.243 0.317 0.217 0.284 0.269 0.306 0.294 0.304

% Missing 0.600 0.600 0.500 0.500 0.533 0.533 0.500 0.500
BIC 5232 7193 8777 8989 4570 8170 8764 8796

logL(D) -2608 -3589 -4380 -4486 -2277 -4077 -4374 -4390

Unconstrained Constrained Unconstrained Constrained

 
a SQD = Optimal Split Questionnaire Design, MSD= Matrix Sampling 
Design 
b γ is the fraction of missing information 

3.10 Empirical Data Application 

We apply our procedure to a previously published empirical dataset 

obtained with the “Project 2000 Ninth GVU Survey Web Attitude and 

Perceptions Questionnaire”9, which assesses how people use the Web and 
                                                      
9 http://elab.vanderbilt.edu/research/topics/flow/project2000.gvu9.htm

http://elab.vanderbilt.edu/research/topics/flow/project2000.gvu9.html
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their attitudes towards using it (Novak, Hoffman, and Yung, 2000). This 

type of survey, applied repeatedly to the same panel for the purpose of 

tracking consumer attitudes and behavior, may benefit from application of 

split questionnaire designs since it is conducted on a regular basis with an 

almost identical structure. Although this particular application is less than 

ideal to illustrate the performance of SQD, since the questionnaire is 

relatively short, we consider the use of a published questionnaire and 

publicly available data attractive. There are sixty-five questions, grouped 

into nine blocks according to content. The first block contains five questions 

about the role of the Web in life, the second block consists of eight 

questions on feelings while using the Web, the third block is composed of 

five questions related to Web activities, there are seven questions in the 

fourth block about perceptions on using the Web, the fifth block consists of 

seven questions about attitudes about using the Web, the sixth block 

contains eight questions about people feelings towards using the Web, the 

seventh and eighth block are comprised of ten and nine questions, 

respectively, about attitudes and perceptions, and the last block contains 

questions on flow and usage of Web information. The questions are 

assessed on 9-point Likert scales and are considered to be continuous and 

normally distributed for the purposes of the present study.  

Data are available for two waves of the study conducted in two 

consecutive years. We use these as initialization and validation data, 

containing 500 and 1150 respondents, respectively. All data are complete. 

The advantage of having access to complete data is that it allows us to 

assess the performance of the SQD. A disadvantage of using such 

complete data is that we may underestimate the effect of the split 
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questionnaire design, since we do not benefit from the advantages of 

improved quality of the responses due to reduced respondent burden. 

Therefore, we also construct a field study with this questionnaire on which 

we report in the final part of this chapter. The initialization data are derived 

from the first wave of the survey, which we use for creating the split 

questionnaire. From the initialization data, we calculate the complete data 

parameter estimates. This enables us to obtain the design using the 

Federov algorithm to minimize the Kullback-Leibler distance. We 

investigate the following designs, where all designs in this study are 

constructed to be fully identified:  

a) Optimal split questionnaire (SQD) and matrix sampling designs (MSD), 

b) Designs with five or ten splits, 

c) Between-block and within-block designs, 

d) Unconstrained or constrained designs. 

We consider the MSD (matrix sampling design) as a benchmark for the 

between-block design. For the within-block SQD, we use as benchmarks a 

random questionnaire design (RQD, in which questions within blocks are 

randomly assigned) as well as an ad-hoc procedure based on a principal 

components analysis of the items, as explained in more detail below. We 

use about the same total number of questions in all designs. We generate 

the MSD by randomly choosing five or ten splits from the candidate split 

matrix and evenly distributing them among respondents, eliminating 

responses from the complete data matrix Y according to the design in 
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question. For the RQD we apply the same procedure for each block 

separately, each time randomly selecting splits from the candidate split set. 

Since we have access to the complete data, we apply the constructed 

designs to those data to generate the missing data pattern. To compare the 

designs, we compute the KL distance and BIC statistics, the fraction of 

missing information, and MAD and RMSE, after imputing the missing data 

with the Gibbs sampler. We use informative priors obtained from the 

initialization data, for all designs. We run the Gibbs for 3000 iterations and 

save the last 600 draws from the predictive distribution for Ymis as 

imputations; iteration plots show that the chains converge well before the 

end of the burn-in period. 

3.10.1 Between-Block Designs 
The MAD and RMSE measures shown in Table 3.4 reveal that the 

estimated parameters for the optimal SQD design are close to the complete 

data parameters. For both the five- and ten-split cases, the SQD improves 

significantly over the MSD, the MAD being 35% and 45% smaller 

respectively, and RMSE 34% and 45%. The improvement of the optimal 

designs over the currently used matrix sampling designs is substantial. The 

reason for the better performance of the five-split design, which results in 

32% lower MAD and 31% lower RMSE than the ten-split design, is that the 

lower number of splits is associated with a smaller percentage of missing 

questions. For this particular application, the five-split optimal SQD results 

in a reduction of around 66% of the questions, with only a 14% information 

loss. With ten splits we obtain a greater reduction in the number of 

questions as compared to five splits. Here, while the SQD results in a 14% 
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loss of information, for the MSD the fraction of missing information is larger, 

18%.  The split questionnaires with five and ten splits are provided in Figure 

3.3. 

Table 3.4: Comparison of designs on empirical data 

Unconst. Const.
10 Splits

SQD SQD MSD SQD MSD
MAD 0.265 0.169 0.277 0.148 0.159

RMSE 0.378 0.24 0.399 0.203 0.215
γ 0.143 0.074 0.170 0.089 0.109

%Missing 0.735 0.492 0.662 0.440 0.440
BIC 18410 57284 38740 64489 64675

logL(D) -9195 -28631 -19360 -32234 -32327

10 splits 5 splits
SQD RQD SQD RQD PCA

MAD 0.156 0.163 0.125 0.125 0.129
RMSE 0.227 0.243 0.201 0.211 0.216

γ 0.078 0.087 0.056 0.060 0.058
%Missing 0.515 0.515 0.406 0.406 0.406

BIC 44134 45186 54890 55126 54979
logL(D) -22056 -22582 -27434 -27552 -27479-22532

0.515
45085

0.251
0.084

PCA
0.164

-15139 -28817 -7525

WITHIN-BLOCK DESIGNS

0.735 0.492 0.662
30298 57655 15070

0.682 0.319 0.262
0.182 0.134 0.140

MSD MSD SQD
0.483 0.197 0.18

10 Splits-5Blocks/Split 5 Splits 5 Splits-5 Blocks/Split
Const. Unconst.

BETWEEN-BLOCK DESIGNS

 
 a SQD = optimal Split Questionnaire Design, MSD= Matrix Sampling 
Design, RQD = Random Questionnaire Design, PCA = Principal 
Components Design 

In addition, we investigate the case where constraints are imposed on 

the SQD. In particular, we construct designs in which each split consists of 

exactly five blocks. We choose this number, since we need at least five 

splits to generate fully identified designs under the constraint of five blocks 

per split. We repeat the design construction and imputation procedure on 

the empirical data, using five and ten splits, fixing each split to contain five 
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blocks. The results are given in Table 3.4. We focus first on the five-split 

design. In this case we reduce the number of questions with about 44%, 

while it was 66% for the unconstrained SQD. As a result, the constrained 

SQD yields 9% of missing information, while the unconstrained SQD yields 

14% of missing information (these numbers are 7% and 14%, respectively, 

for the ten-split SQD). The fraction of missing information is also less for 

the constrained SQD than for the constrained MSD, as expected, but the 

logL(D) and BIC for the constrained designs are worse than for the 

unconstrained designs. The RMSE and MAD measures reveal that the 

SQD estimates are close to those of the complete data, these measures 

are even smaller that for the unconstrained design. They are better than for 

the comparable MSD’s, although the differences are smaller than for the 

unconstrained designs. The reason is that the constraints strongly limit the 

degrees of freedom for improvement over the MSD, since they reduce the 

size of the candidate split set. The optimal constrained five and ten-split 

designs are shown in Figure 3.4. 

3.10.2  Within-block Designs 
Using the prior estimates from the initialization data, we also construct 

optimal within-block designs by selecting questions within blocks, as 

described above. We compare the optimal SQD with designs in which the 

questions within blocks are selected randomly (RQD). To also compare to a 

stronger benchmark, we construct split designs using principal component 

analysis (PCA)10. We extract five and ten Varimax rotated components to 

 
10 We acknowledge an anonymous reviewer for this suggestion. 
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construct the splits. Questions in a block are discarded for a split if they 

contribute the least variance for that component. Every question was 

included at least once, and the design has the same number of questions 

as the SQD and RQD designs.  

The results are shown in Table 3.4. We reduce 41% and 52% of the 

questions with the five- and ten- split within-block designs. The BIC and KL-

distance of the optimal within-block designs are lower than the random 

design and the principal components design. The optimal within-block 

designs are also somewhat better in terms of RMSE and MAD of the 

parameter values, but the differences are not as large as for the between-

block designs. The PCA designs are in between the RQD and optimal SQD 

on these measures. The average percentage of missing information is 

around 7.8% and 5.6% respectively for the optimal five- and ten-split 

designs. These numbers are better than for the corresponding random 

designs, with 8.7% and 6.0% respectively, and for the PCA designs, with 

8.4% and 5.8%, respectively. The fraction of missing information for within-

block designs, however, is substantially lower than for the between-block 

designs.  MAD and RMSE of the five-split within-block designs are 31% 

and 23% lower than those of the between-block designs. For the ten-split 

designs they are 41% and 40% lower than those of the between-block 

design. However, the MAD and RMSE of the within-block designs are 

comparable to those of the constrained between-block designs. The 

optimal within-block designs are shown in Figure 3.5.    
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The estimates of the variances of the responses to the questions for the 

prior data, full and split questionnaires (after imputation) are shown in Table 

3.5. As can be seen from the table, the prior estimates are close to 

complete questionnaire estimates of the current study. This illustrates the 

value of such prior estimates for the construction of split designs, but we 

further investigate the sensitivity of the optimal between- and within-block 

designs to these prior parameter values. For this purpose, randomly draw 

50 sets of values from the sampling distribution of the parameters obtained 

from the initialization data and obtain optimal ten-split unconstrained and 

constrained between-block designs and within-block designs based on 

each of these sets. On average, we found 9.7 splits to be the same across 

these replications for the unconstrained between-block design11. For the 

constrained ten-split between-block design we find a lower average number 

of corresponding splits, 5.5. For the within-block design, on average only 

2.2 splits were the same. Clearly, the within-block design is much more 

sensitive to the choice of the prior than the between-block designs. The 

size of the full candidate split set, as well as the use of the greedy design 

generating algorithm contribute to the high prior sensitivity of the within-

block design. In particular, we find the sensitivity of the between-block 

design to the prior specification highly satisfactory.      

 
11 The maximum is 10, if all prior values yield exactly the same design, since there are ten 
splits in the design. 
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Table 3.5: Variance estimates after imputation1 

Full Full Within Full Full Within
Wave Wave Con. Wave Wave Con.

1 2 SQD SQD SQD 1 2 SQD SQD SQD
1 2.29 2.27 2.27 2.16 2.36 34 3.19 3.09 3.45 3.47 3.64
2 2.56 2.38 2.38 2.34 2.54 35 3.41 3.51 3.96 3.95 4.29
3 1.92 2.22 2.22 2.16 2.20 36 2.17 1.78 1.88 1.88 1.84
4 1.96 2.13 2.13 2.14 2.08 37 1.96 1.89 2.14 2.07 1.98
5 2.33 2.15 2.15 2.19 2.41 38 2.49 2.47 2.76 3.03 2.58
6 4.35 4.14 4.66 5.02 4.33 39 1.87 1.84 2.06 1.92 1.88
7 2.63 2.36 2.50 2.74 2.34 40 2.04 2.29 2.65 2.07 2.49
8 2.82 2.81 3.02 2.97 3.17 41 2.80 2.79 2.93 4.54 3.16
9 2.29 2.52 2.79 2.49 2.76 42 3.85 4.00 4.45 5.19 3.95
10 1.69 1.89 1.98 1.98 2.19 43 2.90 2.89 3.12 3.97 3.08
11 3.08 3.11 3.30 4.01 3.13 44 4.59 4.34 4.85 7.28 4.41
12 2.42 2.51 2.74 2.72 2.88 45 4.13 4.04 4.66 4.97 3.96
13 2.69 2.28 2.71 2.71 2.32 46 2.95 2.92 3.37 4.76 3.02
14 1.86 2.18 2.18 2.31 2.24 47 3.04 3.20 3.75 4.52 3.52
15 3.77 3.62 3.72 3.87 4.03 48 4.87 4.60 5.64 6.23 4.66
16 4.31 3.87 4.05 3.91 4.08 49 4.86 4.66 4.77 6.09 4.70
17 5.48 4.62 4.74 4.66 5.21 50 3.77 3.96 4.66 5.84 4.51
18 3.25 3.54 3.60 3.67 3.59 51 3.05 3.05 3.11 3.49 3.19
19 4.97 4.62 5.25 5.23 5.03 52 2.13 2.22 2.52 2.96 2.25
20 4.79 4.86 5.29 5.63 6.46 53 5.38 5.48 5.85 7.17 5.50
21 3.08 2.91 3.08 3.55 3.06 54 4.89 4.59 5.19 6.51 5.00
22 2.87 2.90 3.07 2.99 3.24 55 3.19 3.47 4.25 5.62 3.44
23 3.06 3.43 3.59 4.09 3.61 56 5.03 4.67 5.19 7.20 4.79
24 5.22 5.36 6.07 6.03 5.75 57 2.94 3.12 3.44 4.03 3.29
25 2.27 2.04 2.28 2.53 2.28 58 2.93 2.77 2.99 3.78 2.94
26 4.40 4.08 4.30 4.53 4.40 59 3.52 3.60 3.81 5.00 3.58
27 5.33 5.49 5.97 6.34 5.49 60 6.78 6.74 7.07 7.81 6.91
28 3.66 4.20 4.59 5.24 4.35 61 4.54 4.68 4.87 5.26 4.75
29 2.76 2.96 3.08 3.20 3.02 62 5.21 5.23 5.37 5.97 5.56
30 4.83 4.87 5.42 6.04 5.10 63 1.07 1.12 1.19 1.23 1.27
31 3.45 3.88 4.59 5.37 3.97 64 1.66 1.84 1.85 1.95 1.93
32 4.12 4.25 4.65 5.51 4.64 65 0.56 0.53 0.55 0.60 0.52
33 1.43 1.41 1.71 1.61 1.60

Between Between
Unc. Unc.

 
1 From the full questionnaire from the first and second wave survey, the 
constrained and unconstrained between- and within ten-split optimal 
designs 
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3.11 Field Study 

The above analysis illustrates that optimally designed split questionnaires 

can be beneficial, but only address that issue from a statistical perspective. 

In this section, we look into the behavioral issues of providing subjects split 

questionnaires. We conducted a field experiment to investigate whether 

with split questionnaires one may reduce boredom, fatigue, and completion 

time, which ultimately should increase the quality of data. We will also 

investigate respondents’ attitudes towards the questionnaires, and assess 

whether using split questionnaires improves the reliability of constructs, 

compared to the full questionnaire.   

 For the field study, we use the exact questionnaire that was used in the 

empirical study above. We asked additional questions about boredom, 

which is scaled 1 (not at all bored) to 9 (extremely bored), fatigue which 

also is scaled 1 (not at all tired) to 9 (extremely tired). In addition, we 

assessed attitudes towards the questionnaire (three questions, five-point 

scale: repetitive-varied, very long-very short, boring-stimulating). We tested 

the full questionnaire, a ten-split between-block design, and a ten-split 

within-block design (see above) each on 63 subjects recruited from the 

subject pool from [withheld for confidentiality]. In total, 189 subjects 

responded to 21 versions of the questionnaire that were displayed on 

computer screens in the experimental lab. Computer aided questionnaires 

allowed us to record the exact time it took respondents to complete them. 

These average times to complete the full and split questionnaires differed 

significantly: 8 minutes for the complete questionnaire, and about 6 minutes 
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for each of the split questionnaires. This is a significant reduction of about 

25% in completion time, with a 50% reduction in the number of questions. 

Note that even the full questionnaire with 65 questions can be completed 

relatively quickly --the longest it took any respondent was 10 minutes--, 

which makes it more difficult to identify the behavioral effects of the split 

questionnaires.     

The mean scores for the scales are shown in Table 3.6. A MANOVA 

across all measures reveals a significant difference between the complete 

and between-block design (p<0.01) and the complete and within-block 

design (p<0.01), but not between the latter two. The mean boredom score 

for the full questionnaire is 5.44, which is significantly higher than that for 

the within-block questionnaire, which is 4.98. The differences with the 

between-block design, which has an intermediate boredom score of 5.23, 

are not significant. This may indicate that feelings of boredom are primarily 

caused by repetition of the relatively similar questions within blocks, which 

occurs less in the within-block design. The respondents that completed the 

full questionnaire report feeling more tired than those receiving the 

between-block design, the mean scores being 4.32 and 3.57. The within-

block tiredness score is intermediate, 3.73, and not significantly different 

from the other two. This may point to feelings of tiredness being more 

strongly associated with switching between different topics, which occurs 

less often in the between-block design due to a reduction of the number 

blocks. The split questionnaire designs are evaluated more favorably than 

the complete questionnaire, the between- and within-block designs being 
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seen as less repetitive (5.32 and 4.20 versus 5.68) and less boring (4.77 

and 4.42 versus 4.94) than the complete questionnaire. The scores for the 

within-block design are significantly better than those for the between-block 

design. The within-block design is also considered to be significantly less 

long than the complete questionnaire design (3.13 versus 3.68; and 3.54 

for the between-block design, which is not significantly different from the 

former two). The shorter perceived duration of the within-block design may 

be associated with its lower perceived boredom discussed above, since its 

actual duration is about 20 seconds longer than that of the between-block 

design (the longer duration may have to do with the reading and processing 

of the separate instructions for each block).  
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Table 3.6: Item means and SDs from the field experiment 

  
FULL 

QUESTIONNAIRE   
BETWEEN-

BLOCK SQD   
WITHIN-

BLOCK SQD 
Duration 476.92  344.48a1  364.02b1 

 (95.01)  (146.552)  (93.57)
Boredom 5.44  5.23  4.98b1 

 (2.09)  (1.95)  (2.00)
Fatigue 4.32  3.57a2  3.73 

 (2.55)  (2.27)  (2.02)
Repetitive  5.68  5.32c1  4.70b1c1 

 (1.37)  (1.22)  (1.78)
Long  3.68  3.54  3.13b1 

 (1.54)  (1.56)  (1.25)
Boring  4.94  4.77c1  4.42b1c1 

 (1.28)  (1.11)  (1.25)
Cronbach's alpha 0.66   0.66   0.67 

 

 

 

 

 

 

     
Item Variance 3.34   2.36a1   2.30b1 

            

 

 
Notes: The values in parenthesis are standard deviations. N=189. Duration 
mean values are in seconds. Superscripts indicate the significance of the 
differences between means of the full & between- (a), full & within- (b) and 
between- & within- (c) block questionnaires; 1 p=0.05 , 2 p=0.10 

 

In short, split questionnaire designs decrease completion time, fatigue, 

boredom and non-response and are evaluated more positively by 

respondents, where it seems that the within-block design has a somewhat 

more favorable behavioral effect than the between-block design. These 

effects may impact the quality of the data. For each of the three 

questionnaires, respondents could skip every question displayed on the 

screen. There were 33 skip-responses for the full questionnaire, 7 for the 
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between- and 5 for the within-block design. These responses start only 

after the first twelve questions and mostly occur in the last half of the 

questionnaires. This indicates that the use of split questionnaires may 

substantially reduce item non-response. Second, the effect of the 

questionnaire design on the average item variances and Cronbach’s alpha 

were investigated. The questionnaire consists of 13 constructs that are 

each measured with several items. There were no statistically significant 

differences in the average Cronbach’s alpha, estimated after multiple 

imputation of the missing data of the between- and within-block split 

questionnaire designs. However, we did find significant differences in item 

variances between the full- and split questionnaire designs. The differences 

between between-block and within-block designs are not significant. The 

average item variance for the full questionnaire is 3.34, which is 

significantly higher than for the between-block design, with 2.36, and the 

within-block design, 2.30. This means that subjects who answered the 

questions in the within-block or between-block designs responded to the 

items that measure the same construct more consistently. Thus, the quality 

of the data we obtained from the between-and within-block split 

questionnaire designs tends to be better than that of the full questionnaire. 

Again, we note that with a maximum average completion time of eight 

minutes, the complete questionnaire is relatively short. For longer 

questionnaires, the effects may be even larger. 
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3.12 Conclusion 

Split questionnaires present opportunities for application in consumer 

panels, offering the potential to obtain higher quality information from 

respondents faster and at a substantially lower cost. In this chapter, we first 

propose a methodology to split questionnaires optimally into sub-

components with minimal information loss by applying optimal experimental 

design methods. We proposed the Kullback-Leibler distance as a design 

criterion, applied the modified Federov algorithm to search over the design 

space, and illustrated that good designs can be constructed rapidly in spite 

of the demanding task. Split questionnaire designs were shown to have 

desirable statistical and behavioral properties, relative to complete 

questionnaires or questionnaires constructed with ad-hoc methods. 

We have investigated two different types of split questionnaire designs 

based on the contextual placement of questions in blocks. The first method, 

producing between-block designs, places blocks as a whole into different 

split versions of the questionnaire. Optimizing the allocation of the blocks 

across the splits is a much more feasible task than allocating individual 

questions to splits. Additional constraints, such as on the number of blocks 

per split, can easily be accommodated and may further reduce the number 

of questions asked from each respondent. Between-block designs result in 

estimates close to those obtained from the complete data, reducing 

completion time and respondent fatigue. The second method, producing 

within-block designs, is based on choosing questions in each block. For 



 

 

 

 

  91 

 

 

 

 

 

 

Split Questionnaire Design 
 

these designs, the optimization task is very demanding, so that we needed 

to use a greedy algorithm to find the optimal design. As a consequence, the 

within-block designs are not strictly optimal, nor can they easily be 

constructed to be fully identified. However, they do provide improved 

efficiency, yielding parameter estimates that are closer to the complete data 

estimates and less missing information than designs constructed with 

heuristic procedures. Their performance in terms of parameter estimates 

and missing information tends to be better than that of the between-block 

designs, but they are substantially more sensitive to the values of the prior 

estimates.  

Our field study shows that the behavioral reaction of respondents to 

split questionnaires is more favorable than to the complete questionnaire, in 

terms of duration, boredom, and fatigue, amongst others. The response to 

within-block designs tends to be more positive than that to a between-block 

design, since respondents feel less bored, and perceive the questionnaire 

as less long, boring and repetitive. The between-block design, however, 

results in less respondent fatigue. The choice between the within-block and 

between-block designs may therefore be based on either statistical or 

behavioral criteria. From our investigation, it appears that the between-

block design has better statistical properties, since it is feasible to construct 

fully identified designs with little sensitivity to the prior estimates.  However, 

the within-block design still performs quite satisfactorily, yields parameter 

estimates comparable to constrained between-block designs, and elicits a 

more positive reaction from respondents. However, the high sensitivity of 

these designs to prior estimates warrants further study.   
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The validity of the prior knowledge when constructing the split 

questionnaire design is an important issue. Whereas prior knowledge can 

be easily obtained in panel or tracking surveys conducted on a regular 

basis with almost identical questions and blocks, it may be less easy to 

obtain in other settings. In those cases, subjective prior distributions for the 

model parameters can be assessed, which in many cases would involve 

the elicitation of priors from consumers, decision makers or other subject-

matter experts. Chaloner (1996) provides an overview of the various 

approaches to elicitation based on the ways people think about and update 

probabilistic statements. It is of interest to consider prior uncertainty on the 

parameters in constructing the designs, and to construct designs 

integrating the design criterion over the prior distribution of the parameters 

(Sandor and Wedel, 2001). This may in particular be worthwhile for within-

block designs, which were revealed to have high sensitivity to the prior 

specification. For between-block designs, in particular in panel data 

applications such as the one presented above, this may not be needed, 

since the prior parameter values can be fairly precisely estimated from the 

available pilot data, and the designs themselves were shown to be quite 

insensitive to the prior parameter values. We leave these issues for future 

research. 
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3.13 Appendix  

3.13.1 KL-Distance for Mixed Data 
The incomplete data log-likelihood of mixed data is derived below using the 

general location model (Olkin and Tate, 1961; Krzanowski, 1983). We have 

the data matrix YN×(p+q)=(X,Z), where X=(X1,.., Xp)′ and Z=(Z1,…,Zq) 

represent the continuous and categorical variables, respectively. Each 

column variable in Z, zj has cj levels, and these categorical variables form a 

q-dimensional contingency table with a total number of cells  The 

frequencies in this table are contained in W = ( ). The 

marginal distribution of the categorical variable Z is multinomial distribution 

( ~multinomial (π) with ) and the conditional 

distribution of the continuous variables X given categorical variables Z (i.e. 

given a particular cell) is multivariate normal with different means across 

the cells defined by the categorical variables, but with a common 

covariance matrix (

∏=
q

j
jcC .

q21 ccc w,........w,w

),.....,(|w c21 ′πππ=π ∑
=

=π
C

1i
i 1

),(N~,,wZ|X ii ΣµΣµ= , where µi is the mean of X in the 

cell specified by z, and Σ is the common conditional covariance of X across 

cells of the contingency table). The KL-distance in this case reduces to the 



 

 

 

 

94 

 

 

 

 

 

 

   

Essays On Customization Applications in Marketing 

 

incomplete-data log-likelihood:   
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where Xi,obs = Xijdij, where dij is the element of design matrix D. 
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3.13.2  Missing Information Principle 
Assume that f(Y|θ) is the probability distribution of )Y,Y(Y misobs=  and 

parameter θ. The distribution of the complete data Y can be factored with 

f(Yobs|θ), the density of the observed data Yobs, and f(Ymis|Yobs,θ), the density 

of the missing data given the observed data, is represented as  

                            (B.1) ),obsY|misY(f)|obsY(f)|misY,obsY(f)|Y(f θθ=θ=θ

The decomposition of the loglikelihood that corresponds to (B.1) is  

          ),Y|Y()Y|()Y,Y|()Y|( obsmisobsmisobs θ+θ=θ=θ llll                   (B.2) 

Since directly maximizing the incomplete-data likelihood l(θ|Yobs) with 

respect to θ for fixed Yobs to estimate θ can be difficult, we can write B.3 with 

the observed loglikelihood l(θ|Yobs), the complete-data loglikelihood l(θ|Y), 

and the missing part of the complete-data loglikelihood lf(Ymis|Yobs,θ)   

                        ),Y|Y(f)Y|()Y|( obsmisobs θ−θ=θ lll                            (B.3) 

The observed information matrix I(θ|Yobs) can be found directly by 

differentiating the loglikelihood l(θ|Yobs) twice with respect to θ. Alternatively, 

differentiating l(θ|Yobs) twice with respect to θ yields for any Ymis  

                  ,),Y|Y(Inf)Y,Y|()Y|( obsmis
2

misobsobs θ∂θ∂
θ∂

+θ=θ ll                  (B.4) 
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where I(θ|Yobs,Ymis) is the observed information based on Y=(Yobs,Ymis) and 

the negative of the last term is the missing information from Ymis. Taking 

expectations over the distribution of Ymis given Yobs and θ yields  

  Observed Information=Complete Information-Missing Information       (B.5) 

 The observed information equals the (conditional expected) complete 

information minus the missing information. This has been called the 

missing information principle by Orchard and Woodbury (1972).   

The decomposition of the observed information is particularly simple in 

case the complete data Y have a distribution from the regular exponential 

family defined by                                                                                                                                  

                          )(a/))Y(sexp()Y(b)|Y(f θθ=θ                                  (B.6) 

where θ denotes a (d×1) parameter vector, s(Y) denotes a (1×d) vector of 

complete-data sufficient statistics, and a and b are functions of θ and Y, 

respectively. The complete information is Var(s(Y)|θ), and the missing 

information is Var(s(Y)|Yobs,θ). Thus the observed information is the 

difference between the unconditional and conditional variance of the 

complete-data sufficient statistic.   

                   ),,Y|)Y(s(Var)|)Y(s(Var)Y|( obsobs θ−θ=θl                    (B.7) 

In sum, according to the missing data information principle, the missing 

information is equal to the variance difference between the complete data 

and the incomplete data. In questionnaire design, the missing information 

measures the increase in variance of estimation due to nonresponse, and 
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is determined by response rates and the ability of observed values to 

predict missing values successfully. 
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3.13.3  Figures 
Description of Blocks: 

Block 1: Five questions about the role of the Web in life. 

Block 2: Eight questions about the feeling while using the Web  

Block 3: Five questions related to the Web activities feeling while using the 

Web 

Block 4: Seven questions about and perceptions on using the Web  

Block 5: Seven questions about attitudes and perceptions on using the 

Web 

Block 6: Eight questions about peoples’ feelings towards using the Web 

Block 7: Ten questions on attitudes and perceptions 

Block 8: Nine questions about attitudes and perceptions on using the Web   

Block 9: Six questions about flow and usage of the web.   
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Figure 3.3: Optimal Unconstrained Between-Block Designs for the 
Empirical Data 

 

THE OPTIMAL 10-SPLIT UNCONSTRAINED BETWEEN-BLOCK SQD  
Block 1 Block 2 Block 3 Block 4 Block 5 Block 6 Block 7 Block 8 Block 9

Resp.No. Q1-5 Q6-13 Q14-18 Q19-25 Q26-31 Q32-40 Q41-50 Q51-59 Q60-65
1-115

116-230
231-345
346-460
461-575
576-690
691-805
806-920

921-1035
1036-1150  
 

THE OPTIMAL 5-SPLIT UNCONSTRAINED BETWEEN-BLOCK SQD 

Block 1 Block 2 Block 3 Block 4 Block 5 Block 6 Block 7 Block 8 Block 9
Resp.No. Q1-5 Q6-13 Q14-18 Q19-25 Q26-31 Q32-40 Q41-50 Q51-59 Q60-65

1-230
231-460
461-690
691-920

921-1150  
Note: shaded are observed, blank are missing blocks. 
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Figure 3.4:  Optimal Constrained Between-Block Designs for the Empirical 

Data 

THE OPTIMAL 10-SPLIT 5-BLOCK BETWEEN-BLOCK SQD 

Block 1 Block 2 Block 3 Block 4 Block 5 Block 6 Block 7 Block 8 Block 9
Resp.No. Q1-5 Q6-13 Q14-18 Q19-25 Q26-31 Q32-40 Q41-50 Q51-59 Q60-65

1-115
116-230
231-345
346-460
461-575
576-690
691-805
806-920
921-1035

1036-1150  

THE OPTIMAL 10-SPLIT 5-BLOCK BETWEEN-BLOCK SQD 

Block 1 Block 2 Block 3 Block 4 Block 5 Block 6 Block 7 Block 8 Block 9
Resp.No. Q1-5 Q6-13 Q14-18 Q19-25 Q26-31 Q32-40 Q41-50 Q51-59 Q60-65

1-230
231-460
461-690
691-920
921-1150  

Note: shaded are observed, blank are missing blocks. 
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Figure 3.5: Optimal Within-Block Designs for the Empirical Data 

 

THE OPTIMAL 10-SPLIT WITHIN-BLOCK SQD 
Bl. 1 Bl. 2 Bl. 3 Bl. 4 Bl. 5 Bl. 6 Bl. 7 Bl. 8 Bl. 9
Q1-5 Q6-13 Q14-18 Q19-25 Q26-31 Q32-40 Q41-50 Q51-59 Q60-65
00110 00000101 00101 1100000 0011101 00011111 0110001100011111100111010 
11111 11111111 11111 1000100 1101010 01000010 0011100100111000111011111 
00011 10000001 10100 1010000 0101010 00010001 1100110100011011111100010 
10010 01000100 00101 0010001 0111110 11011110 0111110010100111001110010 
10100 01010000 00101 1000010 1001001 10101100 1110111010110011010010011 
01100 10010000 00011 0010010 1101110 10010010 0100011110010111011001101 
00101 00101000 11000 1000010 1110101 00011100 1001111101001011001110101 
11000 10010000 10010 0010001 1100110 01011110 1011011011110011101010001 
01001 01000100 00011 0011000 0010011 11100011 1110010111011000001110111 
10001 00110000 10100 0001001 0111100 10110111 0000000011101011010110011  
 

THE OPTIMAL 5-SPLIT WITHIN-BLOCK SQD 

 

Block 1 Block 2 Block 3 Block 4 Block 5 Block 6 Block 7 Block 8 Block 9
Q1-5 Q6-13 Q14-18 Q19-25 Q26-31 Q32-40 Q41-50 Q51-59 Q60-65
00110 01101101 00110 1010110 1111111 01100100 1110011101000101010101011 
10010 10000101 11111 0101100 1101110 11110111 0000110011011111101011101 
11111 00100011 01110 1011110 1101100 11011000 0111101011111111111100111 
10100 01001111 00011 1101001 1001101 11101111 1101101110100001101110010 
00101 11111111 10001 0110111 0101010 11001010 0001011001000111000001011  
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Chapter 4 
Promotion Customization across 
Multiple Categories 

4.1 Introduction 

In the previous chapter, split questionnaire designs have been proposed as 

a means of efficiently collecting data and a methodology was developed to 

design optimal split questionnaires based on prior information, which is 

obtained using full questionnaires from pilot or past studies. In this chapter, 

we apply the Bayesian framework to customize promotions across multiple 

categories. The purpose is to identify the optimal subset of categories to 

promote to each individual, based on associations in purchase behavior 

across categories.  

As a consequence of technological developments, especially with the 

explosion in the usage of the World Wide Web, it is now possible to acquire 

immediate information about consumers and to meet their needs by 

customizing products and product-related information in real time. 

Nowadays, more and more companies use such customized and targeted 

online promotion programs, including customization of ads, email-

messages, sales-promotions to loyalty card users, electronic coupons etc. 

Recently, Bucklin et al. (2002) proposed customization and automation as 
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key areas of research in e-commerce. Targeting and customization issues 

have long been of interest in marketing. For example, Rossi et al. (1996) 

have applied targeting to a coupon delivery problem. Researchers such as 

Ansari and Mela (2003), and Bertsimas and Mersereau (2003) have 

examined the customization of information by means of e-mail marketing 

content on the internet; Gooley and Lattin (2000) have studied 

customization of advertisement content; Zhang and Krishnamurthi (2004) 

have shown how to customize online price promotions and Ansari, 

Essagaier and Kohli (2000) have analyzed customization of product offers.  

 Online retailing has increased its revenues by almost $72 million. This 

demonstrates that online retailing has become a major force in the 

consumer industry. Repeat buyers account for more than half of online 

revenues, and stimulating repeat-buying renders online retailing more 

efficient and therefore more profitable. Because of the information available 

on repeat customers, online retailers can customize their offers to them. 

This improves conversion rates and may justify higher margins 

(www.bcg.com/publications). Retailers therefore are continuing to invest in 

tools to facilitate repeat-buying, promotional tools being chief among these. 

The dynamic character of the Internet makes relatively easy for retailers to 

offer promotions to individual customers “on the fly” to guide their current 

decisions, by using information from their previous choices. Hence, 

customized delivery of promotions via email or on the web is becoming vital 

in online retailers strategies. 
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 Online grocery stores such as Peapod (www.peapod.com) and 

NetGrocer (www.netgrocer.com) use various customization services for the 

grocery shopping process on the Internet. Such services involve creating 

personal lists for products (that frequently purchased, for weekend parties, 

or for special occasions), creating lists of the items available in a 

customer’s pantry and refrigerator, and then suggesting recipes in which 

those items can be used. Another example of an advanced customized 

promotion program is that employed by CVS Pharmacy (www.cvs.com). 

CVS uses loyalty cards to offer different sales-promotions for low-tier, 

middle-tier, and top-tier customers. It also uses target mailings with 

segment-level content and customized offers. Moreover, CVS customizes 

promotions at the cash register using previous category purchase histories. 

Price promotions and coupons are an important part of any customization 

process.  

According to the Association of Coupon Professionals, Internet-

delivered coupons, although still a controversial topic in the industry, saw a 

five-fold increase in distribution as entrepreneurial marketers sought better 

ways to target and deliver effective incentives (www.couponpros.org). 

Merchants use information about their shoppers to target e-coupons from 

these three possible types of data. The first one is shoppers’ socio-

demographic profiles, which can be obtained from external sources or 

directly obtained from shoppers in the form of answers to questionnaires 

and surveys. The second is the shopper’s clickstream, which is a raw log of 

the web pages requested by the shopper in the merchant’s store. The last 

one is shoppers’ transactions, such as items purchased, the recipient of the 

purchases, items added to a shopping cart, and e-coupons offered, 

http://www.couponpros.org/
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accepted and used. Customized coupon offers can be delivered through e-

mail or on the web. The e-coupon is a short piece of text that can carry a 

short message. Promotional web pages show a certain number of coupon 

offers for different products and categories. Electronic distribution of 

coupons has become more widespread under programs such as Catalina 

Marketing Incorporated’s (CMI; www.catalinamarketing.com) checkout 

coupon and frequent shopper programs, in which households receive in 

store coupons and/or volume discounts through the Internet 

(www.valupage.com/Entry.pst). In addition, specialized web-based 

promotion companies offer promotions for a range of products and 

categories for different manufacturers and retailers (www.dealcatcher.com, 

www.coolsavings.com, www.allonlinecoupons.com, www.findsavings.com). 

A limitation of the customized promotion programs in practice as well as 

those described in the academic literature to date is that electronic coupons 

are issued by companies based on customer information in only one 

category at a time. In this chapter, we consider the development of a 

customization method by focusing on the selection of what product 

categories to promote, across multiple product categories, taking into 

account the dependencies in consumers’ purchase behavior across those 

categories. Our method can be applied to, for example, checkout coupons 

printed on cash register receipts or e-coupon promotions delivered on web 

pages or through e-mail. In practice, these receipts, web pages and e-mails 

can show only a limited number of coupon offers, mostly due to space 

limitations, and our purpose is to select the most suitable categories to 

http://www.catalinamarketing.com/
http://www.valupage.com/Entry.pst
http://www.dealcatcher.com/
http://www.coolsavings.com/
http://www.allonlinecoupons.com/
http://www.findsavings.com/


 

 

 

 

  107 

 

 

 

 

 

 

Promotion Customization across Multiple Categories 
 

promote to individuals to minimize the customer effort, as well as maximize 

the retailer revenue. 

Our approach obtains cross-category purchase incidence and 

expenditure information and analyzes this as input to develop customized 

coupon programs. Our promotions design problem is to determine which 

category from many possible categories to assign to a customer for 

promotion. The approach has two stages. First of all, we obtain prior 

information about consumer choices, price and the promotional 

environment in online retail stores, at the category level. We obtain current 

and past purchase history information from online transaction data. We 

construct a consumer response model using total expenditure and 

multicategory purchase incidence information, while dealing with consumer 

heterogeneity. Our flexible model of heterogeneity accommodates 

observable and unobservable heterogeneity and produces household level 

inferences for targeting purposes. We consider the interdependence in 

consumer purchases among multiple categories (see e.g., Manchanda, 

Ansari, and Gupta, 1999). We model the incidence decisions and 

expenditures jointly. We use the expected expenditures on a shopping trip 

if we promote a category or not as a criterion to find the optimal promotion 

design, i.e. our design maximizes consumer expenditure, and thus the 

firm’s revenue. The promotion design problem, however, increases 

exponentially with the number of categories. At the second stage, therefore, 

using estimates of this model, we search all possible category-promotions 

designs with the modified Federov algorithm and determine the optimal 

design, which gives maximum expenditures on a shopping basket to 

maximize revenue of online retailers.  
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  Our objectives in this chapter are summarized as follows: 

• Developing a joint heterogeneous model of category purchase 

incidence and expenditure decisions across multiple categories, 

• Using this category buying behavior information, we develop a 

method for designing an optimal customized promotion plan, 

specifying what categories to promote to which consumers. 

4.2 Literature Review 

We model consumer responses to promotions considering purchase 

incidence and expenditure together to obtain knowledge about correlations 

across categories. Several previous studies in the marketing literature have 

considered promotion effects at the multicategory level. These studies have 

been developed and estimated in three different ways: 1) for one product 

category and for a specific purchase variable at a time, 2) for three 

purchase variables (purchase incidence, brand choice and purchase 

quantity) simultaneously within a single product category, 3) for multiple 

purchase outcome variables simultaneously across multiple product 

categories. For example, Bolton (1989) finds that the effects of category 

display and feature activity are much larger than the effects of brand prices, 

display, and feature activity. While Gupta (1988) models customers’ brand 

choice, inter-purchase time and purchase quantity decisions separately, he 

uses category level marketing-mix variables in the inter-purchase time and 

purchase quantity models. Seetharaman, Ainslie and Chintagunta (1999) 
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study category level household state dependence considering brand choice 

behavior across five product categories. In this paper, they investigated 

whether households exhibit similar sensititivities to the marketing mix 

variables in different product categories. Fader and Lodish (1990) use IRI 

Marketing Factbook data from 331 product categories to explore the 

relationship between category structure (e.g. purchase cycle, penetration, 

etc.) and promotional movement (e.g. volume sold on price cuts, display 

and feature, etc.). They report systematic relationships between category 

characteristics and the effect of promotional policies. Narasimhan et al. 

(1996) study the relationship between product category characteristics and 

promotional elasticity using data from 108 product categories. They 

consider three types of promotions (regular price cuts, features, and 

displays) and seven category characteristics. They report that promotions 

obtain the highest response for brands in easily stockpiled, high penetration 

categories with short purchase cycles. Whereas the latter two studies 

ignore interdependence in consumer’s purchases across multiple 

categories, Mulhern and Leone (1991), Chintagunta and Haldar (1998), and 

Manchanda and Gupta (1997) explicitly allow for dependency across multi-

category items. Ainslie and Rossi (1998) measure the covariance of both 

observed (linked to measured characteristics of households) and 

unobserved heterogeneity in marketing sensitivity across two categories. 

Their focus is on the measurement of cross-category correlations in 

conditional choice behavior. Chib et al. (2002) modeled and estimated the 

purchase incidence model for twelve categories. In this paper, they 

illustrated disregarding cross-correlations across multiple categories in 

shopping basket models causes underestimation of the magnitude of cross-
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category correlations and overestimation of the effectiveness of the 

marketing mix, and additionally ignoring unobserved individual 

heterogeneity results in overestimation of cross-category correlations and 

underestimation of the effectiveness of the marketing mix. Our model in this 

chapter is in the third class i.e. multiple purchase outcome variables are 

estimated simultaneously across multiple product categories. As far as we 

know, there is no previous study on joint modelling of purchase incidence 

and expenditure across multiple categories in the marketing literature and 

our study differs from the previous studies due to the consideration of 

correlations between purchase incidence and expenditure in the model 

estimation.   

4.3 Methodology 

Our approach consists of two connected stages. At the first stage, we 

construct a consumer response model to obtain information about cross-

category promotion effects, considering heterogeneity across households. 

At the second stage jointly executed with the first, we choose for every 

individual a limited set of promotions from all possible promotions with the 

modified Federov algorithm, using total shopping expenditure as a criterion.  

4.3.1 The Model 
Consumer purchase of multiple categories in a shopping trip can be 

characterized in terms of two related decisions: which categories to choose, 

and how much to spend. The role of the price and promotion variables in 



 

 

 

 

  111 

 

 

 

 

 

 

Promotion Customization across Multiple Categories 
 

the purchase process at the category level makes the joint modeling of the 

incidence decision and the expenditure decision on a shopping trip 

necessary. Modeling these two decisions separately, that is, using for 

example a multivariate probit model for category incidence and a 

regression model for the expenditures, is incorrect and yields biased 

estimates if expenditure decisions are not independent of the category 

incidence decisions. For this reason, we use a censored regression (tobit) 

model. A similar approach was previously used by Krishnamurthi and Raj 

(1988) to jointly model purchase quantity and brand-choices. We will use a 

hierarchical multivariate type-2 tobit to jointly model category choice 

incidence and expenditure (previous applications of the tobit models in 

marketing include those by DeSarbo and Choi (1999), for modeling 

consumer search behavior; by DeSarbo and Jedidi (1995) in a 

consideration set application; and by Bucklin and Sismeiro (2003) to model 

web site browsing behavior). The details of the model are explained below. 

4.3.2 Consumer Response Model 
We investigate the predictive relationship of covariates with category-

incidences and expenditures through a censored regression model 

describing category incidence and expenditures simultaneously. Let us 

assume H households, represented by index h=1,...,H, making purchase 

incidence decisions across a set of J product categories, j=1,..,J, on a total 

of T shopping trips, indexed by t=1,…,T. ],...,,[ 222122 hjtththht YYYY =  are 

binary dependent variables with consumer’s product-category incidence 

decision outcomes.  is our expenditure vector. We ]Y,...,Y,Y[Y hjt1t2h1t1h1ht1 =
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denote the predictor variables (marketing policy variables comprise price 

and promotion), as . The observed choice vector 

(incidence of category-choice), Y

]X,...,X,X[X hjtt2ht1hht =

2 is   

                                           (4.1)    
Y  if         
Y  if         

2hjt

2hjt

*

0
0

,0
,1

Y *hjt2 <
≥

⎩
⎨
⎧

=

Expenditures are observed only when the indicator variable for category 

choice,Y2hjt , takes on the value 1:   

                                    (4.2) 
⎩
⎨
⎧ =

=
otherwise                  
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We can write the models for the latent utilities, , and the logarithm of 

the latent expenditure variable, , for the J categories as: 
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Each of the Y*·h1, Y*·h2,…,Y*·hj and ε·h1, ε·h2,…,ε·hj are T×1 vectors. The 

matrices X·hj are of order T×k and the vectors β·hj are of order k×1, with k the 

number of predictor variables· X is the matrix of category price, category 

promotion and intercept variables and has dimensions T×kJ. Thus, ε1j, 

j=1,…,J, is an HT vector of error terms such that  and 

 i,j=1,2,…..J and ε

0)(E i1 =ε

HTij1j1i1 I)(E σ=ε′ε 2j,  j=1,…,J, is an HT vector of error terms 

such that 0)(E i2 =ε  and HTij2j2i2 I)(E σ=ε′ε  i,j=1,2,…..J. Further, we have 

.  HTij12j2i1 I)(E σ=ε′ε

We can re-write our equations as: 

                                        (4.4a) 1ht  ε+β′= h1ht
*
ht1 XY

                                        (4.4b) 2ht  ε+β′= h2ht
*
ht2 XY

where the j-th row of the matrix Xht contains all explanatory variables 

including price and promotion, and the intercepts for each product category, 

influencing the utility and expenditure of the j-th category. The error terms 

are ],...,,[ hjtt2ht1hht εεε=ε . As unobserved factors informing the utilities may 

be common across categories, we assume that ],0[MVN~ )JJ(2ht2 ×Σε , where 

Σ is a J×J covariance matrix. Coincidence captured by the correlated error 

structure of the purchase utilities, i.e. choice in one category alters the 

utility of choices in other categories. Thus, if the covariance of the errors is 

positive, then an increase in the purchase utility of category i will lead to an 

increase in the purchase utility of category j. In other words, the error 

correlations capture the linkages between the uncontrollable factors that 
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drive joint purchases (Manchanda, Ansari, and Gupta, 1999). The 

unobserved factors that affect total expenditures of shopping trips are 

],0[MVN~ )JJ(1ht1 ×Σε . The unobserved incidence and expenditure errors are 

correlated, i.e. [ ] )JJ(12ht2ht1 ,cov ×Σ=εε , as will be explained in more detail 

below.   

As explanatory variables, we only consider the own effects. Own effects 

show the impact of explanatory variables on the same category purchase. 

We do not consider the cross effects which reflect the change in purchase 

utility of category j due to the marketing actions of other categories, since 

these effects are likely to be small for the categories that we study. In 

addition; including those cross-effects would render our model very highly 

parameterized, where as our main interest is in representing the covariance 

of incidence and expenditure of multiple categories (Note that Manchanda, 

Ansari, and Gupta (1999) did not find any significant cross-effects of the 

incidence of four categories, except for detergent-softener and mix-cake 

category pairs, which are obviously related).  

4.3.3 Individual Level Heterogeneity  
 

We include individual level heterogeneity into the model by considering 

household specific coefficients. 

                                 1,.....Hh       , =ζ+Θ=β h11hh1 Z   (4.5a) 

                                 1,.....Hh       , =ζ+Θ=β h22hh2 Z   (4.5b) 
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We can write individual level parameters β1h and β2h as 

),Z(MVN~ )k*m*jk*m*j(1)k*m*j(1hh1 ×ΛΘβ , and ),Z(MVN~ )k*m*jk*m*j(2)k*m*j(2hh2 ×ΛΘβ  

and m is the number of household-level explanatory variables. These 

variables are measured at the individual level and characterize a 

household’s shopping behavior (see Rossi and Ainslie, 1998). While Θ1 and 

Θ2 indicate the impact of household level explanatory variables, Λ1 and Λ2 

represent the unobserved sources of heterogeneity across households. In 

our application, we do not have any individual level explanatory variables, 

so Zh contains an intercept term only. Since Zh is equal to 1 for all h, Θ is 

the mean vector for the explanatory variables. The error terms are 

distributed as ),0(MVN~ )k*m*jk*m*j(1h1 ×Λζ , ),0(MVN~ )k*m*jk*m*j(2h2 ×Λζ . 

4.3.4 Joint Model (Hierarchical Multivariate Type-2 Tobit Model) 
The full model can now be represented as       

                           (4.6) ⎥
⎦

⎤
⎢
⎣

⎡
ε
ε

+⎥
⎦

⎤
⎢
⎣

⎡
β
β

⎥
⎦

⎤
⎢
⎣

⎡
=⎥

⎦

⎤
⎢
⎣

⎡
=

ht2

ht1

h2

h1

ht2

ht1
*
ht2

*
ht1*

ht X0
0X

Y
Y

Y

                              (4.7) ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⎥
⎦

⎤
⎢
⎣

⎡
ΣΣ
ΣΣ

⎥
⎦

⎤
⎢
⎣

⎡
ε
ε

=ε
221

121

ht2

ht1
ht ,0MVN~

                                                 (4.8) ( )ΛΘ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
β
β

=β ,VMVN~ h
h2

h1
h

⎥
⎦

⎤
⎢
⎣

⎡
ΛΛΛ

ΛΛΛ
=Λ

212

211

),(Cov
),(Cov

, , ⎥
⎦

⎤
⎢
⎣

⎡
Θ

Θ
=Θ

2

1

0
0

h)22(h ZIV ⊗= ×       (4.9) 
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4.4 Estimation with MCMC 

We use Markov Chain Monte Carlo Methods (MCMC) to estimate our 

model. Chib (1992) describes MCMC methods for the standard tobit 

censored regression model, and proposes data-augmentation algorithms to 

simulate the unobserved variables  in every step of the Gibbs sampler. 

We apply those procedures to estimate our model. Details of an MCMC 

algorithm for a hierarchical multivariate type-2 tobit model are provided by 

Fox, Montgomery and Lodish (2004). For reasons of identifiability, in the 

multivariate probit model diagonal elements of the covariance matrix are 

set to ones, i.e. σ

*
htY

2ii=1, for all i, so that the matrix Σ2 is a correlation matrix. 

The full conditional distribution of the correlation matrix is not tractable form 

and therefore not easy to draw. Liechty, Ramaswamy and Cohen (2000) 

draw R using griddy Gibbs sampler methods, and Barnard, McCulloch and 

Meng (2000) generate R using variants of the Metropolis-hasting algorithm. 

However these methods are computationally intensive. We estimate 

covariance matrix Σ0 (Σ01, Σ02 and Σ012) and coefficients βh and post-process 

the draws of Σ, βh and Θ with the use of a diagonal matrix C 

( 21
02 )(diagC −Σ= ) and obtained the correlation matrix CC 0 ′Σ=Σ  (Edwards 

and Allenby, 2003). In the MCMC algorithm we use 50000 iterations and 

burn-in 20000 i.e. saved every fifth draws after that for real data set, and 

monitor convergence of the chain through plots of the hyper-parameters.  
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4.4.1 Gibbs Sampling  
 

Technical details of MCMC estimation of the hierarchical multivariate type-2 

tobit model are similar to Fox et al. (2004), with the exception that the 

expenditures and purchase incidence of categories are dependent in our 

model. Moreover, individual level heterogeneity is considered not only 

through an intercept term (β0) as in Fox et al., but the effects of marketing 

actions (price and promotion coefficients, β1hJ and β2hJ respectively) are also 

allowed to be heterogeneous. Yh(j)t illustrates expenditures or utilities of 

category i, and Yh(-j)t  is all the others. We need to specify conditional 

distributions of the relevant variables for Gibbs sampling. Natural conjugate 

priors are chosen for estimation. The stages in the Gibbs sampler are 

represented by s below, and the conditional draws are shown:        

      

)s()s()s(
h

)s*(
hjt

)1s( ,,,Y| ΛΘβΣ +  

)1s()s()s()s(
h)

)s*(
t)j(h1

)1s*(
t)j(h1 ,,,,Y|Y +

−
+ ΣΛΘβ  

)1s()s()s()s(
h

)s*(
t)j(h2

)1s*(
t)j(h2 ,,,,Y|Y +

−
+ ΣΛΘβ  

)s()s()1s()1s*(
ht

)1s(
h ,,,Y| ΛΘΣβ +++  

)  s()1s()1s(
h

)1s*(
ht

)1s( ,,,Y| ΛΣβΘ ++++

)1s()1s()1s(
h

)1s*(
ht

)1s( ,,,Y| +++++ ΘΣβΛ  
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4.4.1.1 Prior Distributions: 
In Gibbs sampling, we need to specify prior distributions for the 

parameters of interest. We used noninformative priors.   

1. The prior distribution of 1−Σ  is Wishart ]R,[W 01ρ , where 
, J is the number of categories, and 22*J1 +=ρ IR0 = .   

2. The prior distribution of Λ-1 is ]R,[W 12p ρ , where 2p2 +=ρ , , 
and p is the rank of Θ. 

IR1 =

3. The prior distribution of Θ is a multivariate normal  
where 

]V,[MVN 0 ΘΘ

00 =Θ  and .  )10(diagV 3−
Θ =

4.4.1.2 Full Conditional Distributions: 

1. The full conditional distribution of the residual covariance matrix,  is 

inverse wishart, , where N is the total number of 

observations ( ) and . 

)1s( +Σ

]S,N[W~ 1
)1s(1 ρ+Σ +−

T*HN = 0
)s(

h
*
h

)s(
hh

*
h R)XY()XY(S +β−′β−=

 2. The full conditional distribution of latent utilities (Y2) for the probit part of 

the model is a truncated multivariate normal, , with 

mean µ

),(TMVN~Y 2020
)1s*(

hjt2 Σµ+

20 and variance Σ20, which are shown below. If the indicator variable 

, then  is drawn from a normal distribution, truncated below at 0. 

Otherwise,  is drawn from a normal distribution, truncated above at 0. 

We have: 

1Y2 = *
2Y

*
2Y
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⎥
⎥
⎥
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⎢
⎢
⎢
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*

t),j(,h

*
hjt

*
ht
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Y
Y                       , and 
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⎥
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⎢
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⎡

Σσ
−−+−−

σσ
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−

)j)(j(j)j(
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|

|

  )s(
)j(j2

)s(1
)j)(j(2

)s*(
t),j(,h2

)s*(
t),j(,h2

)s*(
h2hjt220 ))Y(EY(X −

−
−−−− σΣ−+β=µ

)1s(
j)j(2

)1s(1
)j)(j(2

)1s(
)j(j2

)1s(
jj2

)1s(
20

+
−

+−
−−

+
−

++ σΣσ−σ=Σ  

3.  is Y*
1Y 1 if , otherwise  is drawn from a normal distribution, 

truncated above at 0. The full conditional distribution of expenditures is a 

truncated multivariate normal distribution, , with 

mean µ

0y1 > *
1Y

),(TMVN~Y 1010
)1s*(

hjt1 Σµ+

10 and variance Σ10, where   

)s(
)j(j1

)s(1
)j)(j(1

)s*(
t),j(,h1

)s*(
t),j(,h1

)s*(
h1hjt1

*
10 ))Y(EY(X −

−
−−−− σΣ−+β=µ   

)1s(
j)j(1

)1s(1
)j)(j(1

)1s(
)j(j1

)1s(
jj1

)1s(
10

+
−

+−
−−

+
−

++ σΣσ−σ=Σ  

The inverse cdf method is used to draw truncated normal values for . 

It is explained below (see also Fox et al., 2004): 

0Y1 >

• Compute the upper limit for the uniform interval, 

( )[ ])(],,,,Y|Y[E0L )j(j
1

)j)(j()j(jjjh
*

t)j(h1
*
hjt1 −

−
−−−− σΣσ−σΛΣΘβ−Φ= , where Φ[.] 

represents the Normal cumulative distribution function (cdf) and 

  )s(
)j(j

)s(1
)j)(j(

)s*(
t),j(,h

)s*(
t),j(,h

)s*(
hhjt

*
t)j(h1

*
hjt1 ))Y(EY(X],,,,Y|Y[E −

−
−−−−− σΣ−+β=ΛΣΘβ

• Draw a uniform variate, U ~Uniform(0,L) 

• Compute the value of the uniform draw: 
 ],,,,Y|Y[E))(U(Y *

)i(1
*
i1)j(j

1
)j)(j()j(jjj

1*
i1 ΛΣΘβ+σΣσ−σΦ= −−

−
−−−

−
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4. The full conditional distribution of individual level coefficients βh is 

multivariate normal, , where    ]V,M[MVN~ cc
)1s(

h
+β

 , and . ))'Z(S)YX((vecVM )s()1s(1
hhcc ΘΣ+×′= +− 1)1s(1

hh
1

c ))XX(S(V −+−− Σ+′⊗=

5. The full conditional distribution of Θ is a multivariate normal, 

 with mean  and variance  

. 

]V,M[MVN~ cc
)1s( +Θ c

)s(1)1s(
hhc V)Z(vecM ×Λ×β′= −+

1
hh

)s(1
c )V)ZZ((V −

Θ
− +′⊗Λ=

6. The full conditional distribution of error of individual coefficients, Λ is 

inverse wishart, , where H is the number of subjects 

and . 

)S,H(W~ 2
)1s(1 ρ+Λ +−

1
)1s()1s(

h
)1s()1s(

h R)Z()Z(S +Θ−β′Θ−β= ++++

4.5 Customized Promotions Design 

The typical retailer’s decision problem is to choose the right categories to 

promote, since not all of them can be promoted, or necessarily should be 

promoted, at the same time. This is in contrast with the manufacturers’ 

planning problem, in which each product line and brand has its own 

promotional plan. The retailer needs certain selection criteria (common 

ones are store traffic generation, profitability of the item, revenue it 

generates or the image it creates). The components of customized 

promotion decisions are when, where, what, and to whom to promote. In 

this section, we focus on the optimization of promotion decisions regarding 

which product categories from many possible to promote to whom, in the 
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online shopping venue. We maximize the retailer’s revenue, based on the 

model of the two related consumer decisions –in which categories to 

purchase and how much to spend in each of them. We will use 

combinatorial optimization routines to customize the promotion plan to 

individual customers.  

We assume that the categories that we choose offer a price promotion 

(the proposed approach can also be applied at the point of purchase for ‘in 

store’ targeted coupon distribution). Since we have many categories and 

the unit measure of size for these categories differs between categories, we 

consider consumer expenditure as a criterion function to optimize. Cost and 

margin data are seldom available, and are not available to us in this study. 

In marketing, revenue has been used as a criterion for establishing pricing 

policies (see Anjos et al., 2005), and has been quite popular, for example, 

in the airline industry. As Rossi et al. (1996) state, “Any successful 

customization approach must deal directly with the problem of partial 

information and take parameter uncertainty into account in the decision 

problem.” Therefore, we use a Bayesian decision theoretic approach 

(Dorfman, 1997) to our promotion allocation problem. That is, we estimate 

our objective function --retailer revenue-- in every draw of the Gibbs 

sampler, which enables us to minimize expected loss or, equivalently, 

maximize expected revenue, across the draws integrating out parameter 

uncertainty. To compute the optimization criterion, we estimate the a-

posteriori expected difference in category expenditure for each consumer if 

we promote, respectively if we do not promote, the category in question. 

After we estimate the expected expenditures in these two cases and 

compute the difference for each category at every MCMC draw, we 
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generate promotion designs by choosing that allocation of promotions that 

maximizes, for each individual, the revenue difference arising from 

promoting across categories. In doing so, we reflect restrictions on the 

number of categories to promote, say P, that operate in most applied 

situations. The question then becomes which P categories to choose for 

each consumer. For each consumer, we estimate the expected difference 

in expenditure if we promote a category and do not promote it, in order to 

generate all possible optimal promotion designs for each consumer, and 

then accept the design that has the maximum total expenditure. This 

procedure will give us the information of which categories to promote to 

whom.  

In generating promotion designs, we set restrictions on the total number 

of categories to promote: at most P categories will be promoted at the 

same time, since obviously the online retailer cannot promote all categories 

at the same time. This approach is needed because of the space limitations 

on web pages, cash register receipts, and e-mail messages for displaying 

electronic coupons to customers. Additionally, these restrictions reduce the 

number of possible promotion plans (contained in the candidate promotion-

plan matrix, C), which reduces computing time to find an optimal design12. 

In our optimization problem, instead of a candidate set of a size 2J, we will 
 

12 For example, the candidate set (C) for J=4 categories (columns) with P=3 being chosen to 

promote consists of 4 candidate promotion plans (rows):   

⎥
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)

use a candidate set (C), with size . For example, in our application, 

there are 4368 possible promotion plans, choosing five categories to 

promote out of sixteen. We define the criterion function as a function of 

expected consumer expenditures, which are a function of the price and 

promotion variables. Assume that all parameters of the model are collected 

in ψ. Our optimization problem for each consumer h is defined as: 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
P
J

               (4.10) 
{ }

[ ] [ ]( ⎥
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⎡
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)Y(E)Y(EE][Emaxarg
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⎭
⎬
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 chosen notis  j category if     

 chosenis  j category if
0
1

dhj

dhj is determined by a search over all possible designs in the candidate 

matrix C, using the modified Federov algorithm as illustrated below. [ ]1
hj1YE  

is the expected expenditure of a customer h given that we promote j, and 

[ ]0
hj1YE  is the expected expenditure of a customer h given that we do not 

promote j. We estimate these quantities for each consumer and in each 

Gibbs iterations. So at draw s of the Gibbs sampler, we obtain ψ(s), which 

enables us to compute [ ])s(
hj

0
hj1

)s( ,X|YE ψ′  and [ ])s(
hj

1
hj1

)s( ,X|YE ψ′′ . Here 

and  are our design matrices, in which the promotion variables are 

set to 0 and 1, respectively, for category j and consumer h. We estimate the 

hjX′ hjX ′′
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expected expenditure of category j if we promote it, through the expectation 

of Y1hj conditional on : hjX′

                [ ] )0Y,X|Y(E)0Y(PX|YE *
hjhj1

*
hj

0
hj1 hj2hj2

>′⋅>=′              (4.11a) 
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  (4.11b) 

Note that we use a correlation matrix in the MCMC estimation for 

identification reasons and the diagonals elements are equal to 1 (σ1jj=1, 

σ2jj=1,..). A similar expression is obtained for [ ])s(
hj

1
hj1

)s( ,X|YE ψ′′ . Here we 

have used: 
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Now we need to take the expectation of (4.11b) over the distribution of the 

parameters. The expectation for, for example,  equals 0
hj1Y

[ ][ ] [ ] ψψψ′=′ ∫ψ d)(f,X|YEX|YEE hj
0
hj1hj

0
hj1 .  

This enables us to compute the two components of the criterion function 

across the iterates of the Gibbs sampler as: 
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                                   [ ][ ] [ ]
    ∑

ψ′
≈′′ψ

s

)r(
hj

0
hj1

hj
0
hj1 S

,X|YE
X|YEE       (4.12) 

4.5.1 Modified Fedorov Algorithm 
Exchange algorithms are mainly used for finding plans in experimental 

designs where all the decision variables can be set at specified values in 

combinations determined by the plan. In our decision, our variable is 1/0 

variable of whether or not to promote a category out of J categories. There 

are 216-1 (=65535) different promotion plans for sixteen categories. Since 

our promotion plans have the restrictions that only five categories be 

promoted, the candidate promotion plan matrix is reduced to 4368 different 

promotion plans. Now we want to choose the best plan for each household 

from this candidate set. The Federov (1972) algorithm is used for this 

purpose, and is described below in the context of the specific design 

criterion chosen: 

1. A candidate list of all feasible combinations of the promotion plans is 

constructed.  

2. One combination is randomly selected from the candidate list for 

each household as a starting plan. We calculate the value of design 

criterion (E(πi)) for this plan.  

3. We exchange each combination of promotion plans for each 

household with the remaining promotion plans in the candidate list, and 

calculate the value of the design criterion for the new plan. This process is 

repeated, and the exchange that leads to the largest reduction in the design 

criterion is accepted. In the modified Federov algorithm (Cook and 
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Nachtsheim, 1980), any exchange that reduces the value of design criterion 

is made as soon as it is found, which speeds up the algorithm.  

4. Until the improvement in design criterion is smaller than some 

specified tolerance, we repeat step 3. 

5. We repeat steps 2 to 4 four times to try to avoid local optima, and the 

best plan found is used as an optimal promotion design.  

4.6 Synthetic Data Results for Model Estimation 

In this section, we discuss the results of three simulation studies 

investigating the performance of the models and estimation algorithms. In 

these studies, we checked the performance of models and algorithms in 

three cases: the simulation results for the simple multivariate type-2 tobit 

model when there is no covariance between incidence and expenditure, 

and without individual heterogeneity; with covariance and no individual 

heterogeneity; with covariance and individual heterogeneity. The model is 

estimated with the Gibbs sampling for two categories, and 100 households 

in three cases. Synthetic data are generated with known parameters (true 

values), which were compared to the estimated parameter values. That is, 

the design of the simulation study mimics the structure of the empirical 

data, so that good recovery in the simulation gives us confidence for the 

performance of the algorithm with the real data.  



 

 

 

 

  127 

 

 

 

 

 

 

Promotion Customization across Multiple Categories 
 

4.6.1 No Covariance between Incidence and Expenditure, No 
Individual Heterogeneity  

In the first case, we assume that all subjects have the same preference (β) 

coefficients, i.e. no individual heterogeneity, and that there is no 

interdependence between purchase incidence and expenditure between 

categories. We assume that there are two explanatory variables. The error 

matrix (Σ) is in correlation form, and for this reason, incidence diagonal σ 

values are equal to 1. As we can see, parameter estimates of correlation 

(Table 4.1), β’s (Table 4.2) and expenditures’ σ (Table 4.3) are close to true 

ones, and results reveal a satisfactory performance of the Gibbs sampling 

algorithm. 

Table 4.1: Simulation results for the correlation (Σ) matrix  
True Σ Posterior Mean Σ Posterior SE Σ

expenditure(I) incidence(II) expenditure(I) incidence(II) expenditure(I) incidence(II)
category 1 2 1 2 1 2 1 2 1 2 1 2

(I) 1 1.00 -0.29 0.00 0.00 1.00 -0.10 -0.02 0.04 0.00 0.03 0.05 0.04
(I) 2 -0.29 1.00 0.00 0.00 -0.10 1.00 -0.04 0.02 0.03 0.00 0.05 0.05

(II) 1 0.00 0.00 1.00 0.30 -0.02 -0.04 1.00 0.34 0.05 0.05 0.00 0.04
(II) 2 0.00 0.00 0.30 1.00 0.04 0.02 0.34 1.00 0.04 0.05 0.04 0.00  

Table 4.2: Simulation results for βi’s 

Expenditure Incidence
True β1i True β2i

-0.508 1.949 0.259 -0.679 0.049 -0.148 -0.183 0.042
Posterior β1i Posterior β2i

-0.700 2.138 0.220 -0.644 -0.024 -0.138 -0.139 0.055
Posterior SE of β1i Posterior SE of β2i

0.212 0.200 0.126 0.127 0.192 0.192 0.203 0.203  
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Table 4.3: Simulation results for expenditure’s standard deviation (σ1ii)   

Posterior Posterior
True Mean SE

expenditure 5.766 5.721 0.144
3.873 3.667 0.092  

4.6.2 With Covariance between Incidence and Expenditure, No 
Individual Heterogeneity  

In this case, we still assume that all subjects have the same preference (β) 

coefficients, i.e. no individual heterogeneity, and we have two explanatory 

variables, but there is interdependence between purchase incidence and 

expenditure between categories (see correlation between expenditure and 

incidence in the correlation matrix, Table 4.4). We obtain satisfactory 

results for parameter estimates (Σ in Table 4.4, β’s in Table 4.5 and 

expenditures’ σ in Table 4.3), i.e. the posterior means are close to true 

parameter values. 

 

Table 4.4: Simulation results for the correlation (Σ) matrix 
True Σ Posterior Mean Σ Posterior SE Σ

expenditure(I) incidence(II) expenditure(I) incidence(II) expenditure(I) incidence(II)
category 1 2 1 2 1 2 1 2 1 2 1 2

(I) 1 1.00 -0.29 0.22 0.99 1.00 -0.31 0.26 0.99 0.00 0.03 0.04 0.00
(I) 2 -0.29 1.00 0.31 -0.32 -0.31 1.00 0.29 -0.29 0.03 0.00 0.04 0.03

(II) 1 0.22 0.31 1.00 0.30 0.26 0.29 1.00 0.31 0.04 0.04 0.00 0.04
(II) 2 0.99 -0.32 0.30 1.00 0.99 -0.29 0.31 1.00 0.00 0.03 0.04 0.00  

 



 

 

 

 

  129 

 

 

 

 

 

 

Promotion Customization across Multiple Categories 
 

Table 4.5: Simulation results for βi’s 

Expenditure Incidence
True β1i True β2i

-1.228 0.497 0.437 1.830 0.243 0.453 0.064 0.270
Posterior β1i Posterior β2i

-1.052 0.638 0.373 1.820 0.240 0.494 0.069 0.263
Posterior SE of β1i Posterior SE of β2i

0.156 0.141 0.128 0.116 0.173 0.198 0.177 0.157  
 

Table 4.6: Simulation results for expenditure’s standard deviation (σ1ii) 

Posterior Posterior
True Mean SE

expenditure 5.766 5.908 0.123
3.873 3.885 0.093  

4.6.3 With Covariance between Incidence and Expenditure, and 
Individual Heterogeneity  

In the final case, we use two explanatory variables, but there is 

interdependence between purchase incidence and expenditure between 

categories, and all subjects have unique preference (βh) coefficients, i.e. 

the model now accommodates individual heterogeneity. We do not report 

individual β’s for convenience, since we have 100 subjects. We report the 

correlation matrix of the errors for expenditure and incidence (Σ), the mean 

level preference coefficients (Θ), the standard deviation of expenditure 

errors (σ), and the covariance (Λ) of the marketing mix variables. We again 

obtain satisfactory results for all parameter estimates. Estimates for Σ are 
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presented in Table 4.7, for Θ in Table 4.8, for σ in Table 4.9, and for Λ in 

Table 4.10. Note that Λ values for the incidence part are not as good as Λ 

values for the expenditure part in Table 4.10. The simulation results are 

satisfactory, and now we can apply this method to the real data set with 

sixteen product categories. 

 

Table 4.7: Simulation results for the correlation (Σ) matrix 

True Σ Posterior Mean Σ Posterior SE Σ
expenditure(I) incidence(II) expenditure(I) incidence(II) expenditure(I) incidence(II)

category 1 2 1 2 1 2 1 2 1 2 1 2
(I) 1 1.00 -0.29 0.22 0.99 1.00 -0.31 0.22 0.98 0.00 0.04 0.04 0.00
(I) 2 -0.29 1.00 0.31 -0.32 -0.31 1.00 0.34 -0.26 0.04 0.00 0.04 0.04

(II) 1 0.22 0.31 1.00 0.30 0.22 0.34 1.00 0.34 0.04 0.04 0.00 0.04
(II) 2 0.99 -0.32 0.30 1.00 0.98 -0.26 0.34 1.00 0.00 0.04 0.04 0.00  

 

Table 4.8: Simulation results for Θ 

Expenditure Incidence
True β1i True β2i

0.182 -1.801 -1.086 1.434 -0.227 -0.104 0.308 -0.389
Posterior β1i Posterior β2i

0.134 -1.612 -1.381 1.414 -0.237 -0.159 0.267 -0.406
Posterior SE of β1i Posterior SE of β2i

0.212 0.196 0.179 0.195 0.377 0.383 0.367 0.400  
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Table 4.9: Simulation results for expenditure’s standard deviation (σ1ii) 

Posterior Posterior
True Mean SE

expenditure 5.766 5.829 0.136
3.873 3.836 0.094  

 

Table 4.10: Simulation results for Λ 
True Λ

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

Posterior Λ
0.827 -0.226 0.132 0.120 0.192 0.036 0.744 -0.312
-0.226 0.968 -0.052 -0.253 -0.492 0.024 -0.204 0.960
0.132 -0.052 1.082 -0.076 -0.168 -0.048 0.084 -0.228
0.120 -0.253 -0.076 1.278 -0.012 0.432 -0.060 -0.504
0.192 -0.492 -0.168 -0.012 1.342 0.024 0.180 -0.132
0.036 0.024 -0.048 0.432 0.024 1.262 -0.012 0.132
0.744 -0.204 0.084 -0.060 0.180 -0.012 1.108 -0.085
-0.312 0.960 -0.228 -0.504 -0.132 0.132 -0.085 1.180

SE of Posterior Λ
0.417 0.263 0.241 0.241 0.344 0.337 0.339 0.344
0.263 0.339 0.216 0.192 0.325 0.317 0.324 0.323
0.241 0.216 0.275 0.169 0.275 0.277 0.295 0.282
0.241 0.192 0.169 0.219 0.258 0.261 0.268 0.266
0.344 0.325 0.275 0.258 0.770 0.554 0.593 0.575
0.337 0.317 0.277 0.261 0.554 0.789 0.579 0.570
0.339 0.324 0.295 0.268 0.593 0.579 0.909 0.621
0.344 0.323 0.282 0.266 0.575 0.570 0.621 0.897  
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4.7 Data Description 

We have purchase data from a random sample of customers of a leading 

online grocery retailer. The data are from May 1996 to July 1997, from a 

total of 279 households. We have the purchase history data of 16 product-

categories over time, and the incidence frequencies are shown in Table 

4.11. We know that 133 households shopped regularly from one of these 

product-categories from 1996-1997. We have a total of 4281 shopping 

trips, and at least one category was purchased on 3632 occasions during 

these trips. We use 62 shopping weeks. The numbers of pair-wise 

purchases for all 16 product-category pairs are shown in Table 4.12. 

Detergents, paper towels and toilet paper are the most frequently 

purchased categories and also the most promoted categories, as is evident 

from Table 4.11. Squeeze margarine, butter, allergy medicines and coffee 

instant decaf are the most infrequently purchased product categories 

(Table 4.11). The online purchase data contains the number of units of 

SKUs bought from each of the 16 categories, size, price paid per unit, and 

whether or not the price reflected a deal purchase. If the same SKU was 

bought more than once for the same price in one shopping trip, it was 

treated as a single purchase by aggregating the quantities. However, if 

different SKUs in the same product category were chosen on the same 

shopping trip, we randomly selected one of them. The number of shopping 

trips ranged from 9 to 69, with the average being 32 per household. The 

average total expenditure per shopping trip is $125 per household. This 
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calculation included the total expenditure of those consumers for whom an 

itemization of expenditure per product category was not available, i.e. 

purchases of “unknown categories.”  

From the correlation matrix of purchase incidence of product categories 

(Table 4.13), paper towel tissue and toilet paper tissue has the highest 

correlation (0.413). We observe that paper towel tissue and paper toilet 

tissue (0.413), paper towel tissue and laundry detergent (0.262), toilet 

paper tissue and laundry detergent (0.243), spaghetti sauce and toilet 

paper tissue (0.226), toilet paper tissue and soft margarine (0.219), 

spaghetti sauce and soft margarine (0.205) and finally toilet paper tissue 

and soap (0.203) are purchased the most frequently together compared to 

other category pairs. Again in this table, there are quite a few negative but 

low correlation values. The noticeable negatively correlated category pairs 

are: Squeeze margarine and stick margarine are negatively correlated with 

butter (-0.010 and -0.022, they are 3 and 17 times purchased together, 

respectively). Note that if we estimate the correlation matrix with only 

purchase weeks or including nonpurchase weeks, we obtain almost the 

same results.      

The expenditure correlation matrix is presented in Table 4.14. Again 

toilet paper tissue and paper towel tissue have the highest correlation 

(0.295), but this correlation is not as high as their incidence correlation 

(0.413). The other highly correlated category pairs are toilet paper tissue 

and laundry detergent (0.256), paper towel tissue and laundry detergent 

(0.251), soft margarine and crackers (0.224), paper towel tissue and butter 

(0.208), toilet paper tissue and stick margarine (0.157), soap and toilet 
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paper tissue (0.149), and, finally, spaghetti sauce and toilet paper tissue 

(0.148).  

Table 4.15 illustrates the correlation of purchase incidence and 

expenditures of categories. The correlation of paper toilet tissue incidence 

and expenditure is equal to 0.787 and paper towel tissue is 0.750, which 

are the lowest. This means consumers purchase these two categories 

frequently but do not spend much. There may be two explanations for that: 

these categories are promoted a lot (which is actually confirmed by the 

descriptive statistics in Table 4.12), or consumers purchase these 

categories in high quantities.  

In Table 4.16, we illustrate some descriptive statistics for purchase and 

nonpurchase weeks. We can easily see that except for allergy tablets and 

squeeze margarine (average the same prices in two cases), the prices of 

remaining categories are higher for nonpurchase weeks than the purchase 

weeks.  
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Table 4.11: Descriptive statistics of the online purchase 

Category # of SKU Purchased # # of Purchase # of Category % of Purchase
in Category of SKU on Promotion Purchase on Promotion

Allergy medicine 79 8 1 17 0.059
Butter 32 9 227 686 0.331
Coffee Gr. Decaf 85 24 11 159 0.069
Coffee Gr. Regular 187 40 27 224 0.121
Coffee Ins. Decaf 24 8 0 30 0.000
Coffee Ins. Regular 68 20 3 87 0.034
Cold medicine 222 27 6 48 0.125
Crackers 32 14 60 225 0.267
Laundry 179 48 195 833 0.234
Margarine Soft 62 24 124 638 0.194
Margarine Squeeze 4 2 36 60 0.600
Margarine Stick 42 15 97 358 0.271
Paper Toilet 114 38 240 1954 0.123
Paper Towel 74 28 246 1863 0.132
Soap 137 45 72 411 0.175
Spaghetti Sauce 249 76 193 744 0.259  
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A. PURCHASE WEEKS
Price per # of Weeks 

Product N Price

Table 4.16: Descriptive statistics for purchase and non-purchase 
weeks

Volume Promotion on Sale % of Prom
Allergy medicine 3557 6.649 0.271 0.240 852 0.240
Butter 3557 2.129 0.135 0.798 2840 0.798
Coffee Ground Decaf 3557 6.240 0.399 0.540 1920 0.540
Coffee Ground Regular 3557 5.678 0.275 0.755 2684 0.755
Coffee Instant Decaf 3557 5.747 0.864 0.418 1486 0.418
Coffee Instant Regular 3557 4.942 0.873 0.482 1715 0.482
Cold medicine 3557 6.901 0.274 0.464 1651 0.464
Crackers 3557 2.103 0.131 0.801 2849 0.801
Laundry 3557 6.366 0.072 0.967 3438 0.967
Margarine Soft 3557 1.525 0.155 0.941 3347 0.941
Margarine Squeeze 3557 1.567 0.134 0.681 2424 0.681
Margarine Stick 3557 1.355 0.083 0.851 3026 0.851
Paper Toilet 3557 2.144 0.550 0.985 3505 0.985
Paper Towel 3557 1.864 1.050 1.000 3557 1.000
Soap 3557 2.775 0.539 0.862 3067 0.862
Spaghetti Sauce 3557 2.351 0.087 1.000 3557 1.000

B. NON-PURCHASE WEEKS
Price per # of Weeks 

Product N Price Volume Promotion on Sale % of Prom
Allergy medicine 4689 6.639 0.271 0.244 1143 0.244
Butter 4689 2.131 0.137 0.813 3810 0.813
Coffee Ground Decaf 4689 6.292 0.401 0.555 2602 0.555
Coffee Ground Regular 4689 5.730 0.277 0.761 3567 0.761
Coffee Instant Decaf 4689 5.773 0.868 0.421 1972 0.421
Coffee Instant Regular 4689 4.972 0.880 0.485 2275 0.485
Cold medicine 4689 6.921 0.275 0.414 1940 0.414
Crackers 4689 2.119 0.132 0.754 3535 0.754
Laundry 4689 6.463 0.074 0.969 4542 0.969
Margarine Soft 4689 1.522 0.169 0.931 4367 0.931
Margarine Squeeze 4689 1.569 0.134 0.646 3029 0.646
Margarine Stick 4689 1.360 0.085 0.830 3890 0.830
Paper Toilet 4689 2.150 0.472 0.983 4608 0.983
Paper Towel 4689 1.878 1.050 1.000 4689 1.000
Soap 4689 2.785 0.587 0.849 3982 0.849
Spaghetti Sauce 4689 2.377 0.090 1.000 4689 1.000  
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4.7.1 Model Specification and Variable Definition 
Since our model considers category incidence, we need to construct 

category level price and promotion variables. Category price is computed 

as the share-weighted average price of brands. We have only online price-

promotion information. We have information on two kinds of price cut 

promotions: a) the product is on a “special promotion” available to all 

customers, b) the product is available at a special price to preferred 

customers who have a store card. As a promotion variable, we consider a 

dummy variable representing whether or not the category is on promotion. 

We will use category-specific intercepts to capture category preference. We 

denote the explanatory variables for category incidence as follows: 

{ }promotions Category prices, Category ,intercepts specific CategoryXX 11 =
 

On each purchase occasion, we have price and promotion information 

on the product category that was chosen. If the purchased SKU is on 

promotion, then the category promotion variable takes the value 1 in the 

incidence part of the model. We also include an intercept term. The 

promotion variable in the expenditure part is constructed to be equal to 1 if 

the purchase on promotion, 0 if not. The category price variable is obtained 

by calculating the weighted average price per volume of SKUs in the 

category and weights are market share for each category. The explanatory 

variables for expenditure are: 

 { }not or promotion onis  Purchase prices, ,CategoryInterceptsXX 22 =  
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For the hierarchical regression on the price and promotion coefficients, 

we have only an intercept term: 

{ }Intercept ZZ hh =   

We have 16 categories. Our Y matrix consists of two stacked matrices: 

Y2 represents the observed choices of 16 categories, and Y1 is the 

spending for these categories across the shopping trips.   

4.8 Results and Discussion 

We report the estimated cross-category correlation matrix for expenditure 

and purchase incidence across 16 categories in Table 4.17, Table 4.18 and 

Table 4.19. Highly correlated category pairs for expenditure are allergy and 

paper toilet tissue (0.772), allergy and coffee instant decaf (0.619), allergy 

and paper towel tissue (0.594), allergy and soft margarine (0.588), allergy 

and soap (0.588), allergy and stick margarine (0. 568), allergy and 

spaghetti sauce (0. 506), allergy and laundry (0.500), soft margarine and 

coffee instant decaf (0.523), stick margarine and soft margarine (0.501), 

paper toilet tissue and squeeze margarine (0.511), and finally paper towel 

and toilet paper (0.503). Among the margarine categories (stick, soft and 

squeeze), stick and soft margarine have the highest and significant 

correlation (0.501) for expenditure. Among the coffee categories, though 

the value of correlation is not very high (0.274), only the coffee instant 

regular and coffee instant decaf categories are significantly correlated. 

Expenditures of allergy and cold tablets are not significantly correlated with 
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each other. Although expenditures of allergy tablets seem to be highly 

correlated with many categories’ expenditures, cold tablets do not show 

that pattern, since this category is not correlated with any of others. We can 

explain this situation by considering that allergy tablets are purchased 

regularly, whereas customers purchase cold tablets only when necessary. 

Allergy tablets may thus be a store traffic driver. The paper tissue 

categories (towel and toilet) are significantly correlated (0.503).     

Estimated purchase incidence correlations are illustrated in Table 4.18. 

In the paper tissue categories, purchase incidence of paper towel tissue 

and paper toilet tissue has one of the highest correlations, 0.615. Coffee 

ground decaf and coffee ground regular have the highest correlation 

(0.663), which is also higher compared to the correlations among the other 

coffee categories. The other highly correlated categories are coffee ground 

regular and allergy (0.515), butter and stick margarine (0.521), butter and 

toilet paper (0.523), butter and paper towel (0.530), toilet paper and laundry 

(0.515), paper towel and laundry (0.510), toilet paper and soft margarine 

(0.526), toilet paper and stick margarine (0.539). Chib et al. (2002) also 

found high correlation between toilet tissue and laundry detergents. Among 

the margarine categories, stick margarine and soft margarine have the 

highest correlation (0.559). While the expenditure of allergy and cold tablets 

are not correlated, purchase incidences are significantly correlated. 

Coincidence of coffee ground regular and coffee ground decaf, paper toilet 

tissue and paper towel tissue, and the butter and margarine categories can 

be explained from the fact that probably these category-pairs are shown on 

the same web page in the online shopping environment (this effect similar 

to the shelf effect in brick and mortar shopping). The “shelf effect” is also 
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observed by Chib et al. (2002) in their purchase incidence model for twelve 

categories. Online retailers may improve profitability by displaying high-

margin products and frequently purchased products on the same web page 

or by presenting pop-up ads. Moreover, some high correlations between 

four categories in coffee and three categories in the margarine group 

(butter can also be included in this group) may cause consumers to 

purchase these categories for variety’s sake rather than viewing these 

categories as substitutes. Although there are some negative correlations for 

expenditures, the purchase incidence correlations are all positive, similar to 

the results obtained by Chib et al. (2002).  

The correlation between expenditure and purchase incidence are 

shown in Table 4.19. Categories that do not show a significant correlation 

between expenditure and purchase incidence are coffee ground decaf 

(0.516), coffee ground regular (0.189), cold medication (0.192), and 

squeeze margarine (0.369). Normally we would expect higher correlation 

values between purchase incidence and expenditure within a category. 

Expenditures on allergy medications are related to many categories’ 

purchase incidences. Expenditure of allergy is highly related with purchase 

incidence of paper toilet tissue (0.812), paper towel tissue (0.649), coffee 

ground regular (0.637), soft margarine (0.620), spaghetti sauce (0.561), 

laundry detergent (0.559), coffee ground decaf (0.553) and butter (0.507). 

Among the coffee categories, coffee instant decaf expenditure is related 

with purchase incidence of coffee ground regular (0.596), coffee instant 

regular (0.448) and coffee ground decaf (0.459). Margarine expenditures 
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are related to purchase incidence of butter (which is correlated with soft 

margarine 0.448, stick margarine 0.500 and squeeze margarine 0.416). 

Among margarine categories, stick margarine and soft margarine affect 

each other’s expenditures and purchase incidence more than squeeze 

margarine. In the paper tissue categories, paper towel tissue and toilet 

tissue significantly affect each other’s expenditures and purchase 

incidences. Expenditure of allergy tablets is significantly correlated with 

purchase incidence of cold tablets (0.338), however, interestingly, not the 

other way around (0.007). From this table, we can conclude that 

expenditures of coffee ground decaf, coffee ground regular, and cold 

tablets are mostly not significantly correlated with purchase incidence of 

other categories. Expenditures of cold tablets are negatively affected by the 

purchase incidence of the most of the categories (though these correlations 

are very low and therefore not significant). Expenditures of cold tablets 

have very low correlation values for almost all purchase incidences, which 

means that consumers purchase cold medicines without considering other 

category purchases. However, expenditures of allergy are highly related to 

almost all other category purchase decisions, indicating that this may be a 

traffic driver. 

We summarize the estimated covariate effects (i.e. marketing mix, price 

and promotion) for the sixteen categories in Table 4.20. Modeling purchase 

incidence and expenditures together provides useful insights into the 

differing nature of price and promotion sensitivities in the choice and 

expenditure stages of the purchase decision. All price coefficients in the 

incidence part of the model are negative as expected, except for 

insignificant laundry price coefficients. Crackers (-0.111), squeeze 
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margarine (-0.156), cold (-0.130), allergy (-0.129) and spaghetti sauce (-

0.147) have the highest price sensitivity of purchase incidence; allergy (-

0.689), coffee instant decaf (-0.622), and cold (-0.482) have the highest 

price sensitivity of expenditures. We obtain a few significant positive price 

coefficients, which is unexpected, in the expenditure part: butter (0.078), 

coffee ground regular (0.267), laundry detergent (0.869). However, most of 

the price coefficients for both purchase incidence and expenditure are 

negative as expected.  

According to the results in Table 4.20, promotion is not a very significant 

factor in the decision process of purchases of many categories in online 

grocery shopping except for the spaghetti sauce and toilet paper 

categories. The promotion coefficient of purchase incidence of spaghetti 

sauce is significant, equal to 1.096. In the decision process of spaghetti 

sauce, promotion is an important factor for purchase. Sales promotions are 

also an important factor in the purchase decision for paper toilet tissue 

(0.147). The highest promotion effects on expenditures are 18.344 of soap, 

19.754 of allergy, 9.937 of squeeze margarine, 6.451 of crackers, and 

finally 7.592 of coffee instant regular. Spending for all margarine categories 

is affected by sales promotions. If consumers choose to purchase that 

category, sales promotion is important in influencing the decision of how 

much to spend (consumers may buy more than they used to, and 

stockpile). We can state that people’s decisions regarding how much to 

spend are more strongly affected by sales promotions than is the decision 

of what category to buy. We see that promotion effects on expenditures 
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may be negative as well, i.e. if the price cut is large, people spend less on 

the product because it is cheaper, if they buy the same amount on average.  

4.9 Optimization Results 

We report the optimization results in this section. We present the estimated 

objective function for each customer in Table 4.22. The objective function 

(E[πi]) illustrates the difference between the expected expenditure of 

selected categories depending on whether it is promoted or not. We 

estimate the expected expenditure of each category for each consumer 

with and without promotion, so, as shown in equation 4.11. Selecting 

category allocations from many different possible allocations is a 

combinatorial optimization problem. A similar combinatorial optimization 

approach to optimize the design and content of electronic communications 

were first applied by Ansari and Mela (2003). We generate many designs 

with the modified Federov design generating algorithm, which we also used 

to select allocations of blocks of questions to splits in the split questionnaire 

design problem. The promotion design with maximum promotional lift in 

spending for each category is accepted as the optimal promotion design. 

Though some revenues (E[πi]) for some customers are negative in Table 

4.22, most of them are positive, as expected (expected expenditures can 

be negative, since if there is a high price cut, spending will decrease if the 

customer purchases the regular amount, as if it were not on promotion). 

That is, promoting a category increases consumers spending on average, 

but for some customers the predicted effect on spending is negative. In 

these cases, it may be optimal to promote fewer than the five categories 
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that are fixed in promotional plans. We note that in our optimal promotion 

design, negative revenues generally belong to customers with small 

shopping baskets (i.e. they spend more) or very large baskets (i.e. they 

spend much). In other words, managers do not need to offer promotions for 

customers who are already ready to spend a large amount, or for 

customers who spend little for their necessities during the online shopping 

process. In such a situation, determining the optimal number of categories 

to promote (i.e. number of coupons), considering the most profitable 

categories from many, is another important topic which must be 

considered.   

 We report the pairwise frequencies of selected categories in the final 

promotion design for all consumers in Table 4.23. According to this table, 

the promotion design offers sales promotions the most frequently for 

squeeze margarine (72 customers out of 133), coffee ground regular (68), 

cold (59), cracker (54), and finally butter (51). The least offered categories 

are allergy tablets (13), coffee instant decaf (17) and soap (26). Some 

categories are offered together more often than the others. For example, 

squeeze margarine and coffee ground regular are offered together 34 

times, cold and squeeze margarine 32 times, cold and coffee ground 

regular 30 times, and toilet paper and squeeze margarine are offered 

together to customers (i.e. appeared together in a customized promotion 

plan) 26 times. On the other hand, allergy medication and coffee instant 

regular, stick margarine, toilet paper, and soap and coffee instant decaf, 

and stick margarine are offered together only once. As we notice, toilet 
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paper and paper towel tissue are the most frequently promoted categories 

in the data, however our optimal customized promotion design does not 

suggest them to be promoted the most frequently; they appear only 13 

times together.  
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Table 4.20: Posterior Θ (mean across all customers) with full Λ
Expenditure Incidence

Categories intercept price promotion intercept price promotion
Allergy medicine -3.189 -0.689 19.754 -0.261 -0.129 0.166
Butter -2.024 0.078 0.269 -1.409 -0.034 -0.021
Coffee Gr. Decaf -9.983 -0.156 -0.923 -0.403 -0.077 0.103
Coffee Gr. Regular -3.148 0.267 -15.053 0.006 -0.097 0.001
Coffee Ins. Decaf 4.452 -0.622 -26.226 0.632 -0.054 -0.018
Coffee Ins. Regular -21.588 -0.137 7.592 -0.500 -0.039 0.012
Cold medicine -9.441 -0.482 0.718 0.159 -0.130 -0.031
Crackers -1.477 -0.203 6.541 -1.274 -0.111 -0.031
Laundry -8.797 0.869 -10.209 -1.598 0.009 -0.029
Margarine Soft -0.916 -0.268 -0.254 -0.639 -0.085 -0.100
Margarine Squeeze 2.020 -0.144 9.937 -1.545 -0.156 0.058
Margarine Stick -1.929 -0.140 -16.147 -1.611 -0.087 -0.029
Paper Toilet 3.552 -0.076 0.038 0.177 -0.026 0.147
Paper Towel 1.873 -0.072 0.023 -0.138 -0.004 -0.536
Soap 1.631 -0.106 18.344 -0.301 -0.030 0.013
Spaghetti Sauce 1.216 -0.327 -0.006 -0.439 -0.147 1.096

Table 4.21:  Posterior mean of standard errors of Θ’s with full Λ 
Expenditure Incidence

Categories intercept price promotion intercept price promotion
Allergy medicine 0.967 0.197 0.734 0.552 0.021 0.263
Butter 0.263 0.023 0.192 0.166 0.011 0.080
Coffee Gr. Decaf 1.652 0.056 0.927 0.722 0.020 0.212
Coffee Gr. Regular 0.993 0.090 1.294 0.332 0.013 0.111
Coffee Ins. Decaf 1.249 0.098 1.677 0.605 0.009 0.236
Coffee Ins. Regular 0.444 0.047 0.615 0.598 0.007 0.280
Cold medicine 0.589 0.041 1.111 0.844 0.029 0.149
Crackers 0.522 0.046 0.955 0.476 0.035 0.152
Laundry 0.718 0.093 1.799 0.356 0.045 0.121
Margarine Soft 0.614 0.046 0.384 0.489 0.031 0.140
Margarine Squeeze 0.889 0.045 0.999 0.421 0.036 0.217
Margarine Stick 0.519 0.044 1.333 0.310 0.036 0.129
Paper Toilet 1.597 0.035 0.055 0.592 0.012 0.073
Paper Towel 2.482 0.030 0.094 0.418 0.005 0.420
Soap 0.453 0.012 0.695 1.050 0.018 0.072
Spaghetti Sauce 0.636 0.072 0.151 0.879 0.047 0.546   
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Table 4.22 Optimization results 

Consumer E[pi] Consumer E[pi] Consumer E[pi] Consumer E[pi]

1 -2.923 35 0.878 69 -0.728 103 -0.062
2 3.349 36 -1.589 70 -2.297 104 -1.018
3 0.621 37 -1.133 71 -1.799 105 2.303
4 1.880 38 -2.813 72 1.726 106 -2.670
5 0.212 39 -0.675 73 1.707 107 -3.201
6 -0.618 40 0.354 74 -0.511 108 -0.299
7 0.764 41 0.958 75 -0.300 109 -0.597
8 -3.687 42 1.714 76 -1.970 110 -0.995
9 1.225 43 -0.737 77 -2.033 111 0.504

10 -2.926 44 0.574 78 0.480 112 1.538
11 1.444 45 -3.032 79 0.709 113 -1.576
12 -0.627 46 -1.159 80 1.296 114 -0.208
13 -1.487 47 -0.379 81 -2.495 115 -1.053
14 2.769 48 -0.340 82 1.330 116 0.590
15 -1.826 49 0.778 83 1.180 117 0.763
16 -0.960 50 0.832 84 3.072 118 0.723
17 0.032 51 -0.016 85 -2.370 119 -3.069
18 -0.586 52 -0.607 86 1.392 120 1.584
19 -0.360 53 0.976 87 -0.391 121 -3.365
20 0.581 54 0.067 88 -0.740 122 -0.327
21 0.410 55 2.538 89 0.880 123 -0.439
22 -0.652 56 -0.258 90 -1.698 124 0.308
23 1.084 57 -1.917 91 -2.312 125 0.764
24 -0.306 58 -2.967 92 2.218 126 2.249
25 -1.185 59 -0.832 93 3.136 127 -0.753
26 1.151 60 -3.235 94 0.063 128 -1.635
27 -3.463 61 0.099 95 2.176 129 1.071
28 -0.781 62 -0.490 96 -0.485 130 0.520
29 -0.444 63 -2.274 97 3.175 131 -0.288
30 -3.347 64 1.707 98 -1.401 132 -0.709
31 0.155 65 0.821 99 -1.475 133 4.001
32 2.284 66 1.108 100 -2.470
33 1.305 67 0.212 101 -0.751
34 1.461 68 0.486 102 -0.231  

Note: E[πi] is the difference between expenditure of a category if promoted 
or not promoted, calculated using price per volume 
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Table 4.23: Frequencies of offers across categories 
Category 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1 Allergy 13
2 Butter 3 51
3 Coffee GD. 4 9 36
4 Coffee GR. 6 25 11 68
5 Coffee ID. 2 4 4 9 17
6 Coffee IR. 1 14 8 12 2 30
7 Cold 3 18 13 30 4 7 59
8 Cracker 4 15 15 25 5 10 25 54
9 Laundry 5 14 11 16 4 4 9 11 33

10 Marg. Soft 4 17 8 18 4 7 17 5 5 38
11 Marg.Sqz. 3 22 18 34 11 19 32 25 17 15 72
12 Marg. Stick 1 12 4 12 4 4 8 8 6 7 16 28
13 Paper Toilet 1 14 14 19 5 11 21 23 11 13 26 9 49
14 Paper Towel 7 18 7 18 5 7 18 18 9 12 20 10 13 46
15 Soap 6 8 9 14 1 6 9 10 5 10 8 1 5 4 26
16 Spag. Sauce 2 11 9 23 4 8 22 17 5 10 22 10 11 18 8 45  

4.10 Conclusion 

In this chapter, we focus on customization of promotions across multiple 

categories. We have a model which allows estimating the effects of 

promotions what categories consumers purchase and how much they 

spend for each category. We use a hierarchical Bayes multivariate type-2 

tobit model for that. We used the Gibbs sampling to estimate model 

parameters. After estimating the model, we approach the design of 

customized promotion plan design with the Bayesian decision approach. 

Our objective function in the optimization problem is revenue, which is a 

function of the expected spending of a category when we do or do not 

promote. We estimate the objective function in each MCMC chain, which 

allows us to integrate out the uncertainty in the parameters. After we 

estimate the expected promotional lift in expenditure for each customer for 
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each category, we use the Federov design generating algorithm to choose 

the best among many possible customized promotion designs. The designs 

with the maximum expected promotional lift in spending for the selected 

categories are the optimal customized promotion designs. We found an 

optimal promotion design for each customer, and thus customization was 

successfully performed with the Bayesian decision framework, although it 

appeared that for some customers the chosen numbers of promotions (five) 

results in a decrease in revenue, so that this subsection of customers, less 

than five promotions may be optimal.    

The estimated correlation matrix illustrates that purchase incidence and 

expenditure should be modeled together. Interdependence between 

purchase incidence and expenditure between categories should be 

examined more carefully. Taking these cross-correlations into account 

helps to create more efficient marketing strategies, including cross-selling 

strategies, setting optimal prices, creating more efficient shopping websites, 

creating better shelf designs in stores, creating more successful online or in 

store coupon strategies, and designing better customization strategies.  

Empirical results illustrate that sales promotion is an important factor for 

the decision of how much to spend. Consumers may buy more than they 

used to and stockpile under sales-promotions. People’s decisions of how 

much to spend is more affected by sales promotions compared to the 

decision of what category to buy. Promotion effects of expenditures may 

also be negative, i.e. if the price cut is large, people spend less on the 

product because it is cheaper, if sales volume does not increase. We 
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observe effects of shelf layout in online shopping, similar to in brick and 

mortar stores. Since some categories are presented on the same web 

page, they are purchased together more frequently. For example, more 

frequent coincidence of coffee ground regular and coffee ground decaf, 

paper toilet tissue and paper towel tissue, and butter and margarine 

categories can be explained by this. We found sales promotions to be most 

important for the purchase decision of spaghetti sauce. Price effects are 

significant in almost all categories for both purchase incidence and 

expenditure decisions. The expenditures on coffee ground decaf, coffee 

ground regular, and cold tablets are mostly not significantly correlated with 

purchase incidence of other categories. Expenditures of allergy tablets are 

highly related to purchase decisions in almost all other categories, 

indicating that this may be a traffic driver. 

The model used in this chapter can be potentially improved in four 

ways: 1. Include consumer budget constraints in the estimation and the 

optimal allocation of promotions. 2. Include dynamics in the price and 

promotion parameters (state-space approach) so that the optimal allocation 

of promotion varies over time and is dependent on reactions to the most 

recently promoted categories. 3. Build a brand-choice model on top of the 

category expenditure and incidence model, so that we also know what 

brands to promote in each category. 4. Reformulate the model into a 

purchase quantity and incidence model, considering budgetary constraints. 

 

 





   

Chapter 5 
Conclusion and Discussion 

5.1 Introduction 

The primary objective of this thesis is to develop and validate new 

methodologies to improve the collection of data and the effectiveness of 

promotion customization. For this purpose, we use the Bayesian approach 

in every stage of problem solving, inference, estimation and decision 

making. This thesis contains two essays. The first essay deals with how to 

improve collection of data. We recommend using split questionnaires for 

long questionnaires, common in marketing, and develop a methodology to 

design optimal split questionnaires. The second essay is a cross-category 

promotion customization problem. We fit and estimate a model across 

multiple categories, which allows cross-category promotion strategies. We 

customize optimal promotion design with a combinatorial optimization 

approach. In this chapter, the main conclusions are summarized and further 

research is suggested.  

5.2 Summary and Conclusions 

In the first chapter, we explained the term “customerization”. Marketing 

managers need new online marketing strategies such as new methods of 

interacting with customers because of the migration of marketing to the 

online environment. Customization and customerization are two different 

concepts that should not be confused (Wind and Rangaswamy, 2001). 

Customerization indicates the customer’s individual likes and dislikes which 
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are placed at the center of every stage of the marketing process, rather 

than only tailoring the offering. Customerization can be summarized as 

merging strategies of one-to-one marketing, personalization, targeting and 

mass-customization. Successful customerization strategies should combine 

supply and demand sides. From this perspective, the possibilities of 

customizing marketing mix instruments from the seller and buyer side are 

explained in Chapter 1. To develop new customerization strategies, we 

need customer information (likes, dislikes, lifestyles, purchase habits, some 

background variables etc.), which is critical for identifying, differentiating, 

and interacting with customers. This information can be collected with 

questionnaires. Better tools for data collection and better models for 

customization will help managers or market researchers make better 

decisions. The Bayesian framework will prove to be useful. Two 

applications are presented on collecting consumer data on soft variables 

such as lifestyles or consumer satisfaction in Chapter 3 and cross-category 

promotions in Chapter 4.  

 In the second chapter, we present why the Bayesian approach is 

particularly appropriate to the decision orientations of marketing problems. 

In the Bayesian approach, all available information is used to reduce the 

amount of uncertainty which is present in an inferential or decision-making 

problem. The main reason for the increased usage of Bayesian methods in 

marketing in the last decade is not only the increasing capacity of 

computers and the success of MCMC algorithms to solve complex 

marketing problems, but also the reliance on the characteristics of 
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marketing data, the necessity to approach marketing problems as a 

decision problem and the flexibility and robustness of Bayesian methods. 

Marketing models with latent variables, missing data, mixed outcome data, 

heterogeneity of coefficients, nonlinearity, discrete data and more, are easy 

to estimate with in the Bayesian framework. Since the Bayesian paradigm 

uses all information and merges prior information with observed data to 

estimate models (updating information), the Bayesian paradigm is optimal 

for decision problems in marketing. The Bayesian decision process 

considers the estimation or model uncertainty in the complete process of 

problem solving.  

 In the third chapter, we focus on split questionnaires to collect data 

instead of using the more typical long questionnaires (i.e. more than 20 

minutes) in marketing, since they offer the potential to obtain higher quality 

information from respondents faster and at a substantially lower cost. In 

split questionnaires, different respondents respond different parts of the 

questionnaire. That is, we have different versions of the questionnaire that 

are shorter than the whole questionnaire. After generating different split 

questionnaires and administrating them to respondents, we impute data for 

the missing parts using the other people’s responses to those missing 

parts. In the end, we obtain almost the same information with split 

questionnaires as with complete lengthy questionnaires, but in a shorter 

time with less cost and obtaining better quality responses (less item 

nonresponse, higher response and more accurate responses). We propose 

a methodology to generate split questionnaire versions based on some 

prior information and for this we use optimal experimental design methods. 

We generate many designs with the modified Federov algorithm to search 
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over the design space using the Kullback-Leibler distance as a design 

criterion, and illustrate that good designs are feasible. We present synthetic 

data results for algorithm performance, real data results for statistical 

efficiency (i.e. we show that we obtain almost the same information with 

split questionnaires compared to full questionnaires) and field study results 

that reveal behavioral efficiency. The statistical and behavioral efficiency of 

split questionnaire designs are shown by comparing them to full 

questionnaires or questionnaires constructed with ad-hoc methods.  

In the fourth chapter, the cross-category promotion design problem is 

presented. Currently, many multicategory models are restricted to a smaller 

number of categories, and the main purpose in these studies is to 

understand any type of demand relationship across product categories 

(substitution, complementarity or independence). Retailers can use cross-

category relatedness for delivery of point-of-purchase materials, cross-

category coupons, creative store layout, and online feature ad design. In 

marketing, we need better models to understand consumers’ multicategory 

preferences. In our application, we consider not only category 

interdependencies, but also purchase incidence and expenditure 

interdependencies using a hierarchical Bayes type-2 tobit model. We 

approach the problem of optimally promoting a limited set of categories as 

a combinatorial optimization problem and use a design generating 

algorithm to generate many promotion designs to find the optimal one. The 

objective function is the maximum profit change if the category is promoted 

for the selected categories. The approach presented here can be applied to 
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other possible marketing offerings, which can be a product, service, 

combination of product and service, or a bundle of products and/or 

services. During the model estimation and optimization, we use a Bayesian 

approach which allows considering estimation uncertainty and parameter 

uncertainty. In decision processes in marketing, the degree of uncertainty in 

making decisions needs to be communicated effectively to managers. As 

we know, managers are generally risk-averse, and analysis involving 

exogenous variables can generate predictions that vary greatly in their 

precision. From this perspective, predictive uncertainty should be 

communicated to managers, and thus they can favor decisions that 

correspond to more certain predictions, or they can collect additional 

information to further reduce uncertainty.  

5.3 Limitations and Future Research  

Despite the many developments that have already taken place in conjoint 

questionnaire design literature, there is a need to collect better quality data 

with long questionnaires in surveys in marketing. Successful customization 

strategies depend on better models and better optimization algorithms. We 

propose a combinatorial optimization approach, which allows optimal 

assignment of promotions across multiple categories. In this section, we 

consider those avenues, as well as limitations and possible (or planned) 

extensions that are related to the research presented in Chapter 3 and 4.  
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5.3.1 Split Questionnaires 
First, we present some methodological limitations. We assume a 

multivariate normal distribution for variables in questionnaire in Chapter 3. 

The SQD method could be extended to accommodate binomial data or 

mixtures of categorical and continuous data, based on the general location-

scale model (Olkin, 1961) to enable one to optimally split and impute 

questionnaires in a wider variety of questionnaire design problems. 

Although we mention how we can extend the proposed questionnaire 

design problem to the mixed data case with the general location model, we 

have not included results into this thesis. The extension of the proposed 

method in design and imputation stage for the mixed data case is in 

progress. 

One limitation of this research could be our multiple imputations based 

on the multivariate normal distribution. We intend to extend the imputation 

procedure to the mixed data case, on which there is already existing 

literature. Although we imputed data without considering individual 

heterogeneity, there are some studies that consider multiple imputation at 

the individual level. Gelman et al. (1998) propose a multiple imputation 

procedure, which assumes an imputation model that allows one to include 

covariates on the individual and the survey. In this procedure, the individual 

heterogeneity enters into the imputation procedure through the multivariate 

normal data model, with a common covariance matrix and differing mean 

vectors concerning the survey levels at the individual level. 
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We used a greedy algorithm to design within block designs, however 

the sensitivity of a within block design to prior information is relatively high 

with this algorithm. One would prefer to generate those designs with 

different algorithms that reduce the sensitivity of this design to prior 

information. Therefore, better design algorithms for the within block designs 

are an avenue for future research. 

One of the problems of using prior information to construct split designs 

is that we are still using a full questionnaire from a pilot study or sub 

sample. Therefore, any undesirable response styles from a full 

questionnaire may still affect our generation of split questionnaire designs. 

However, we can prevent this problem by checking the response pattern of 

subjects in a full questionnaire. We can eliminate or correct the questions 

with bad response styles from a full questionnaire, or we can develop more 

extensive models that take response styles into account.  

It would also be of future interest to develop dynamic algorithms to 

optimize questionnaire designs. SQD methods are arguably important tools 

in web-based surveys, online panel surveys and pop-up questionnaires 

(Comley, 2000). Here, respondent burden is an even more important issue, 

and our method could be extended to allow dynamic updating of the split 

questionnaire design for each respondent as more data comes in. Using 

some past information from subjects, one can then very quickly and 

efficiently customize the split questionnaire to individual customers. We 

believe for “real time” marketing decisions, online questionnaires can be an 

important tool in the future. The main limitation of an online survey is its 

length. Online surveys should be short. Fram and Grady (1995) found 
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consumers unwilling to respond to lengthy surveys administered online. 

Principals at NFO Research, Inc. also report that participation rates drop 

dramatically when online surveys become long (e.g., more than 40 items). 

As a result, questionnaire constructs and concepts must be captured 

parsimoniously in interactive surveys, and split questionnaires methodology 

can be applied to design online surveys. In fact, online questionnaires 

already have become a main interest in conjoint analysis. Since these 

questionnaires can be used for pricing and new product development 

analysis. Sometimes one may need to merge survey data and behavior 

data. For example, De Bruyn et al. (2005) did a study on online conjoint 

questionnaires, in which they used survey data questions and behavioral 

data to collect consumer preferences using shorter conjoint questionnaires. 

Modifications of our method to “real-time” decisions are also possible. For 

instance, we can design split questionnaires in two stages. First, we may 

need to segment customers with certain questions (or common questions) 

at an initial stage, and then customize questionnaires based on these 

segments to collect data more efficiently in the second stage. We may have 

some prior information to understand which questions can be used to 

classify respondents to segments. When respondents start to respond the 

questions, this prior information can be updated at the second stage using 

the Kullback-Leibler distance as an information statistic at each stage. The 

order of the question can then be decided for each individual based on this 

information statistic. At any moment during the questionnaire, we can know 
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the probability of the respondent belonging to each of the segments using 

the finite mixture model (Kamakura and Wedel, 1998).     

Another possibility for future research is to study the optimal sample 

size for each version of the split questionnaire. Although we distributed 

each distinct split (versions of the questionnaire) to respondents evenly in 

our application, “sample size” for each questionnaire is an important issue 

one should consider. Each split should be distributed to a sufficient number 

of respondents for validity. Then the question becomes how can we 

estimate efficient sample sizes for each split? Are there some versions of 

the questionnaire that need more subjects, while others do not? Should 

sample size depend on the number of questions in the questionnaire, or on 

the information content of each split questionnaire? We think these 

questions are of interest for future research.    

Although we do not need common questions to design split 

questionnaires, using them may increase the efficiency of imputations. In 

split questionnaire design where certain common questions are contained 

in both versions of the questionnaire, attention should be given to the 

ordering and positioning of these common questions to reduce potential 

response bias and/or carryover effect. For population surveys conducted 

regularly over time, variables such as gender, age, background, etc. can 

easily be conceived as common variables when the change of population 

dynamics over a certain time period can be ignored. If it is necessary to ask 

certain questions to every respondent, we may use them as common 

variables.  
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In the future, we probably will see more applications of split 

questionnaires in media and purchasing behavior panel surveys. Rassler 

(2002) claims that questionnaires used in the television measurement panel 

and the purchasing behavior panel can be reorganized to create suitable 

blocks of variables. Currently used methods for this purpose, such as data 

fusion, depend on the conditional independence assumption and therefore 

suffer from identification problems. On the other hand, by overlapping 

blocks of questions, split questionnaires can provide a solution to the 

identification problem by overcoming the conditional independence 

assumption.     

There are several issues to be resolved in future research. We 

generated SQDs using the number of splits as an external constraint. 

SQDs can be easily generated under different constraints that arise in 

practical applications, but the performance of the SQD under such 

constraints remains to be investigated. As an illustration, we investigated 

the effect of the constraint of five blocks for each split in our empirical 

application. We obtain a much larger reduction of the number of questions 

with the five-block constraint, however, at the same time, the percentage of 

missing information increases and the performance of the SQD decreases 

in an absolute sense (although its performance relative to the RQD seems 

to improve). Our purpose is to eliminate questions at a minimum cost of 

information loss. Therefore, considering all possible splits without any 

constraint may be more desirable, since there is more opportunity to borrow 

information between blocks, which increases the efficiency of the 
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imputations. Nevertheless, in applications, additional constraints, such as 

the number of blocks of questions (and indirectly the total number of 

questions to ask in a survey) in each split of the questionnaire may be 

important. These kinds of constraints can ensure less respondent fatigue, 

which is very useful for practitioners. In short, the pay-off of reducing 

respondent burden versus information loss is another important topic for 

future research. 

5.3.2 Customization 
First, we discuss a few methodological issues. The main limitation in the 

current approach is the design generating algorithm used, since it is limited 

to twenty categories. As the number of categories becomes large, this 

approach will become infeasible. We can possibly increase this number 

using different design generating algorithms to find optimal product 

promotions. Additionally, in case we have many explanatory variables, we 

may consider estimating the error covariance of individual level marketing 

mix parameter estimates with a factor approach. We can model the large 

covariance matrix using a parsimonious factor analytic model.    

There are a number of limitations of the model used in Chapter 4, all of 

which provide new directions for future research. The model developed 

ignores brand choice. We may need a better model to accommodate 

households’ brand choice decisions within each product category. For that, 

we can use the multinomial logit (or probit) model for households’ 

conditional brand choice within each product category, in combination with 

the multivariate probit model for category purchase incidence. After 

including brand choice in the category expenditure and incidence model, 
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we should also consider it in the optimization problem. Then our design 

problem can be defined as choosing a certain number of categories to 

promote from among many, and from these categories, which brand should 

be selected for a sales promotion. There are two possible approaches for 

the brand promotion allocation problem. The first one is to use a two-stage 

design generating algorithm. At the first stage, we can decide which 

categories to promote, and at the second stage, we can choose a brand to 

promote from the selected categories. The second approach is that we can 

select a brand from each category using the greedy algorithm that we also 

used to design within block designs.  

Our model can be improved by including the consumer’s budget. We 

expect a high degree of correlation between purchase incidences and the 

consumer’s shopping budget. In fact, budget constraints may cause cross-

category dependencies as well. However, the budget constraint is 

unobserved. Assuming a utility function for each category, we may assume 

that a customer chooses to allocate his/her dollars across categories by 

selecting that allocation that maximizes this utility function. Budget 

constraints in the context of searching for cross-category effects were 

previously applied by Song and Chintagunta (2003).  

Another direction would be to include dynamics (i.e. state dependence) 

into price and promotion effects across categories. Then, the allocation of 

promotion varies over time and depends on the reactions to the categories 

promoted last. State dependence can enter the model with lagged 

purchase incidence variables, or with time varying marketing mix variables. 
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There are some studies within the context of random utility models that 

investigate the effects of a household’s current choice on its future choices. 

Seetharaman, Ainslie and Chintagunta (1999) investigate similarities and 

differences in household state dependence behavior across multiple 

categories, relying on the effects of household and category variables. 

They study cross-category state dependence effects across five categories 

(ketchup, peanut butter, margarine, toilet tissue, and tuna). They used a 

multinomial probit model for choice within a category and a Bayesian 

variance components model (Ainslie and Rossi, 1998) for the covariation of 

household response parameters across categories. Optimal promotional 

allocation based on that approach would be dynamic and change over with 

time.   

The composition of the shopping basket is one of the many 

multicategory choice phenomena that are encountered by consumers. We 

can use our approach to model consideration formation sets of consumers. 

Sometimes, due to limited information processing capacity, consumers 

narrow their options to simplify their decision task. We use the term 

“consideration set” in marketing, which covers the brands consumers 

consider acceptable for the next purchase. Explicitly, consideration set 

refers to the set of brands (a subset of all the brands in the product 

category) between which a consumer makes an explicit utility comparison 

or cost benefit trade-off before she makes her brand choice decision. We 

can extend our approach to include consideration sets. From online 

transaction data, we observe that in general consumers purchase only a 

few brands in the category, and sometimes never purchase some of the 

categories. Each household choice set can be modeled by taking the set of 
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all possible subsets of the available brands which are purchased by the 

consumer, and assigning a household specific probability distribution on 

each set (DeSarbo et al., 1995, Chiang et al., 1999). Using this approach, 

we can generate the set of all possible subsets of brands, using the design 

generating algorithm for each consumer, based on observed a priori 

category and brand choices. Such a model would considerably simplify the 

optimal promotional design problem. Since for each customer, we don’t 

need to use all categories and brands in the category, but only the ones 

actually considered, our optimization problem can be simplified, and 

promotion designs can be possible across a large number of categories.  

In this thesis, we studied two different topics which can be useful for 

solving internet marketing problems. Nowadays, the new way of 

communication to customers is the Internet, and for this reason the 

importance of developing methodologies in an online environment is 

increasing. We believe that questionnaire design methods, especially split 

questionnaire design, will receive more interest in marketing research in the 

future in order to collect data more efficiently (i.e. cheaper and faster) and 

with better quality. Moreover, this topic presents many avenues for future 

research. Customization is an important topic for marketing academics, 

market researchers and especially marketing managers. In addition to its 

substantive applications in marketing, there will be increasing opportunities 

for research on the topic. 
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Samenvatting (Summary in Dutch) 

 

Het voornaamste doel van dit proefschrift is nieuwe methoden te 

ontwikkelen en te valideren om de effectiviteit van customization te kunnen 

bepalen en hoe dataverzameling kan worden verbeterd. Om deze 

doelstelling te realiseren, gebruiken we Bayesiaanse technieken in iedere 

fase van probleem oplossing, inferentie, schatten en besluitvorming. Dit 

proefschrift bevat twee essays voor twee verschillende problemen. Het 

eerste essay gaat over de vraag hoe dataverzameling kan worden 

verbeterd. Onze aanbevelingen zijn om gebruik te maken van gesplitste 

vragenlijsten, ook wel split questionnaires genoemd binnen de marketing, 

en we ontwikkelen een methodologie om tot optimale split questionnaires te 

komen. Het tweede essay betreft een promotie customization probleem 

waarbij meerdere productcategorieën tegelijkertijd worden beschouwd. We 

implementeren en schatten een model dat promotie-strategieën voor een 

combinatie van categorieën mogelijk maakt. De optimale strategie wordt 

verkregen via een combinatorische optimalisatie methode. We vatten hier 

de belangrijkste bevindingen samen. 

Samenvatting en Conclusies 

In het eerste hoofdstuk hebben we de term "customerization" 

besproken. Marketing managers hebben behoefte aan online marketing-

strategieën, zoals nieuwe methoden voor interactie met klanten, vanwege 

de verschuiving van marketing naar een online omgeving. Customization 

en customerization zijn twee verschillende concepten die niet met elkaar 
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moeten worden verward. Customerization geeft aan dat interesses en 

desinteresses van de individuele klant centraal staan in iedere fase van het 

marketing-proces, in plaats van dat alleen het aanbod van het product op 

de klant wordt toegespitst. Customerization kan kort worden omschreven 

als het combineren van strategieën binnen 1-op-1 marketing, 

personalization, targeting en mass-customization. Succesvolle 

customerization strategieën combineren de vraag- en aanbodzijden van de 

markt. Met het oog hierop worden de mogelijkheden van het afstellen van 

marketing-mix instrumenten voor kopers en verkopers besproken in 

Hoofdstuk 1. Om nieuwe customerization strategieën te kunnen 

ontwikkelen, is informatie over de klant benodigd (interesses en 

desinteresses, levenstijl, aankoopgedrag, achtergrond variabelen, etc.). 

Deze informatie is onmisbaar voor het identificeren, differentiëren en 

interacteren met klanten, en kan worden verzameld met behulp van 

vragenlijsten. Betere methoden om data te verzamelen en betere 

methoden voor customization zullen managers en marktonderzoekers 

kunen helpen om betere beslissingen te nemen. De Bayesiaanse 

gereedschapskist zal hierbij zeer nuttig blijken. We geven twee 

toepassingen waarin we data verzamelen met betrekking tot zogenaamde 

"zachte" variabelen, zoals levenstijl of klanttevredenheid in Hoofdstuk 3 en 

promoties over meerdere categorieën in Hoofdstuk 4. 

 In het tweede hoofdstuk gaan we dieper in op de vraag waarom de 

Bayesiaanse methodologie bij uitstek geschikt is voor de 

besluitvormingsoriëntatie bij marketing-problemen. Vanuit Bayesiaans 
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oogpunt wordt alle informatie gebruikt om de mate van onzekerheid in 

inferentiële en beslissingsproblemen zoveel mogelijk te reduceren. Een 

belangrijke reden voor het toegenomen gebruik van Bayesiaanse 

methoden binnen marketing in de afgelopen tien jaar is niet alleen de 

toegenomen capaciteit van computers en het succes van MCMC 

algoritmen om complexe problemen op te lossen, maar ook de 

karakteristieken van marketing-data, de noodzaak om marketing-

problemen als een beslissingsprobleem te benaderen, en de flexibiliteit en 

robuustheid van Bayesiaanse methoden. Zonder de intentie te hebben alle 

mogelijkheden op te noemen, stellen we dat marketing-modellen met 

latente variabelen, ontbrekende data, gemengde verdelingen, 

heterogeniteit in coëfficienten, niet-lineariteiten en discrete data 

gemakkelijk kunnen worden geschat binnen het Bayesiaanse raamwerk. 

Omdat het Bayesiaanse paradigma alle informatie gebruikt en prior 

informatie combineert met waargenomen data om modellen te schatten 

(informatie wordt bijgesteld), is het Bayesiaanse paradigma optimaal voor 

beslissingsproblemen binnen marketing. Het Bayesiaanse 

besluitvormingsproces houdt rekening met onzekerheid intrinsiek, 

aanwezig in zowel het model als in het schatten van de parameters. 

 In het derde hoofdstuk leggen we ons toe op split questionnaires, in 

plaats van de gangbare lange vragenlijsten binnen marketing (die 

doorgaans meer dan 20 minuten in beslag nemen). Split questionnaires 

hebben het potentieel om hoge-kwaliteit informatie sneller van 

respondenten te verkrijgen, en tegen aanzienlijk lagere kosten. In split 

questionnaires beantwoorden verschillende respondenten verschillende 

delen van de vragenlijst. Dit betekent dat we verschillende versies van de 
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vragenlijst hebben die korter zijn dan de volledige vragenlijst. Na 

verschillende split questionnaires te hebben gegenereerd en deze aan 

respondenten te hebben toegewezen, imputeren we de data voor de 

ontbrekende onderdelen door de antwoorden van andere respondenten te 

gebruiken die deze onderdelen van de vragenlijst wel hebben beantwoord. 

Op het eind hebben we bijna dezelfde hoeveelheid informatie via de split 

questionnaire als via de uitgebreide volledige vragenlijst, maar in minder 

tijd, tegen lagere kosten and met antwoorden die van betere kwaliteit zijn 

(minder item non-response, hogere response en nauwkeurigere 

antwoorden). We suggereren een methodologie om versies van split 

questionnaires te genereren, die zijn gebaseerd op bepaalde prior 

informatie en waarvoor we optimale experimentele design methoden 

gebruiken. We gebruiken de Kullback-Leibler afstand als een criterium, 

genereren designs met het Modified Federov algoritme om over de gehele 

design-ruimte te zoeken, en illustreren dat goede designs gevonden 

kunnen worden. We gebruiken synthetische data om de prestaties van het 

algoritme te illustreren, echte data om de statistische efficiëntie te 

illustreren (m.a.w. we tonen aan dat we bijna dezelfde informatie verkrijgen 

met split questionnaires als met volledige vragenlijsten), en een veldstudie 

geeft efficientie in termen van het gedrag van respondenten aan. 

Statistische en gedragsmatige efficientie van de split questionnaire designs 

worden vastgesteld door deze designs te vergelijken met volledige 

vragenlijsten of met kleinere vragenlijsten geconstrueerd op basis van ad-

hoc methoden.  
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 In het vierde hoofdstuk wordt het promotie-design probleem besproken 

waarbij meerdere productcategorieën tegelijkertijd worden beschouwd. Tot 

nu toe beperken veel modellen waarin meerdere categorieën worden 

beschouwd zich tot slechts een klein aantal categorieën, en is het 

voornaamste doel van deze studies om elk type verband tussen de vraag 

naar verschillende productcategorieën te begrijpen (substitutie, 

complementariteit of onafhankelijkheid). Retailers kunnen deze verbanden 

tussen verschillende categorieën gebruiken voor moment-van-aankoop 

materiaal, coupons voor meerdere categorieën, voor creatieve 

winkelinrichting, en voor online advertenties. Binnen marketing hebben we 

echter betere modellen nodig om de preferenties van consumenten met 

betrekking tot categorieën te begrijpen. In onze toepassing beschouwen we 

niet alleen verbanden tussen categorieën, maar ook de verbanden met 

betrekking tot beslissingen om wel-of-niet tot aankoop over te gaan en het 

uit te geven bedrag. Dit alles is geformaliseerd in een hierarchisch Bayes 

type-2 tobit model. We benaderen het probleem van het optimaal promoten 

van een beperkte set van categorieën als een combinatorisch 

optimalisatieprobleem en we gebruiken een algoritme om vele promotie-

designs te genereren en de beste te vinden. De doelstellingsfunctie is de 

maximale verandering in winst wanneer de categorie wordt gepromoot voor 

de geselecteerde categorieën. Onze methode kan ook worden toegepast 

op andere mogelijke marketing-aanbiedingen, die betrekking kunnen 

hebben op een product, een dienst, een combinatie hiervan, of op een 

bundel van producten en/of diensten. Om het model te schatten en te 

optimaliseren gebruiken we Bayesiaanse technieken, die het mogelijk 

maken onzekerheid mee te nemen. Voor beslissingsproblemen binnen de 
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marketing is het belangrijk om de mate van onzekerheid in het nemen van 

beslissingen effectief te communiceren naar managers. Analyses waarin 

exogene variabelen worden meegenomen kunnen voorspellingen 

genereren die sterk in precisie kunnen variëren. Het is dus inderdaad van 

groot belang dat onzekerheid in voorspellingen wordt gecommuniceerd 

naar managers, zodat zij de voorkeur kunnen geven aan beslissingen die 

minder onzekerheid met zich meebrengen, of zodat zij meer informatie 

kunnen verzamelen om de mate van onzekerheid verder terug te dringen. 

 


	Introduction
	Customization in Marketing
	Marketing Mix Customization
	Customizing Product
	Customizing Price
	Customizing Communication
	Customizing Distribution
	Customizing After-Sales Support and Costs

	Problem Delineation:
	Motivation of Essay 1:
	Motivation of Essay 2:
	Outline of the Dissertation

	Decision Making under Uncertainty
	Introduction
	Bayesian Analysis and Marketing Decisions

	Split Questionnaire Design
	Introduction
	Motivation
	Outline of the Chapter

	Constructing the Split Questionnaires
	Data Missing by Design
	Two-Stage Designs
	Matrix Sampling Design
	Time Sampling Design
	Subsampling or Multistage Sampling
	Data Fusion
	Incomplete Block Design

	Measuring Information Loss
	Optimal Split Questionnaires Using KLD

	Identification Issues in Constructing SQD
	Design Generating Algorithm
	Generating Within-Block Designs

	Multiple Imputations with Gibbs Sampling
	Estimation of the Fraction of Missing Information
	Simulation Studies
	Empirical Data Application
	Between-Block Designs
	Within-block Designs

	Field Study
	Conclusion
	Appendix
	KL-Distance for Mixed Data
	Missing Information Principle
	Figures


	Promotion Customization across Multiple Categories
	Introduction
	Literature Review
	Methodology
	The Model
	Consumer Response Model
	Individual Level Heterogeneity
	Joint Model (Hierarchical Multivariate Type-2 Tobit Model)

	Estimation with MCMC
	Gibbs Sampling
	4.4.1.1 Prior Distributions:
	4.4.1.2 Full Conditional Distributions:


	Customized Promotions Design
	Modified Fedorov Algorithm

	Synthetic Data Results for Model Estimation
	No Covariance between Incidence and Expenditure, No Individu
	With Covariance between Incidence and Expenditure, No Indivi
	With Covariance between Incidence and Expenditure, and Indiv

	Data Description
	Model Specification and Variable Definition

	Results and Discussion
	Optimization Results
	Conclusion

	Conclusion and Discussion
	Introduction
	Summary and Conclusions
	Limitations and Future Research
	Split Questionnaires
	Customization


	References
	Samenvatting en Conclusies



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /ENU (Use these settings to create PDF documents with higher image resolution for high quality pre-press printing. The PDF documents can be opened with Acrobat and Reader 5.0 and later. These settings require font embedding.)
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308030d730ea30d730ec30b9537052377528306e00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /FRA <FEFF004f007000740069006f006e007300200070006f0075007200200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020005500740069006c006900730065007a0020004100630072006f0062006100740020006f00750020005200650061006400650072002c002000760065007200730069006f006e00200035002e00300020006f007500200075006c007400e9007200690065007500720065002c00200070006f007500720020006c006500730020006f00750076007200690072002e0020004c00270069006e0063006f00720070006f0072006100740069006f006e002000640065007300200070006f006c0069006300650073002000650073007400200072006500710075006900730065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e00650020007100750061006c00690074006100740069007600200068006f006300680077006500720074006900670065002000410075007300670061006200650020006600fc0072002000640069006500200044007200750063006b0076006f0072007300740075006600650020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e00200042006500690020006400690065007300650072002000450069006e007300740065006c006c0075006e00670020006900730074002000650069006e00650020005300630068007200690066007400650069006e00620065007400740075006e00670020006500720066006f0072006400650072006c006900630068002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e00200045007300740061007300200063006f006e00660069006700750072006100e700f50065007300200072006500710075006500720065006d00200069006e0063006f00720070006f0072006100e700e3006f00200064006500200066006f006e00740065002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e0067002000740069006c0020007000720065002d00700072006500730073002d007500640073006b007200690076006e0069006e0067002000690020006800f8006a0020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e00200044006900730073006500200069006e0064007300740069006c006c0069006e0067006500720020006b007200e600760065007200200069006e0074006500670072006500720069006e006700200061006600200073006b007200690066007400740079007000650072002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f00670065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000610066006400720075006b006b0065006e0020006d0065007400200068006f006700650020006b00770061006c0069007400650069007400200069006e002000650065006e002000700072006500700072006500730073002d006f006d0067006500760069006e0067002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e002000420069006a002000640065007a006500200069006e007300740065006c006c0069006e00670020006d006f006500740065006e00200066006f006e007400730020007a0069006a006e00200069006e006700650073006c006f00740065006e002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200071007500650020007000650072006d006900740061006e0020006f006200740065006e0065007200200063006f007000690061007300200064006500200070007200650069006d0070007200650073006900f3006e0020006400650020006d00610079006f0072002000630061006c0069006400610064002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e0020004500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007200650071007500690065007200650020006c006100200069006e0063007200750073007400610063006900f3006e0020006400650020006600750065006e007400650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e0020004e00e4006d00e4002000610073006500740075006b0073006500740020006500640065006c006c00790074007400e4007600e4007400200066006f006e0074007400690065006e002000750070006f00740075007300740061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007000720065007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e002000510075006500730074006500200069006d0070006f007300740061007a0069006f006e006900200072006900630068006900650064006f006e006f0020006c002700750073006f00200064006900200066006f006e007400200069006e0063006f00720070006f0072006100740069002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006800f800790020007500740073006b00720069006600740073006b00760061006c00690074006500740020006600f800720020007400720079006b006b002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e00200044006900730073006500200069006e006e007300740069006c006c0069006e00670065006e00650020006b0072006500760065007200200073006b00720069006600740069006e006e00620079006700670069006e0067002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006600f60072002000700072006500700072006500730073007500740073006b0072006900660074006500720020006100760020006800f600670020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e00200044006500730073006100200069006e0073007400e4006c006c006e0069006e0067006100720020006b007200e400760065007200200069006e006b006c00750064006500720069006e00670020006100760020007400650063006b0065006e0073006e006900740074002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


