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Abstract

Neuronal signals are recordings of the electrical activity of the brain,

which allow gaining insight into a diverse range of information. Like

other physiological signals, extensive processing and analysis must

be carried out in order to extract useful information. In this context,

the neuroscience community has developed different open-access

tools and pipelines for the different steps involved to facilitate the

studies and make more advancements in the field. The aim of the

research reported in this thesis is the development of tools and

pipelines to facilitate the use of machine learning techniques in

chronically recorded invasive signals for early disease detection. This

includes the selection of the state-of-the-art for artefact detection

and removal, the processing of the signal to feed the models, and

lastly a robust machine learning based classifier. The main

contributions of this thesis to the application of machine learning in

neuronal signal processing include an open-access tool for

benchmarking the performance of artefact detection and removal

with ML with over 120 articles, the creation of a toolbox with novel

methods to detect and remove artefacts from extracellular neuronal

signals recorded in the form of local field potentials, a novel

channel-independent artefact removal method based on the

forecasting of normal activity to replace affected segments, an

innovative ML pipeline to detect and classify brain states from the

processed local field potentials, and lastly finding novel biomarkers

from these models and properly assess them against the existing

literature.
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Chapter 1

Introduction

In the UK, approximately 1 in 6 people suffer from a neurological disease,

totalling 16.5 million cases [2]. There are a limited number of trained physicians

who can distinguish the intricacies between them, for example, differentiating

Alzheimer’s Disease (AD) from vascular dementia. Early diagnosis is key to

successful treatment and recovery where possible, and different technologies are

employed to extract information about the brain’s health. To discover new

biomarkers, animal models are used to obtain recordings of the neuronal

activity of the different structures over time, known as neuronal signals.

Neuronal signals are one of the cornerstones of neuroscience in the process of

understanding brain activity. They are of crucial importance in the diagnosis

and treatment of brain disorders, including neurodegenerative diseases and

mental health problems. There are distinct types of neuronal signals, i.e.

invasive or non-invasive, depending on the recording techniques. The

non-invasive type includes those obtained by EEG as well as MEG, whereas the

invasive type includes ECoG, local field potentials (LFPs) and neuronal spikes

(which include Multi-unit Activities, Single-unit Activities and Patch-Clamp

recordings). The spatiotemporal resolutions of these techniques are shown in

Figure 1.1.

Among the different techniques to capture the neuronal signals, LFPs are

recorded by micro-electrodes (metal, silicon, or glass micropipettes) in deeper

layers of the brain by low pass filtering of the extracellular electrical potential to

under 100-300 Hz. They are used to investigate the dynamics and the function
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Figure 1.1: Spatio-temporal resolution of Electroencephalography (EEG),
Magnetoencephalography (MEG), Electrocorticography (ECoG), Local Field
Potentials, Multi-unit Activities, Single-unit Activities and Patch Clamp
recordings.

of neural circuits under different conditions, given their ability to capture various

activities within a wide scope of frequencies. Furthermore, they provide a stable

signal for a longer period of time than multi-unit spiking activity and are therefore

useful for long-term chronic experiments and clinical applications, such as brain-

computer interfaces (BCI) [3]. Despite the large volumes of data the recordings

generate, limited research has been conducted to exploit it via machine learning

(ML), when this technology can aid in discovering new insights. However, to

successfully employ ML algorithms, a computational background is required to
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Figure 1.2: Recording of extracellular neuronal signals from behaving rodents
using a linear implantable neural probe (shown in grey). Representative LFP
signals with and without movement artefacts are shown from two datasets. The
blue traces denote signals without artefacts, and the red traces show examples of
movement artefacts present in the signals.

apply them, as there are intricacies such as defining hyper-parameters. Thus,

toolboxes and pipelines that facilitate the usage of these powerful computational

algorithms are beneficial to the neuroscience community.

A challenge neuronal recordings share is that they are vulnerable to

electrical sources outside the structure of interest, such as the intrinsic electrical

activity of the body or external one produced by the recording equipment and
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other devices. Figure 1.2 shows examples of representative LFP signals with

and without movement artefacts are from two datasets. Each type of artefact

manifests in a specific frequency, and amplitude bands can be periodic or

irregular and single or multi-channel. The main internal artefacts include

Electrooculogram (EOG) generated by eye movements, Electroretinogram and

blinking [4, 5], Electromyogram (EMG) produced by the contractions of

muscles, Electrocardiogram (ECG) caused by the electric activity of the heart

[6] or the spiking activity of local neurons in extracellular recordings [7], in

other words, spike leakage. In addition, there are other artefacts such as skin

potentials or respiration [8, 9, 10]. External artefacts are those generated by

electronic devices or external electromagnetic waves, e.g., power lines [11],

cellphone signals and light stimulation [12]. In studies where electrical

stimulation is done to the brain, said signal may also appear in the recordings,

which are known as stimulation artefacts [13]. Lastly, artefacts may be

generated due to instrumental errors in the recording process, such as an

electrode’s poor contact, popping, lead movements and electrode drift, i.e.,

changes in the electrode’s position in relation to the brain [14].

In regards to the artefact’s properties, EOG changes the potentials of the

electrodes in the frontal region, appearing as high amplitude 3-10 Hz signals,

and its repetition produces slow waves similar to delta waves. EMG amplitudes

and waveforms vary on the muscle and the degree of contraction, spanning a

frequency range from 2 Hz up to 200 Hz. It can be harder to detect due to

their fewer repetitions than the other artefacts. ECG has a regular pattern with

frequencies near 1.2 Hz and an amplitude in the millivolt range. Respiration

artefacts manifest in the 5 to 10 Hz range, overlapping with the theta band in rats.

Interference artefacts such as the electricity power lines (that have a frequency

of 50 or 60 Hz) can be easily removed using a notch filter, whereas cell phone

signals are in the order of megahertz and can be avoided in the experimental

set-up. Lastly, instrumental artefacts generated by poor electrode contact are of

low frequency, whereas lead motions have a more irregular shape that bears little

resemblance to neuronal activity.

Due to the spectral overlap of the artefacts with the signal, and even among

themselves, filtering without producing information loss or a distortion of the
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signal becomes difficult. Similarly, the detection of stress in a rodent is mostly

done by a manual review of the data or supporting channels (other signals or

video recordings). The detection and removal of stressed segments are crucial, as

acute stress in rodents can cause the LFP to be tuned to the underlying theta

oscillations, while exposure to chronic stress decreases the power of slow and fast

gamma oscillations [15].

The most common practice is a manual review of the recording, where

segments that have been affected by artefacts are discarded, as they have a

negative impact on the posteriors analysis done to the recording. This causes a

loss of information, which is costly and may distort the analysis by omitting

relevant information. Because of this, computational techniques have been

developed to detect and remove said artefacts, where machine learning solutions

stand out due to their flexibility and computational speed. The vast range of

these solutions offers a challenge to newcomers who wish to implement the best

one suited for their data or those looking to compare the performance of new

methods. This is worsened by the lack of consensus in the community regarding

which performance metrics to use.

The rest of this chapter is divided into several sections: Section 1.1 presents

the motivation behind this thesis. Section 1.2 provides an overview of the research

undertaken in this thesis. Section 1.3 presents the project’s aim and objectives.

Section 1.4 discusses the major research challenges identified for the completion of

this work. Section 1.5 presents the major contributions achieved throughout the

undertaken work. Finally, Section 1.6 outlines the organisation of the remaining

chapters of the thesis.

1.1 Motivation

The recording of neuronal activity with multi-channel probes generates significant

volumes of data, however, little has been done to exploit them via ML that

may lead to gaining new insights [16]. Research groups in the community have

developed and shared toolboxes for analysing these neural recordings, however,

few incorporate ML models into them (See Table 2.1 in Section 2.5). This calls

for the development of tools and pipelines that aid researchers in the use of these
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computational methods for processing and analysis of the signals, reducing the

time spent on the artefact removal and classification steps, so that they may focus

on the interpretation of results and diagnosis.

To train a ML classification model, data has to be processed for it to be

standardised within each group. In neuronal signals, outliers and abnormalities

are present in the form of artefacts, which require identification and removal [17].

Even though it is most often done manually, ML methods offer the computational

speed and flexibility to automate this process. However, most methods have been

applied to multi-channel non-invasive neuronal signals, while limited applications

in their invasive counterparts are found in the literature (See Figure 4.6 in Section

4.3). Ergo, there is a need to research the development of ML methods to detect

and remove artefacts in invasive neuronal recordings. As artefacts are detrimental

to any posterior analysis of neuronal signals, a growing amount of research has

been published. The lack of a standarised metric or benchmarking dataset is

one of the known key challenges within the topic, so ways to solve this issue are

sought after [18].

Improving the understanding of neuronal diseases is key for an early diagnosis

and treatment, so the search for alternative and objective biomarkers is crucial.

Data-driven solutions can recognise new markers and can aid the physicians’

decision-making. The explainability of these ML models is key for user adoption

and confidence in these systems, particularly in the healthcare field [19, 20].

While invasive recordings allow to study specific areas of the brain, they may

cause harm to human subjects. Due to this, transgenic mouse lines are accepted

as AD amyloidosis research models [21], and commonly employed to investigate

medicines capable of altering illness progression and restoring memory functions

[22]. This work focuses on developing an explainable ML pipeline that allows for

the detection of neuronal disease in an animal model, with AD at an early stage

as a case study.

1.2 Overview of the Research

This research aims to establish a computer science solution to aid disease

detection in chronically recorded invasive signals. In order to achieve consistent
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Figure 1.3: Overview of the research outcomes of the research.

results from the raw time series, there are several required steps. First, data has

to be pre-processed regarding scaling, band-pass filtering, structuring, and

labelling. Second, abnormalities in the recordings need to be addressed, which

includes many methods for identifying the sections and removing them. An

evaluation scale must be used to evaluate its performance against other

methods in the literature. Following this, the processed signals can have

features extracted or fed directly to a classifier. After training, validating and

testing the model, it will return a label indicating the presence or absence of the

disease for every example shown to it. Furthermore, insight into the model

decision-making can indicate new or validate known biomarkers. The overview

of the research outcomes of the research is summarised in Figure 1.3.

From the overview figure, sub-areas of investigation that were carried out can

be defined:

- Comparison of artefact detection and removal methods: this includes research

into the different performance metrics used by the authors, the wide range of

methods and architectures, the diverse types of artefacts identified and the

reported performance. The creation of a dataset with all the information and

the creation of an open-access tool to make it available to the community.

- Artefact Detection and Removal: this involves the investigation of means of

detecting abnormalities in a signal and its subsequent removal to have a
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normalised input in the classification model. A wide range of supervised

methods were explored for detection. In addition, the development of a

channel-independent method based on recurrent neural networks is presented.

The current state of open access toolboxes available for this task was reviewed.

- Disease Staging: this includes the development of a pipeline composed of various

supervised learning techniques for detecting AD across multiple domains. A

further investigation was undertaken to establish the performance of the classifiers

in an ensemble manner. The robustness of the pipeline to an increasing number

of missing channels and stress segments were explored as well.

1.3 Aim and Objectives

This research aims to develop tools and pipelines to facilitate the use of ML

techniques in neuronal signals recorded using multi-site extracellular neuronal

probes, for disease detection, with AD at an early stage as a case study. As

the recorded signals are often contaminated by unwanted elements from external

and internal sources, artefact-free signals are needed for accurate prediction and

monitoring of these diseases.

To achieve the above research aim, the following objectives were identified:

• Develop an open-access tool for benchmarking the performance of artefact

detection and removal with ML with over 120 articles.

• Creation of a toolbox with novel methods to detect and remove artefacts

from extracellular neuronal signals recorded in the form of LFPs.

• Propose a novel channel-independent artefact removal method based on the

forecasting of normal activity to replace affected segments.

• Propose an interpretable ML pipeline to detect and classify brain states

(i.e., presence of AD) from the processed LFP signals.

• Find novel biomarkers from the interpretable models in the proposed

pipeline, and properly assess them against the existing literature.
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1.4 Research Challenges

In the process of completing the aforementioned research aim and objectives, four

main research challenges have been identified:

• Availability of open-access data and their quality: the use of open-access

datasets to validate and benchmark the developed methods thoroughly in

the computer science domain. Not only are invasive neural recording

datasets more scarce than their non-invasive counterparts, but data

quality is also a limiting factor. The authors of the dataset could not fully

reply to our questions about the data; some datasets contained very few

examples or were incorrectly labelled, among other difficulties.

• Lack of standard metric for ML-based artefact detection and removal:

while developing and implementing ML methods, the comparison against

the state-of-the-art is widely used, however there is a lack of a standard

metric to contrast results or a benchmarking dataset.

• Limited literature on ML for invasive neural recordings: due to the limited

access to the data, little work has been carried out on this niche topic.

While that allows exploring a wide range of unproposed solutions, there are

limited publications to compare the progress.

As an additional challenge, the COVID-19 pandemic hindered the ability to

travel to the laboratories where the recording of experiments took place. This

posed a challenge to have dynamic exchanges, set back the thorough

understanding of the experimental setups, and delay the transfer of data and

reporting results. Due to this, alternatives had to be devised in regards to

acquiring data.

1.5 Major Contributions

The major contributions of this thesis are summarised as follows:

• A standard metric to benchmark the performance of ML-based artefact

detection and removal, integrated into an open-access tool. The
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contribution is that the metric is the first attempt to address this major

issue in the field, which is composed of a series of comparable

characteristics of an ML-based approach.

• An ML-based artefact removal method that is channel-independent. Its

impact is due to the capability to remove artefacts in situations where there

are single channel recordings, or if in a multiple channel recording multiple

channels have been affected, as most methods fail in these circumstances.

• A toolbox that facilitates the process of artefact detection and removal

in LFPs via the use of neuronal networks, including the aforementioned

method. The significance comes from the lack of ML-based artefact removal

methods found in community-developed toolboxes for LFP analysis, and the

facilitation of their use to researchers without a computational background.

• An explainable pipeline that allows the detection of brain AD in LFP

signals. The impact is due to a higher performance than previously

reported in the literature, and in addition the model shows robustness to

absent data.

• Objective biomarkers of AD in LFPs. The contribution is the validation

of the role of the hippocampus and the role of fast oscillations in AD,

which can be further studied in humans via non-invasive methods such as

computerised tomography and electroencephalography, respectively.

1.6 Thesis Outline

Given the research aim defined in Section 1.3 about the development of tools

and pipelines to facilitate the use of machine learning techniques in chronically

recorded invasive signals for disease detection, this thesis provides a series of

novel computational solutions to the processing of neuronal signals for disease

monitoring. Figure 1.4 visualises the structure of the thesis in the different

chapters, where the remainder of this thesis is organised as follows.
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Figure 1.4: Thesis structure showing the organisation of the chapters.

Chapter 2 - Literature Review - This chapter gives an overview of recent work

across the topic and thoroughly examines important literature in key areas.

Chapter 3 - Experimental Pipeline - This chapter discusses the methods often

used in processing and classifying neural signals. This includes the description of

how data was collected and the signal processing and feature extraction.

Chapter 4 - Performance Benchmarking Tool - This chapter describes in detail

the developed comparison scale for artefact detection and removal in neuronal

signals and the online tool created to make it accessible to the community.

Chapter 5 - Artefact Detection and Removal Toolbox - This chapter presents

a solution to the presence of artefacts in neuronal recording via their detection
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and subsequent removal. Furthermore, these techniques were incorporated into a

toolbox that facilitates their use for those with little expertise in the area.

Chapter 6 - Detection of Alzheimer’s Disease at an Early Stage- This chapter

presents a novel ML pipeline for AD detection at an early stage on artefact-free

signals.

Chapter 7 - Conclusion - This chapter discusses the thesis’ conclusions and

proposes future research directions on the development of ML-based tools for

disease monitoring.
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Chapter 2

Literature Review

2.1 Introduction

Early diagnosis of neuronal diseases can aid the patient’s recovery or help

dampen its progress. Computational techniques such as ML can help to identify

singular patterns in data otherwise indistinguishable to clinicians and

researchers, in other words, discover new biomarkers and classify new data

based on them. With this in mind, neural signals need to be processed to be

able to have unbiased results, including the removal of abnormalities. The

detection and posterior removal of said abnormalities can also be addressed

with ML. While there exist open-access toolboxes for neuronal signal

processing, these do not incorporate intelligent methods. From this, it can be

claimed that developments in applied ML have the potential to be critical in

signal processing for disease staging [23, 24].

In line with this, this chapter provides an overview of ML and the diverse

methods it includes. This is followed by a comprehensive review of previous work

in signal processing, specifically artefact detection and removal methods, as well

as its available toolboxes. In continuation, disease staging methods in invasive

neural recordings are discussed. This chapter aims to justify the experimental

and development work carried out throughout this thesis by means of identifying,

comparing, evaluating and discussing the current state of ML-based processing

pipeline methods for disease monitoring.
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The remainder of this chapter is organised as follows: Section 2.2 reviews what

ML is and the diverse range of techniques that are used. Section 2.3 discusses the

methods to detect artefact in invasive neuronal signals. Section 2.4 discusses the

methods to remove artefacts in neuronal recordings, emphasising methods used

to restore missing values. Section 2.5 discusses the open-access toolboxes to deal

with artefacts in neural recordings. Section 2.6 discusses the methods to classify

diseases in LFPs. Section 2.7 presents the conclusions drawn from the literature

and the research opportunities identified through the analysis of previous work.

2.2 Background

ML techniques are algorithms that are able to learn from data and are able to

generalise from it. These algorithms have been applied in diverse fields. They

have become popular in recent years due to an increase in computational power

which enables the analysis of large volumes of data. There are many ways to

group them, for example, by the task (classification, regression, clustering), by

type of learning (supervised, unsupervised, reinforcement and other variations) or

whether they employ deep neural networks (NNs), defined as non-deep learning

and deep learning (DL). In the next sections, first we will overview the different

NN-based methods, followed by those methods that do not employ them.

2.2.1 Neural Networks-based Methods

Neuronal networks are algorithms that are composed of “units” called neurons

organised in multiple layers, can learn non-linear relationships in data between

the input and output, and were inspired by their biological counterpart [25]. Each

neuron calculates an inner product of its inputs (xi) and their respective weights

(wi), then the bias, b, is added and finally the nonlinear activation function

is applied, which in most cases is a sigmoid function, tan hyperbolic or rectified

linear unit. Thus, the output of a neuron can be expressed as detailed in Equation

2.1.
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Figure 2.1: Architectures of different neural network models: multi-layer
perceptron (A), long short-term memory (B) and one-dimension convolutional
neural network (C). Each circle represents a neuron, multiple rectangles a layer’s
depth, and the arrows how the information is propagated throughout each
network.

zi = f(
n∑

i=1

xiwi + b) (2.1)

To propagate the information and train the network, the output of a layer is fed

as input to the subsequent unit in the next layer. The result of the final output

layer is used as the solution for the problem.

NN architectures have many variations based on their principles in

determining their rules [26]. The architectures that have been applied and

discussed throughout the thesis are described in the subsequent sections, and

diagrams of their main components are illustrated in Figure 2.1.
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2.2.1.1 Multilayer Perceptron

A multilayer perceptron (MLP) consists of no less than 3 parts: an input layer,

a hidden layer and an output layer, where the units of the latter two use the

previously mentioned nonlinear activation functions (see Fig. 2.1.A). When it

contains multiple numbers of hidden layers, it helps in modelling complex

nonlinear relations better than the shallow architecture [27]. For both shallow

and multilayered networks, the neuron applies the hyperbolic tangent (tanh)

activation function as shown in Equation 2.2.

f(x) =
2

1 + e−2x
− 1 (2.2)

Here f(x) acts as a step function which squashes a real-valued number to the

range [-1, 1] and mimics the behaviour of the neural activity. The tanh also has

its derivative, which takes the following form:

f ′(x) = 1− f(x)2 (2.3)

Now, assuming a network with l = 1, 2, 3, ..., L layers, with each layer

containing nl neurons. The network maps from Rn1 to RnL . The matrix of

weights at layer l is expressed as W [l] ∈ Rnl×nl−1 , and the weight that a neuron

j at a layer l applies to the output from a neuron k at a layer l − 1 as w
[l]
jk.

Equivalently, the vector of biases for layer l is expressed as b[l] ∈ Rnl , and a

neuron j at layer l uses the bias b
[l]
j . Thus, the output of a neuron j at layer l,

given an input x ∈ Rn1 can be expressed as Equation 2.4.

a[l] = f(W [l]a[l−1] + b
[l]
j ) ∈ Rnl , for l = 1, 2, 3, ..., L. (2.4)

To train the network and propagate the information, the output of a layer is

fed as input to the subsequent unit in the next layer.

In the case of our dataset, with N training bins in Rn1 ,
{
x{i}}N

i=1
, there are

target outputs defined as
{
y
(
x{i})}N

i=1
in RnL that correspond to the class label.

Taking these definitions into account, the goal is to reduce the quadratic cost

function shown in Equation 2.5, in other words, reduce the error of the model’s

output to generate accurate predictions.
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Cost =
1

N

N∑
i=1

1

2

∥∥y (x{i})− a[L]
(
x{i})∥∥2

2
, (2.5)

2.2.1.2 Convolutional Neural Network

The modules that characterise Convolutional Neural Networks (CNN) are the

convolutional layers and the pooling layers. The former aims to extract high-level

features, and the latter’s to reduce the spatial size and summarise the information.

Overall, the network learns filters that identify specific aspects of the input [28].

The layers of these networks are illustrated in Figure 2.1 (C), and the operations

carried out by each one are as follows:

Fully connected The output of fully connected layer yi given an input xi and

W the matrix of weights, can be expressed as:

yi = f(Wxi + bi) (2.6)

The fully connected layers applies a non-linear transformation and

combination to the features extracted by the convolutional layers.

Dropout The dropout layer yi turns off a random set of neurons, expressed as:

yi = (1− p)f(Wxi + bi) (2.7)

where p is the dropout distribution. The dropout layer prevents overfitting

by avoiding neurons co-adapting, to correct the error of other ones, achieved by

making their presence unreliable.

Convolution Layer Given a input vector xihw of m x n dimensions where

h = 1, ...,m and w = 1, ..., n, and filter H of size l x l, the resulting vector yihw
of the convolution between the two is expressed as:

yihw =
l∑

u=1

l∑
s=1

Husxi(h,u)(w,s)
(2.8)

17



The convolution layer extracts feature maps, via the convolution of the input

with filters (or kernels), that highlight certain characteristics of the input.

Pooling For a feature map xi having dimensions xih x xiw x xic the dimensions

of output yi obtained after a pooling layer are:

(xih − f + 1)

s
x
(xiw − f + 1))

s
xxic (2.9)

where s is the stride, and f is the filter size.

The pooling layer reduces the number of parameters of the feature maps

generated in the convolution layers, and summarises them to the most

important information, making the model more robust to variations of positions

in the input.

Softmax The activation function softmax is used to calculate d class

probabilities, expressed as:

yi =
exp(xi)∑d
j=1 exp(xj)

(2.10)

2.2.1.3 Recurrent Neural Network

A recurrent neural network (RNN) (see Figure 2.1 (B) is a feed-forward network

spanning adjacent time steps in a manner that, at every point, the neurons take

the current data input and the hidden neurons values that collect the information

of the previous time steps [29]. Despite their popularity, these models are hard to

train as they suffer the vanishing gradient problem caused by the re-application

of the hidden layer’s weight to themselves during back-propagation. Long-Short

Term Memory (LSTM) is a sub-type of RNN that can overcome this problem by

fixing the weight to value 1.

The long-short term memory cells include a forget gate which decides what

information is kept and what information is discarded from the cell state. If the

value of the forget gate ft or f(t) is 1, the relevant information is saved, but if the

value of the forget gate is 0, it is forgotten. Equation 2.11 shows the mathematical

expression of this specific long-short term memory cell.
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ft = σ(Wfhht−1 +Wfxxt + bf ),

it = σ(Wihht−1 +Wixxt + bi),

c̃t = tanh(Wc̃hht−1 +Wc̃xxt + bc̃),

ct = ft · ct−1 + it · c̃t,

ot = σ(Wohht−1 +Woxxt + bo),

ht = ot · tanh(ct)

(2.11)

where the variable xt is the input vector, W holds the weights, b is the bias, and

σ is the sigmoid function. Additionally, ft is the forget gate, it is the update gate,

c̃t is the cell input, ct is the cell state, ot is the output gate and ht the hidden

state or output vector of the cell at time t.

2.2.2 Non-Neural Networks Based Methods

While there are a substantial amount of non-neural network-based methods, three

main models were explored that can be used to deal with non-linear data such as

neural signals. These techniques were chosen due to their popularity in supervised

learning tasks and are the following:

2.2.2.1 Support Vector Machines

Support vector machines (SVM) are learning machines premised on the statistical

learning theory developed by Vapnik et al. [30]. From the classification context,

at a given configuration of SVM, it optimally separates the classes by determining

the maximal margin hyperplane defined as:

f(x) = x′β + b = 0 (2.12)

where x′ is the transpose of input features, and βand b are parameters of the

hyperplane. This optimal hyperplane should maximise the margin between the

data from the positive class and the negative class. For some inseparable data, a

penalty is imposed on the objective function for the sample located on the inverse
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side of the class boundary as follows:

β, b = argminβ,b
1

2
∥β∥2 + 1

2
∥b∥2 + g

∑
ξj

s.t.

yif(xj) ≥ 1− ξj

ξj ≥ 0

(2.13)

where ξj represents the slack variables used to penalise the samples crossing the

margin boundary and g is the penalty multiplier to control the maximum penalty

imposed on margin-violating samples. The Lagrange multiplier method is applied

to optimise the objective function and find the optimal hyperplane. After the

optimal hyperplane is found based on the training set, the SVM is well trained.

2.2.2.2 k-Nearest Neighbours

The k-Nearest Neighbours (kNN) [31] classifier employs metrics of distance to

labelled examples as to categorise new ones. For example, Euclidean distance

can be calculated with Equation 2.14.

D(q, p) =
√

(p1 − q1)2 + (p2 − q2)2 + ...+ (pn − qn)2 (2.14)

where p and q are subjects to be compared with n characteristics. The parameter

k indicates the number of neighbours that will be chosen to compare, which has

a major influence on the accuracy of the kNN algorithm. By choosing a large k,

one risks ignoring small but important patterns, reducing the impact of variance

caused by random error. Thus, some authors suggest setting k equal to the square

root of the number of observations in the training dataset [32].

2.2.2.3 Decision Trees

Classification and regression trees [33] can be used to build both classifications and

regression trees, where each internal node has exactly two outgoing edges, namely

binary trees. The splits are selected using Gini index as a splitting criterion
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and the obtained tree is pruned by cost–complexity pruning. The Gini index is

described in the following equation:

Gini = 1−
n∑

i=1

(pi)
2 (2.15)

where pi is the probability of an object being classified to a particular class.

Binary classification decision trees (CDT) are easier to interpret than other ML

models, as the decision process in the tree is easily apparent and mimics the

rule-based systems used for medical diagnosis. CDTs are ML methods in which

the decision process is both local and global and integrated into the methods

themselves.

The performance of CDTs can be further improved by aggregating models,

namely bagging and boosting [34]. For bagging, given a dataset

D = (x1, y1), ...(xn, yn), sample T sets of n elements from D (with replacement),

obtain D1, D2, ..., DT → T quasi replica training sets, followed by train a

machine on each Di, i = 1, ..., T and obtain a sequence of T outputs

f1(x), ...fT (x). The final classification score is expressed as:

f̄(x) = sign(
T∑
i=1

fi(x)) (2.16)

2.2.2.4 Clustering

Clustering encompasses a group of non-supervised ML methods, whose goal is

to group elements in a dataset so that they are those within each group are

more similar to each other than to those in other ones. Examples of its use in

artefact detection include K-means[35], divisive mode hierarchical clustering [36]

or Gaussian mixture clustering [37]. They can be classified into partition based

(e.g. K-means), distribution based (e.g. Gaussian mixture clustering), hierarchy

based (e.g. divisive mode hierarchical), density based clustering, grid based and

model based clustering [38].
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2.2.3 Performance Metrics

It is very important to select an appropriate performance metric to evaluate a

method’s performance [39]. If a method aims to assign a label to an example, the

task is a classification. On the other hand, if the aim is to predict a continuous

number or series of numbers, the task is a regression. The most recurrent metrics

found in the literature for each [40], are elaborated below .

2.2.3.1 Classification

When evaluating a model, four different outcomes can be obtained in a confusion

matrix: true positive (TP), true negative (TN), false positive (FP) and false

negative (FN). From them, the following scores can be measured:

Accuracy =
TP + TN

TP + FP + TN + FN

Sensitivity =
TP

TP + FN

Specificity =
TN

FP + TN

F1score =
2× TP

2× TP + FP + FN

Accuracy is the amount of correct predictions made over the total. While

it can be useful when the classes are balanced, in cases where a class is present

in a much lower frequency (e.g. of 100 patients 1% has AD), a model with

99% accuracy that does not detect any of them is misleading. Sensitivity is

the proportion of known positives that are predicted correctly, and similarly,

specificity the proportion of known negatives that are predicted correctly. The

issue with these two metrics is that if we have models that assign all examples

to positive or negative, then the sensitivity or specificity will be high without

accounting for the FP or FN, respectively. Alternatively, the F1 score is a more

robust metric that balances both sensitivity and specificity, however it does not

factor in the TN.

Additionally, it is possible to calculate the Area Under the Receiver
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Operating Characteristic (AUROC), the probability that the classifier will rank

a randomly chosen positive example higher than a randomly chosen negative

example, expressed as:

P (score(x+) > score(x−)).

In a multi-class classification, there are two manners of calculating AUROC:

a macro average (calculate it with all the correct classifications and incorrect

classifications across all classes) or micro average (calculate it per pair of classes,

creating N metrics equal to the number of classes).

2.2.3.2 Regression

For this task, the performance metrics indicate how efficiently the artefact has

been removed, or the original artefact-free signal has been reconstructed. One

of the most popular metrics is the root mean squared error (RMSE), which is

defined as;

RMSE =

√√√√ 1

n

n∑
i=1

(xi − yi)2

where x(i) and y(i) are the restored signal and the original artefact-free signals,

respectively, and n is the number of samples. This was chosen over the mean

absolute percentage error (MAPE) due to the fact that the signal has been zero-

centred during the pre-processing, so the number of zero crossings a segment has

is significant, which distorts the MAPE as it takes an undefined value in those

points and they must be removed.

2.2.3.3 Clustering

As the examples used to train a clustering model are not labelled, evaluating

the performance can be a complex task. The silhouette metric [41] is utilised to

evaluate the clusters of a dataset, and is defined as:

Sili =
bi − ai

max(ai, bi)

where ai is the average distance of point i from all other points in its cluster and ai
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is the smallest average distance of i to all points in any other cluster. The metric

is bounded between -1 and 1, where negative values indicate that the point i is in

the wrong cluster, and positive the opposite. In cases where the metric is 0, it is

an indication of an overlap of the clusters. Other metrics include the Dunn index

to evaluate the clustering [42] and the Elbow metric to find the optimal number

of clusters in K-means [43].

2.2.4 Evaluation Strategy

Further to selecting appropriate metrics for the specific classification problems,

adopting an adequate cross-validation strategy is crucial to guarantee the

robustness of the results. Leave-Out cross-validation strategies are widely

employed for evaluating DL models with large sample sizes [44]. By the

employment of Leave Out, the dataset is shuffled and split into 3 partitions.

The training set is composed of the set of data that will be used to train the

model. The validation set is the set of data used to have an unbiased evaluation

of a model trained on the training data while tuning model hyperparameters.

Lastly, a test set is a set of data used to evaluate the hyper-parameter tuned

model unbiasedly. Common partitions include 70-15-15 %, or 80-10-10 % for

training, validation, and testing, respectively. The strategy of 70-15-15 % is used

throughout Chapters 5 and 6, as there is sufficient data to train the models.

2.2.5 Explainability

Machine Learning techniques can make errors in their predictions without

providing information about what exactly causes them to arrive at their

predictions. This limits the usefulness of these models, especially in areas such

as healthcare [45]. In this context, interpretability is when an observer can

understand how a model made a certain prediction, which differs from

explainability, where an additional method is used to understand how the model

works.

There are some models which are globally interpretable, i.e. they possess

meaningful parameters and features from which useful information can be

extracted in order to explain predictions, such as DT. We can obtain the feature
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importance of the DT model via the calculation of the Gini Index (see Eq.

2.15). Despite the benefits of using an interpretable model, the performance of

decision trees can be further improved by aggregating models. However, when

there is an ensemble of a large number of trees, it is no longer possible to

represent the resulting statistical learning procedure using a single tree, and it is

no longer clear which variables are most important to the procedure. Thus,

bagging and boosting improve prediction accuracy at the expense of

interpretability.

Regarding NNs, they require an explainable method in the form of Grad-

CAM heatmaps [46] to understand why the individual example was classified.

The heatmaps are generated by visualising the gradients of the last convolution

layer’s feature maps for a given signal. The visualisations are class-discriminative,

in other words, a feature area is associated with the class with strongest reliance

on that area. Applying the approach to the neuronal signals reveal the intuitive

class discriminative regions that our model have learned.

Another explainable method for ML methods is the Shapely values [47]. The

Shapley values are calculated by observing how changes in the input features

affect the model’s output. In other words, Shapley values are defined as the

average marginal contribution for each input feature to the overall model score.

To summarise, ML can be aided with explainable methods to gain insight

into their decision making, aiding physicians to complement their own. Likewise,

the models benefit from the feedback generated as a result of the researchers’

feedback on erroneous diagnoses, improving their performance.

2.3 Artefact Detection in Invasive Signals

Non-invasively recorded neuronal signals are easier to acquire than their invasive

counterparts regarding experimental setup and the required protocols and ethics

committee approvals [48]. Furthermore, they are more susceptible to artefacts

during the recording process [18]. These two factors of data availability and the

need for solutions have tilted the development of artefact detection and removal

techniques towards them (evidence is presented further down in the thesis in

Figure 4.6 of Section 4.3). Only a few techniques have been developed for invasive
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recordings and a limited number use ML for the task. The following methods are

reviewed in order of spatial resolution of recording: electrocorticography (ECoG)

comes first, LFP second and neuronal spikes last.

Alagapan et al. [49] developed an artefact removal algorithm for ECoG

labelled shape adaptive non-local artefact removal (SANAR). This approach

works by approximating the Euclidean median of kNN of each artefact in a

non-local manner, acquiring a template of the artefact, which then is removed

from the original signal. It was applied to data obtained from a single subject

carrying out a working memory task while being simultaneously stimulated, as

well as a simulated ECoG and direct cortical stimulation, where an antenna

connected to a function generator acts as a virtual dipole, and a saline solution

emulates the conductivity of the grey matter. Artefact residue index was used

to measure performance, which should be close to 0. ICA achieved 0.430 ±
0.015, while SANAR 0.388 ± 0.011, reaching better performance. Nonetheless,

one must consider the extended calculation time as one of the main limitations

of the method.

From another perspective, Tuyisenge et al. [50] developed a model for

detecting bad channels in ECoG recordings of seizure patients undergoing

pre-surgical recordings and stimulation. They extracted the correlation,

variance, deviation, amplitude, gradient, Hurst exponent and Kurtosis from

each channel and fed it to a bagging tree model for classification. They explored

the model’s performance based on the number of subjects used to train it,

which plateaued at 99.7% accuracy with 110 subjects. The wrong channels

consisted of artefacts such as electrode pop, power line noise and intermittent

electrical connection.

Nejedly et al. [51] proposed using CNN with five different frequency bands of

the recordings as inputs to identify between physiological, pathological, noise and

muscle activity and power line noise. Their analysis was made using two large

datasets. They made a general model (trained with one dataset and validated

with the other) and a specific model (retraining the available model with 8% of

the second dataset and validating with the remaining data). The general model

achieved an F1 score of 0.89 in the noise and muscle activity class, while the

specific model achieved 0.98 and 0.97 in power line and noise and muscle activity
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classes, respectively. The overall performance of the specific model was 0.96,

including the physiological and pathological ECoG classes.

For LFPs, no article was found on ML applications on artefact detection

within a signal. However, Li et al. [52] carried out a bad channel detection,

where twelve hand-crafted features were fed to a wide range of ML classifiers,

where the random forest achieved the best performance of 90.02% accuracy in

LFPs recorded from pigeons. Having said this, the research done by Bukhtiyarova

et al. [53] for identifying slow waves in LFP can be extrapolated to identify

segments without artefacts. Slow waves were acquired from 5 young (2-3 months)

male C57Bl/6 mice and manually tagged based on their characteristics, while

everything else was tagged as “noise”. Slow waves and “noise” exclusive segments

were used to train the NN, which consisted of an input layer, a hidden layer of

20 neurons and two output neurons, one for each class. After 3 to 5 iterations

of training, the best performance achieved was 96.1 ± 1.6% accuracy. As a

disadvantage, the tagging process requires an expert to differentiate slow waves

from “noise” to preselect corresponding templates for each recording electrode.

Lastly, regarding neuronal spikes, Klempivr et al. [54] approached artefact

detection using transfer learning with a CNN based on AlexNet. The dataset

was composed of thousands of ten-second extracellular microelectrode

recordings of 58 patients with Parkinson’s disease. Approximately 75% of the

recordings did not contain any artefacts, and the preprocessed dataset consisted

of nearly 100,000 one-second signal segments. Continuous wavelet transform

was applied to generate a time-frequency image, which was the input to the

network. This pipeline attained an accuracy of 88.1% for artefact identification

and 75.3% accuracy for the individual classes of artefact identification.

From another angle, Hosny et al. [55] explored the use of machine learning

to detect artefacts from multi-electrode recordings. Their data consisted of

recordings from 17 Parkinson’s disease who showcased artefacts such as

mechanical motion, electromagnetic interference, baseline drift, irritated neuron

and others. Power spectral density and wavelet packet decomposition was used

to obtain 106 features, which were used to train classifiers such as Gaussian

SVM, decision trees, AdaBoost, Bagging learners, LogitBoost and an LSTM

network with 3785 examples. The best performing model was the LSTM
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network, with an accuracy of 97.49% on the test set.

These articles reveal that obtaining good performance with ML classifiers for

artefact detection is possible. This presents an opportunity for LFPs, where there

little research has been carried out so far, as listed above. Furthermore, a diverse

range of ML and DL models have been used, indicating that the use of the latter

without depending on feature extraction is feasible.

2.4 Artefact Removal

A brief discussion, of the typical computational approaches used for artefact

removal, is provided in the following paragraphs.

Regression: A regression method begins by defining the relationship in

amplitude between a reference channel and a neural signal using transmission

factors, then removing the estimated artefacts from the signal [56]. In a

single-channel approach without a reference channel, this approach is not

possible. Furthermore, a reference channel can be used for a sub-set of artefacts

that are known to affect the recordings beforehand.

Adaptive Filtering: To apply adaptive filtering, a reference channel is given

as one of the inputs to the filter, so the degree of artefactual contamination in

the neural signal is measured by iteratively changing the weights according to

the optimisation method and then removed [57]. As with regression, the lack of

a reference channel invalidates applying this approach. To improve the decoding

accuracy of a force signal, Khorasaniet al. [58] applied a weighted common

average referencing (CAR) algorithm in combination with Kalman filtering in

LFPs.

Template Subtraction: When artefacts have a unique shape, as they come

from a specific source, they can be approximated and subtracted to restore the

neural signal [59]. As a result of the variance of the shapes of the artefacts in

the datasets, as they can be of different unidentified sources, make it impossible

to accurately subtract them without introducing further error. Qian et al. [60]
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proposed a technique for removing stimulation artefacts in LFPs during deep

brain stimulation, based on stimulus artefact template reconstruction and

subtraction.

Inter-Channel Interpolation: When a channel in an array is impacted locally

by an artefact, that segment can be replaced using the average or other methods

that consider the surrounding channels, which isn’t possible in a single channel

approach [61]. Mahmud et al.[62] approached the removal of microstimulation-

induced stimulus artefacts in LFPs via identifying an artefact’s length based on

signal derivative and removing it from the recordings through interpolation.

Decomposition: These methods break down a signal into a series of low

frequency and high frequency components, via filters (wavelet) or maxima and

minima (empirical mode). One major drawback of decomposition methods is

that they cannot remove artefacts completely if the measured signal’s spectral

properties overlap with the artefacts’ spectral properties of the artefacts [63].

Most of the artefacts manifest in the same bands as the physiological signal,

and if more than one is present, they may even overlap with each other.

Blind Source Separation: Blind source separation is a popular method for

removing artefacts in neuronal signals and includes methods such as

Independent Component Analysis (ICA), canonical correlation analysis, and

principal component analysis [18]. It is defined as methods that aim to separate

unknown and independent sources using observed signals, where these sources

appear mixed, and is called blind due to no other supporting information being

used besides the mixtures. However, these methods assume that the number of

artefact sources should at least be equal to the number of channels, limiting the

single channel applications.

From a perspective of restoration of missing values in neuronal signals, there

have been approaches that are and are not based on ML applied to

electroencephalography (EEG) signals. From the first group, Svantessona et al.

[64] trained a CNN trained a CNN to upsample from four or fourteen channels,

or to dynamically recover single missing channels in order to reconstruct a
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21-channel recording. A visual evaluation by board-certified clinical

neurophysiologists was conducted, and the generated data was not

distinguishable from real data. In a similar approach, Saba-Sadiya et al. [65]

employed a convolutional autoencoder, which takes as an input a padded EEG

electrode map during 16ms (8x8x8 tensor) with 1 occluded channel, which is

expected as the output. They compared it to spherical splines, Euclidean

distance and geodesic length methods, outperforming them and showing the

method can restore the missing channel with high fidelity to the original signal.

Lastly, Thi et al. [66] utilised a linear dynamical system (Kalman Filter) to

model multiple electroencephalogram signals to reconstruct the missing values.

This method showed 49%, and 67% improvements over singular value

decomposition and interpolation approaches, respectively.

In the second group, there are published papers such as de Cheveigne and

Arzounian [67], and Chang et al. [68]. In [67] authors have detected EEG and

magnetoencephalography (MEG) artefacts by their low correlation to other

channels and replaced them with the weighted sum of normal channels, a

method called ‘Inpainting’. On the other hand, Chang et al. employed artefact

subspace reconstruction on twenty EEG recordings taken during simulated

driving experiments, in which large-variance components were rejected and

channel data were reconstructed from remaining components improving the

quality of a subsequent ICA decomposition. Sole-Casals et al. [69] evaluated the

performance of four tensor completion algorithms and average interpolation

across trials on missing BCI data (across 6 channels and segments) and

evaluated the reconstruction by the performance of machine-learning-based

motor imagery classifiers.

These approaches rely on the information from other channels of the arrays,

thus they fail when a global artefact is present or if the number of affected channels

is more than the ones not affected.

2.5 Toolboxes for Neuronal Signal Processing

Research groups in the neuroscience community have developed, and shared

toolboxes for analysing neural recordings [70, 71, 72]. Given the wide range of
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neuronal signals, data formats, analysis techniques and purposes, each one has

advocated their efforts into specific elements. Table 2.1 lists the available open

toolboxes and their functions regarding aiding noise detection and removal in

LFP signals. An in-depth analysis of these toolboxes is reported in [73]. Hence,

the description below will be dedicated to elaborate on the reported toolboxes.

Brainstorm [74] is an open-source application dedicated to neuronal data

visualisation and processing, emphasising cortical source estimation techniques

and their integration with anatomical magnetic resonance imaging data. It

offers an intuitive interface and powerful visualisation tools, and its database

structure allows the user to work at a higher level. BSMART [75] is a toolbox

intended for spectral analysis of continuous neural time series data recorded

simultaneously from multiple sensors. It is composed mainly of tools for

auto-regressive model estimation, spectral quantity analysis and network

analysis. All functionality has been integrated into a graphical user interface

environment designed for easy accessibility.

Chronux [76] is an open-source Matlab software project for analysing neural

Table 2.1: Open source toolboxes and artefact detection and removal
functionalities.

Toolbox SADR UNoC SE Up AR DF DV SA SAR FO MF
Brainstorm [74] X ✓ ✓ ✓ ✓ ✓ ✓ ✓ X X ✓
BSMART [75] X ✓ ✓ X X X ✓ ✓ X X ✓
Chronux [76] X ✓ ✓ X X X ✓ ✓ X X X
Elephant [77] X ✓ ✓ ✓ X X ✓ ✓ X X ✓
Fieldtrip [78] X ✓ ✓ X X ✓ ✓ ✓ X X ✓
Klusters,
NeuroScope,
NDManager [79]

X ✓ ✓ X X ✓ ✓ ✓ X ✓ ✓

Neo [80] X ✓ ✓ ✓ X X ✓ X X ✓ ✓
NeuroChaT [81] X ✓ ✓ ✓ X X ✓ ✓ X X ✓
Spycode [82] X ✓ ✓ X X ✓ ✓ ✓ X X ✓
Sigmate [83] X X X X ✓ ✓ ✓ ✓ ✓ ✓ ✓

Legend: SADR - State-of-the-art artefact Detection and Removal, UNoC - Unlimited Number
of Channels, SE - Supported Environment, Up - Updates, AR- Artefact Removal, DF - Digital

Filtering, DV - Data Visualisation, SA - Spectral Analysis, SAR - Stimulation artefact
Removal, FO - File Operations, MF - Multiple Formats
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signals via signal specialised modules for spectral analysis, spike-sorting, local

regression, audio segmentation, and other tasks. Similarly, Elephant [77] is a

Python library for analysing electrophysiological data, such as LFPs or

intracellular voltages. It offers a broad range of functions for analysing

multi-scale data of brain dynamics from experiments and brain simulations,

such as signal-based analysis, spike-based analysis and methods combining both

signal types.

FieldTrip [78] is an open-source software package developed to analyse

electrophysiological data. It supports reading data from many different file

formats. It includes algorithms for data preprocessing, event-related

field/response analysis, parametric and non-parametric spectral analysis,

forward and inverse source modelling, connectivity analysis, classification,

real-time data processing, and statistical inference. Klusters, NeuroScope,

NDManager [79] are a free software suite for neurophysiological data processing

and visualisation. NeuroScope is an advanced viewer for electrophysiological

and behavioural data with limited editing capabilities; Klusters is a graphical

cluster cutting application for manual and semi-automatic spike sorting, and

NDManager is an experimental parameter and data processing manager.

Neo [80] is a tool whose purpose is to handle electrophysiological data in

multiple formats. It was added due to its unique property of being able to read

or write the data from or to various commonly used file formats. NeuroChaT

[81] is a Python open-source toolbox created to standardise open source analysis

tools available for the analysis of neuronal signals recorded in vivo in the freely-

behaving animals.

Spycode [82] is a smart tool for multi-channel data processing which possesses

a vast compendium of algorithms for extracting information both at a single

channel addition to at the whole network level and the capability of autonomously

repeating the same set of computational operations to multiple recording streams,

all without manual intervention.

Outside of Sigmate, the only one that allows for artefact detection is

Brainstorm. It allows for manual inspection and automatic detection of

artefacts, mainly of muscular and movement origin, by filtering the signals in

frequency bands (ocular 1.5 − 15 Hz; for cardiac: 10 − 40 Hz; for muscle noise

32



and some sensor artefacts: 40 − 240 Hz and subject movement, eye movements

and dental work 1 − 7 Hz) and classifying the absolute value of signal with a

standard deviation threshold. However, artefacts can span a large bandwidth,

and studies show that they can overlap with those of the neural signals [84]. For

example, the alpha band (8 − 12 Hz) can have high amplitude oscillations and

be falsely detected as an artefact.

There other toolbox that deals with LFP artefact detection is SigMate

[83, 85, 86], a Matlab-based tool that incorporates standard methods to analyse

spikes and EEG signals and in-house solutions for LFP analysis. The

functionality provided by SigMate include: artefact removal, both fast [87] and

slow [84], angular tuning detection [88], noise characterisation [89], cortical layer

activation order detection and network decoding [90, 91, 92, 93], sorting of

single trial LFPs [94, 95, 96, 97], etc. It deals with slow stimulus artefact

removal through an algorithm that subtracts an estimation of the signal by

averaging the peaks and valleys detected in it, eliminating the offset. In

addition, it allows for visualisation of the spectrogram using a short-time

Fourier transform of the recording to allocate artifactual frequency bands and

allow their filtering, among many other analysis functionalities. Despite its

many options, this toolbox can be improved with new functions to make it more

competitive as it has not been regularly updated, such as allowing an unlimited

number of channels, a supported environment, and state-of-the-art artefact

detection and removal.

2.6 Disease Monitoring in Local Field

Potentials

The spatial resolution of the LFPs allows to have insights into specific brain

structures and the network connectivity. This is crucial for the discovery of

biomarkers, and improving the understanding of disease genesis and progression.

Large amounts of statistical analysis is carried out by researchers, where the

difference between conditions can be exploited by intelligent methods. Examples

of the use of these signals in conjunction with ML to detect neuronal diseases
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include: Parkinson, epilepsy and AD.

Regarding Parkinson’s Disease (PD), Darbin et al. [98] applied ML

classification models for comparisons between healthy parkinsonians with

off-medication and for LFPs obtained from non-human primates rendered

parkinsonian. A range of methods, including bagged CDTs, kNN, logistic

regression, NN, SVM, CDT, and Naive Bayes, were trained with extracted

features such as power of frequency bands of interest, entropy, Higuchi’s fractal

dimension, rescaled range analysis, and Poincaré where the bagged CDTs

achieved the best accuracy of near 90%. Similarly, Bore et al. [99] utilised SVM

and kNN trained with the relative power in each frequency band and the

phase-amplitude coupling to classify between naive and mild PD states in a

nonhuman primate model. Both classifiers obtained a performance nearing 98%

in the primary motor cortex, where high-frequency oscillations were shown to be

the primary marker.

From the perspective of detecting seizures, Toth et al. [100], Park et al. [101]

and Aghagolzadeh et al. [102] applied ML to classification of LFPs. Toth et al.

utilised random kitchen sink trained with the discrete wavelet transform relative

wavelet energy and multiscale entropy as features to achieve 97.3% accuracy

in classifying ictal (i.e. seizure) and interictal states. Park et al. achieved a

performance of 93.8% sensitivity of ictal and 99.8% specificity of interictal by

training a cost-sensitive SVM with features such as the mean, variance, and Fano

factor of the power in each frequency band. Lastly, Aghagolzadeh et al. trained

a CNN with a feature matrix of channels by the power spectrum of 2Hz bands

spanning up to 100 Hz. The model was able to detect four out of five seizures.

Regarding the detection of AD in rodents, Beker et al.[103] applied an SVM

model in classifying LFPs into wild-type or AD model and achieved an accuracy

of 82.6%. The model was fit with different features such as: correlation

coefficients (R2), fit sum squared error, trough frequency, trough amplitude

standard deviation, half-width amplitude, AC maximal power, Gaussian fit

separation, coefficient of variation, inter spike interval, frequency maximum

power, mean signal to noise ratio and amplitude kurtosis. The most

discriminative feature for the LFPs was the R2, as normal neuronal activity is

bimodal, whereas the AD model has a weaker bimodality due to struggles
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between regular state transitions.

These examples show that ML models can be used for classifying LFPs for

disease monitoring. Authors explored a wide range of ML models, showing that

there is no optimal one for this task as the no free lunch theorem suggests [104].

As most authors listed in this section have not exploited the capabilities of DL

methods, as described in the reviews above, this indicates that there is an

opportunity to contribute to the field.

2.7 Discussion and Research Opportunity

The literature analysis has revealed that ML can be used to process the signal

to detect and remove artefacts. While other computational techniques have been

developed for this task, such as the ones mentioned in Section 2.4 [56, 58, 60,

62, 63, 18], most of them can only be applied in multi-channel recordings or

work under the assumption that there is no overlap between the neuronal signal

and it in the spectral domain. From the perspective of restoring missing values,

the techniques are also limited by the expected good quality of the surrounding

channels. This suggests that there is a need for computationally effective channel-

independent artefact detection and removal techniques.

The review of ML applications for the artefact in neuronal signals revealed

that there is a large number of articles that deal with this issue. While the

analysis has been carried out in invasive recordings, it is important to highlight

that over 100 articles were found for non-invasive recordings. The large literature

size can make it daunting to find, analyse, compare and then select either for

application to new data or as a benchmark for a new method.

The community has made increasing efforts to generate open-access

toolboxes, each developed for different purposes. However, there are still many

open challenges in ones that regard the identification and removal of artefacts in

chronically recorded neuronal signals. The ones who do address it mostly rely

on filtering techniques for general purposes, while computational techniques

have not been fully exploited.

On the topic of disease monitoring, the use of ML has proven to achieve

successful results across different neuronal pathologies. However, as shown in
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the literature, there is still room for improvement. Despite the advances in DL

architectures, most of them have not been explored by authors. Furthermore,

while most have manually extracted temporal or spectral domain features, little

analysis has been done in the spatial domain. Further analysis of the biomarkers

can be carried out, as mostly the training individual models for each feature have

been used to understand their impact.

The conclusions drawn from the analysis of the literature on computational

methods for signal processing for disease staging indicate that there are research

opportunities to be explored via ML. With this in mind, the efforts of this

thesis are focused on presenting new solutions and making them available to the

community via open-access tools.
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Chapter 3

Data Acquisition and Processing

3.1 Introduction

This Chapter presents the description of the collected data utilised during this

thesis, including the subject’s description, the area of the brain the LFPs were

recorded from, the processing done to them and the context in which they were

acquired. Subsequently, the processing done to them in order to extract the

individual examples of the ML models are given, including how the signal is

partitioned, and labelled and finally, the description of the extracted features

from each example.

3.2 Datasets

Four different datasets are used throughout the thesis, three for artefact detection

and removal, and one for AD detection at an early stage. A summary of the four

datasets is shown in Table 3.1. For the first task, the recording devices, sampling

frequency, area of acquisition, and the purpose of each dataset differ, but all

of them were recorded in rodents under laboratory conditions.These differences

help validate the method’s performance achieved on the private dataset with the

various conditions of the open-access ones.
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Table 3.1: Characteristics of the datasets utilised in the thesis

Dataset Type Purpose Subjects Ch Cl SF EpC
1 Private Stimulation 1 16 2 1,017 kHz 147296
2 Open Ketamine 4 4 2 2 KHz 137844
3 Open Sleep 1 1 2 250 Hz 1548
4 Private AD 30 24 3 500 Hz 6776

Legend:Ch- Channels, Cl- Classes, SF- Sampling Frequency, EpC - Examples per Class, AD-
Alzheimer’s Disease

3.2.1 Dataset #1 - Private Artefact Dataset

This dataset was obtained via the collaboration of Nottingham Trent University

via Dr. Mahmud with Dr. Michela Chiappalone, researcher of the Instituto

Italiano di Tecnologia located in Genova, Italy. The collaboration consisted of

their part to provide data as well as support the project, and from our part the

development of a decision support system for neural signals that would allow for

a quicker analysis of the recorded neural signals which will be appropriate for a

number of applications in research as well as in clinic.

Five adult, male Long Evans rats weighing 350–400 g at 4 months old were

used for LFP signal acquisition. The experiments were performed at the

University of Kansas Medical Center, and their Institutional Animal Care and

Use Committee approved the protocols for animal use. This approval adheres to

the Guide for the Care and Use of Laboratory Animals (National Research

Council (US). Committee for the Update of the Guide for the Care and Use of

Laboratory Animals., Institute for Laboratory Animal Research (US), and

National Academies Press (US), 2011). The detailed procedures were described

in [105].

The rats were induced with gaseous Isoflurane prior to surgery within a

sealed vaporiser chamber. Anaesthetisation followed with injections of

Ketamine (80-100 mg/kg IP) and Xylazine (5-10 mg/kg). Maintenance boluses

of Ketamine (10-100 mg/kg/h ip or im) were repeatedly injected as needed

throughout the procedure. Either Lidocaine/Prilocaine cream or Bupivacaine

were applied to the scalp prior to making a skin incision spanning rostrocaudal

between 6 mm rostral to bregma and 5 mm distal to the atlantooccipital

junction. A craniectomy was performed to expose the primary motor (Caudal
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Forelimb Area: CFA) and premotor (Rostral Forelimb Area: RFA) cortical

areas. Electrophysiological procedures were facilitated by the removal of the

dura and the application of sterile silicone oil to the cortex.

A four-shank, sixteen-contact site electrode

(A4x4-3mm-100-125-177-CM16LP, NeuroNexus) was chronically implanted into

the RFA (premotor cortex) at a maximum depth of 1600 µm. A second

four-shank, sixteen-contact electrode (A4x4-3mm-100-125-177-CM16LP,

NeuroNexus) was chronically implanted into S1 (forelimb area) and used for

stimulation through a single contact. All groups were recorded daily for 21

days. Each animal could move freely inside a self-made plastic cage for the

entire duration of each experimental session but was not required to perform

any sensorimotor tasks. The daily recording consisted of 80-minute periods of

stimulation flanked by a 30-minute period (before stimulation) and a 30-minute

period (after stimulation) of no stimulation for a cumulative 2 hours and 20

minutes of recorded data per day. For this research, a subset of the data has

been used, which comprises only the baseline period of recording before

stimulation, from a single animal for 10 days. The neural recordings were

downsampled to 1,017.3 Hz and low-pass filtered (with cutoff frequencies of

0-500 Hz and without removing the 60 Hz noise) in order to obtain LFPs from

them.

3.2.2 Dataset #2 - Open access Artefact Dataset

A publicly available dataset [106] was selected to further test the methods in a

reproducible manner, as researchers can access the data and duplicate the results.

Thorough details of the recording and experiment are explained in the article

linked to the dataset [107]. Male Long Evans rats (Charles River, Frederick, MD,

USA) weighing from 280 to 300 g were trained to walk on a circular treadmill.

The recorded LFP were sampled at 2 kHz, and after low-pass filtering, they were

amplified times a thousand and band-pass filtered (0.7–150 Hz).

For the purpose of our analysis, only the baseline recordings (prior to

Ketamine injection) were used. Baseline recordings were composed of at least

two five-minute counter-clockwise walking cycles on a slow-moving treadmill
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and two 40-second rest periods without artefacts. Visual evaluation and

videotaped motor activity were used to classify artefact-free periods of 100

seconds in treadmill-on epochs and 40 to 100 second periods in treadmill-off

epochs.

Only a subset of rodents with no visible discontinuities in the LFP signal,

i.e., significant interruptions in the recording, were employed. They are detailed

in Table 3.2. After contacting the researchers who acquired the data, they

responded that the poor quality can be attributed to construction processes

above the laboratory (such as turning on equipment, etc) and that the electrical

noise was also worse on more humid days.

3.2.3 Dataset #3 - Open access Artefact Dataset

A second open-source dataset [108] was selected based on the amplitude of the

artefacts, which were ranging between 0.15% and 13.48% of the recordings, as

highlighted by the authors of related works. The open-access dataset is

composed of uninterrupted baseline recording days for sleep research, where

LFPs were recorded from 9 male Sprague-Dawley rats (3–4 months old). The

dataset contains LFP that was acquired at the prefrontal and cortex parietal

cortex, sampled at 250 Hz. Recordings were cut into 4-second long epochs and

labelled depending on the state of the animal (awake, rapid eye movement, or

Table 3.2: Second dataset’s guide to determine best channels and epochs to use
of baseline walk and rest recordings in the medial prefrontal cortex (mPFC) and
the mediodorsal (MD) thalamus, as mentioned in the file named “Coherence
Phase Plot Guide”. The first column is the rat identification, columns 2 and 3
are the selected two best channels of the mPFC recordings and 4 and 5 of the
MD recordings. Finally, column 6 shows the range of artefact-free epochs during
walking and column 7 during resting, respectively

Rat
mPFC
chan1

mPFC
chan2

MD
chan1

MD
chan2

walk
epoch

rest
epoch

KF9 5 6 3 7 960-1160 3780-3820
KF10 3 4 3 8 670-860 1260-1390
KF14 2 6 5 7 740-940 3350-3550
KF15 3 4 5 7 450-640 1600-1700
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Table 3.3: Third dataset’s total time of awake segment per rodent part 1.

rodent recording ID segment (s) total (s)

AsiagoBleu

180626 3508

9500
180627 1776
180628 1728
180629 2488

bobmarley

102819 4236

18196
102919 4776
103119 4228
110319 3012
110419 1944

cheaptrick
110619 2480

17240110719 11608
111319 3152

EZBrie

180707 4320

19064
180708 4320
180709 3228
180710 7196

FetaMozz
180628 7124

17340180629 6860
180630 3356

non-rapid eye movement sleep).

It is worth noting that the dataset has intra-subject variability, as these

recordings range from 3 to 8 consecutive days out of 40 that are not shared.

Furthermore, there are differences between states such as high-frequency

components which may distort the detection and removal of artefacts.

Therefore, in order to reduce the variability, the longest awake period of each

day was extracted (see Table 3.3 and Table 3.4) and chose the rodent with the

longest consistent awake recordings (i.e., rodent ‘MuensterMonty’). The final

dataset is composed of the recordings of one rodent during the awake state

across five recording sessions for a total of 26956 seconds.
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Table 3.4: Third dataset’s total time of awake segment per rodent part 2.

rodent recording ID segment (s) total (s)

Manchego

180620 4456

16156
180621 5396
180622 2188
180623 4116

MuensterMonty

180720 3408

26956
180721 7648
180723 5024
180726 3380
180727 7496

NachoGouda

180705 2656

9140
180706 2496
180707 2136
180708 1852

neilyoung

111719 2840

26516

111819 3320
111919 3272
112119 3284
112219 4148
112619 4040
112819 3200
112919 2412

3.2.4 Dataset #4 - Private Alzheimer’s Disease Dataset

This dataset was obtained via the collaboration of Nottingham Trent University

via Dr. Mahmud with Dr. Cristina Fassolato, researcher of the University of

Padova located in Padova, Italy. The partnership consisted of their side

providing data and collaborating on the study, and our part exploring the

differences between control and animal models using ML [10], in order to exploit

further the data they’ve gathered.

Sets of ten three-month-old female healthy C57BL/6J (WT), single

transgenic PS2.30H (ST) and double transgenic B6.152H (DT) mice were used.

All of the animals were kept in a specific pathogen-free animal facility with a

12-hour duration of light and dark cycles, and unrestricted access to food and

water. All experimental procedures were performed according to the European
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Committee guidelines (decree 2010/63/CEE)and the Animal Welfare Act (7

USC 2131), in compliance with the ARRIVE guidelines, and were approved by

the Animal Care Committee of the University of Padua and the Italian Ministry

of Health (authorisation decree 522/2018-PR). For more details, the reader is

referred to the published experimental analysis [10, 109].

The mice were sedated with an intraperitoneal injection of urethane dissolved

in 0.9 percent NaCl and a combination of Xylazine/Tiletamine-Zolazepam mixed

in phosphate buffer. The spontaneous LFP activity was recorded using a linear

32-electrode silicon probe coupled to the acquisition equipment through a 32-

channel head stage and an SPI connection. In order to allow the first 24 channels

of the probe to record from the deepest layer of the dentate gyrus up to the

cortical layers, the probe was introduced into the posterior parietal cortex and

lowered to 2.3 mm.

Through the open graphic user interface software included with the

Open-Ephys acquisition equipment, the LFPs were visualised, captured, and

digitalised at 10 kHz. Other physiological signals were captured at the same

time as the LFPs to evaluate the animal’s health status. ECG recordings were

10× amplified and filtered between 1 and 100 Hz using a DAM 50 Amplifier to

monitor the heartbeat. Positive and negative electrocardiogram derivations

were placed subcutaneously into the forelimbs. The piezoelectric properties of

the temperature probe converted respiration-induced chest wall motions into

voltage variations. A DP-301 amplifier was used to amplify the respiration

signal 100X and band-pass it between 0.1 and 100 Hz. Physiological signals

were digitalised at 10 kHz using a PCI-6071E I/O card in the differential mode

in conjunction with a BNC-2090 terminal block and recorded using a

custom-written LabView script. After obtaining a stable level of anaesthesia,

spontaneous brain activity was recorded for 30–40 minutes.

The raw signal files are converted to Matlab files from Open-Ephys format

and subsequently, the 50 Hz line noise is removed by applying a Gaussian filter.

The first 24 channels’ signals were filtered using the built-in non-causal zero-phase

distortion filtering algorithm, which in order to avoid phase distortion, the data is

processed in both forward and reverse directions using coefficients from the built-

in Butterworth transfer function. Using a median estimation approach, baseline
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drift was eliminated from all signals (LFP, ECG, and respiration). Afterwards,

the recordings were low-pass filtered (filter order: 5; cut-off frequency: 190 Hz for

LFP, 25 Hz for ECG, and 10 Hz for respiration) and down-sampled to 500 Hz,

50 Hz and 20 Hz, respectively.

3.3 Processing

In this Section, the different post-processing done to the signals are described,

including the labelling of the signals, segmentation of the signal into smaller

segments and the features extracted from them.

3.3.1 Labelling

For Dataset #1, the LFPs were manually annotated to obtain ground truth about

the artefacts. The annotation process consisted of taking segments composed of

100 data points (referred to as bins) and labelling them as 0 (non-artefact) or

1 (artefact) if the total power of the bin exceeds a predefined power threshold

which is defined as the mean power of the non-artefacts signal. The annotation

was carried out by researchers who collected the data, and validated the labelling

via visual inspection, making use of their expertise. The annotating process

didn’t aim to identify individual sources of the artefact which can be related to

movement, chewing or other different sources.

This concept was utilised to label Dataset #2 & Dataset #3. For the former,

the rest periods without artefacts were used to extract the power threshold for

each channel, for each defined window size. For the latter, visual confirmation of

the lack of artefact was used to define a portion of the signal in order to extract

the threshold.

For Dataset #4, three steps were used to identify stable LFP windows using

respiratory and ECG data. In the first step, by calculating the respiration and

heartbeat rates and using specific upper and lower bounds, anomalous patterns

were identified. By taking the median of the individual rates and

adding/subtracting heuristically-selected rate constants, whose respective values

were 0.5 and 2 for respiration and heartbeats, the boundary values were
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Figure 3.1: One-second segments of local field potential, electrocardiogram and
respiration signals in a normal state (A) and stressed state (B) from Dataset #4.

obtained. As a result, a segment of LFP was labelled as normal where both

signals were steady and stressed when either one was not stable. Figure 3.1

showcases the behaviour of the three signals under normal (A) and stress (B)

cases, where in the latter, there are some fast oscillations in the LFP, irregular

heartbeats in the electrocardiogram, and abnormal cycles in the respiration

recording. From the longest segment without stress, non-overlapping one-second

windows across all channels were extracted from each rodent. The same

principle was applied to extract stressed portions of the LFPs. A secondary

label indicating the rodent type (i.e., WT/ST/DT) was also assigned to each

segment.

Subsequently, all data was normalised in the range of [−1, 1] in order to have

a standardised input to the neural networks.

3.3.2 Signal Segmentation

Once the signals are labelled, the following action is to divide the long

recordings into shorter segments in order to facilitate the posterior feature

extraction and training of the models. The sliding windows approach is used, a
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popular method utilised for streams of data, where these are divided into

sub-segments time windows of equal duration. The algorithm takes two inputs,

the length of the window (N) and the overlap between them (O). As these

parameters are often arbitrary, the role of N was explored in the detection and

removal of artefacts, while O is set to 0 as there is sufficient data.

3.3.3 Feature Extraction

Deep learning models have the property of being able to learn non-linear patterns

from data, and due to this, several classifiers were trained with the segments of

the raw signal. This means that for the task of artefact detection and removal,

the architecture takes the principal role in extracting relevant features from the

data.

In regards to the disease staging, different features were extracted across the

different domains. The temporal models used the raw signals as input. From the

spatial domain, different metrics were used to evaluate the similarities between

two given channels. First, a correlation matrix was built based on the Pearson

correlation of a channel x and y, given the equation:

r =

∑n
i=1(xi − x̄)(yi − ȳ)√∑n
i=1(xi − x̄)2(yi − ȳ)2

(3.1)

where i = 1, ..., 500. For comparison, a dynamic time warping (DTW) algorithm

was used [110].

In addition, spatial maps based on the mutual information (MI) [111] of any

two channels x, and y were extracted using the following equation:

MI(x; y) =
n∑

i=1

n∑
j=1

p(x(i), y(j)) · log
(

p(x(i), y(j))

p(x(i)) · p(y(j))

)
(3.2)

where i, j = 1, ..., 500.

Examples of the three extracted spatial features of a WT example are shown

in Figure 3.2. In total, three spatial features were extracted from every example,

each being a correlation map of the 24 channels based on Pearson correlation,

DTW, and MI.
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Figure 3.2: Spatial feature maps: correlation (A), dynamic time warping (B) and
mutual information (C), across the brain areas: dentate gyrus (DG), first region
in the hippocampal circuit (CA1), cortex layers 4 to 6 (L4/6), and cortex layers
2 to 3 (L2/3)).

From the spectral domain, the spectral bands were defined as slow oscillations

(0.1-1.7 Hz), delta (1.7-4.7), theta (4.7-10), beta (10-25 Hz), low gamma (25-45

Hz), high gamma (45-90 Hz) and fast oscillations (90-125 Hz). First, the signals

across the channels were averaged in the selected areas (1-24 all, 1-7 dentate

gyrus (DG), 8-13 CA1, 14-19 cortex layers 4 to 6 (L4/6), 20-24 cortex layers 2 to

3 (L2/3)). Subsequently, the absolute and relative power of all the bands were

extracted, and the ratio of the power of slow oscillation to delta bands and the

ratio of the power of the bands from 0.1-4.7 Hz to 4.7-125 Hz were also used.

3.4 Conclusion

This section has presented the four datasets utilised in the research. They were

described, including the number of subjects, their phenotype and age, the

experiment setting, the recording devices, the duration of the recording, the

sampling frequencies of the recorded signals and the filtering applied to them.

Despite their different experimental settings and sources, they all present

artefacts or stress segments in varying proportions, indicating the need for the
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developed algorithms in this work. Subsequently, the signal segmentation

techniques to break the LFPs into smaller segments were elaborated upon, and

how each sub-segment was labelled to its corresponding class. Lastly, the

diverse range of hand-crafted features extracted from the fourth dataset across

temporal, spatial and spectral domains were described. The results gathered

from these datasets with methods developed to contribute to the neuroscience

domain are described in the following chapters.
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Chapter 4

Performance Benchmarking Tool

4.1 Introduction

A common characteristic of neuronal signals is their vulnerability to artefacts,

which can be of internal or external origin, as previously described in Chapter 1.

The undesired effects of its presence range from causing a BCI device to operate

erroneously, misdiagnosis of diseases or brain conditions (as in the diagnosis of

schizophrenia, sleep disorders, and AD [112]) or producing false alarms (as in

generating false alarms for brain seizures [113]). A collection of applications that

benefit from artefact removal, such as the aforementioned ones, are presented in

Figure 4.1.

Given the consequences of artefacts on acquired neuronal signals, many

scientists have been interested in developing methods of detecting and removing

them [17]. There has been a rise in recent years of new approaches based on ML

techniques [114], as there are benefits of employing them over other

computational methods.

Selecting the best method which suits the researcher’s experiments, can be

challenging for experimenters who don’t need to know the technical details of

the artefact detection and removal process to select an appropriate method for

their acquired signals [115, 1]. In the literature, meta-studies of artefact detection

and removal methods are compiled in Table 4.1. It is shown that not all reviews

describe the various artefacts and that all of them focus exclusively on EEG and
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Figure 4.1: Overview of the application areas that benefit from the removal of
artefacts.

not other neuronal signals. Furthermore, only four of them mention ML-based

methods, with only a small subset of the available literature compared. Overall,

there is a lack of a holistic overview of the artefact detection and removal across

all neuronal signals from an ML perspective.

To address these challenges and facilitate access to appropriate ML and

data-driven artefact detection and removal methods, ABOT (Artefact removal

Benchmarking Online Tool) was developed. The literature was surveyed as

resources for the tool to create an up-to-date dataset and define key features for

users to compare.

The remainder of the Chapter is divided into five sections, where Section 4.2

describes the online benchmarking tool from the software development

perspective. Subsequently, Section 4.3 covers the creation of the bibliographic

dataset. Lastly, Section 4.4 discusses challenges and future perspectives within

the field and Section 4.5 makes concluding remarks.
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Table 4.1: Comparison of available reviews on methods applied to artefact
removal, sorted by year of publication. The table is modified from [1]

Author Year AD Neuronal Signals ML LC #MLA
Sweeney et al. [116] 2012 ✓ EEG X ✓ 0
Khatwani et al. [117] 2013 X EEG X X 0
Barua et al. [118] 2014 ✓ EEG ✓ ✓ 34

Rahman et al. [119] 2015 ✓ EEG ✓ X 1
Urigüen et al. [120] 2015 ✓ EEG X X 0
Tandle et al. [121] 2015 ✓ EEG X X 0
Islam et al. [122] 2016 X EEG ✓ ✓ 12
Jung et al. [123] 2016 ✓ EEG X X 0
Lai et al. [124] 2018 X EEG X X 0

Manaan et al. [125] 2018 ✓ EEG X ✓ 0
Jiang et al. [17] 2019 ✓ EEG X X 0

Sadiya et al. [126] 2021 X EEG ✓ ✓ 13

Fabietti et al. [127] 2022 ✓
MEG, EEG,
ECoG, LFP,
Spikes

✓ ✓ 127

Artefact Description (AD), Machine Learning methods (ML), Literature Comparison (LC),
Number of Machine Learning Articles Compared (#MLA).

4.2 Modules and Description

The online tool available from https://nachodev.shinyapps.io/ABOT/ has

been developed using the R language. It is dependent on the packages “Shiny”

[128], which facilitates the construction of interactive web apps, “DT” which

provides an interface to the JavaScript library DataTables, “shinyjs” for

performing common useful JavaScript operations in Shiny, “shinyWidgets” to

control the appearance,“shinyalert” for error messages, “readxl” to import the

tables, “dplyr” to filter them, “ggplot” and “plotly” to generate the graphs. A

user-friendly three-tab layout constitutes the app with a simplistic theme. A

functional block diagram is displayed in Figure 4.2. The relationships between

the displays and user inputs in the GUI, the functions in the business logic

layer, and the files in the back end are related. Upon opening the tool, a pop-up

message is displayed, introducing the app and how to operate it.

A screenshot of the main page of the online tool is shown in Figure 4.3. The
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Figure 4.2: Functional block diagram of ABOT, where the relationships between
elements of the graphical user interface, the business logic and the back-end are
displayed.

user can input the metrics of their approach in the side panel (training examples,

features extracted, hyperparameters, select which performance metric they have

used and its value) to compare their results to the literature. In addition, they can

send suggestions of literature to add or comments about the tool, such as features

they wish to see implemented via an online form. The first tab, “Comparison

Plots”, has four plots, each displaying the violin plot and the scatter points of each

metric from the collected dataset. Below them, options are available to filter the

plots based on the signal, method or artefact type, year of publication, the number

of examples, features extracted, hyperparameters and normalised performance.

Multiple filters can be used simultaneously, and if the search yields no result, an

alert appears to notify the user. In addition, the app takes the inputs of the side

panel and displays the value as a white triangle to differentiate it clearly from
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Figure 4.3: Screenshot of the main page of ABOT, where input values and display
filters have been applied to showcase the functionality.

the other values. By hovering over a point, the collected information (reference,

year, signal, etc.) specific to it is displayed, allowing easier identification for the

posterior use of the other tabs.

The second tab, “Comparison Table”, contains the table with the

methodologies found across the literature and their previously reported details,

the original performance metric reported, and the normalisation used. The user

can select how many entries are shown, filter through each detail, define

intervals in numeric details, or use keywords to search for specific ones. The last

tab, “References Table”, contains the list of Digital Object Identifiers (DOI)

and the complete references, which can be sorted by author or keywords as well.

The second and third tabs are depicted in Figure 4.4 A and B, respectively.

The collected data and the tool’s code are made publicly available at
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Figure 4.4: Second and third tab of ABOT, showing (A) the comparison table
and (B) references table.
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Figure 4.5: Publication trend in artefact removal from neuronal signals. The
results were obtained by searching scientific databases with the term “artefact
removal”.

https://doi.org/10.5281/zenodo.5789913 to foster reproducibility by

making it F.A.I.R. (Findable, Accessible, Interoperable and Reusable) [129].

This allows users to find relevant, multiple research models or customise one to

their needs. In the next section, the creation of the tool’s dataset from articles

with ML methods for artefact removal and detection is presented.

4.3 Bibliographic Dataset Creation

To survey the literature, three databases were searched: the ISI Web of

Knowledge database of the Clarivate Analytics1, the IEEEXplore2 and the

Scopus database of the Elsevier3. The article title, abstract and author

keywords fields of these three databases were searched using search phrases

1ISI Web of Knowledge: https://apps.webofknowledge.com/
2IEEEXplore: https://ieeexplore.ieee.org/
3Scopus: https://scopus.com/
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type in the extended dataset.
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composed of “artefact removal” in conjunction with “EEG”, “MEG”, “ECoG”,

“LFP” and “spikes”. The obtained results from three databases formed three

datasets and were saved in separate comma-separated values (CSV) files. The

datasets were compared and pruned by removing duplicate and irrelevant

entries returned by the search results. The pruned and combined final dataset

contained 1084 publications whose yearly publication frequency has been

reported in Figure 4.5.

Out of the shortlisted 1084 papers, manual scrutiny revealed that only 95 of

them applied ML-based techniques in artefact detection and removal. To have

the most up-to-date review, the aforementioned literature search is complemented

with Google Scholar, reaching a total of 127 articles that apply machine learning

to artefact detection and removal from neuronal signals.

The distribution of the type of signal, artefact type and method type in the

extended dataset are presented in Figure 4.6. For each distribution, articles that

dealt with more than one type had each of them counted separately. For example,

an approach for EEG that deals with EOG and EMG using a single support vector

machine (SVM) model equals values of: 1 EEG, 1 EOG, 1 EMG and 1 SVM.

There is a significant difference in the number of approaches published for

EEG (84%), which is followed by MEG at 6% and the invasive recordings between

4 to 2%. This difference can be attributed to the accessibility of non-invasive

recording methods, and the number of open-access datasets [130]. Regarding the

type of artefact, EOG and EMG represent 71% of all approaches. The former

has high amplitude and disturbs mainly the recordings’ anterior scalp regions.

In contrast, the latter has a large frequency span and the activity of the head,

face and neck muscles are conducted through the entire scalp, so detecting and

removing them is vital. The remaining 29 % is divided between ECG, power line,

noise and others. The “noise” category was assigned to those which didn’t address

the origin of the artefacts and referred to them as such, while “other” included

ones such as electrode pop, ballistocardiogram or electromagnetic interference.

The most popular method has been neural networks (NNs) (44%), which are

composed of multiple layers of neurons for processing non-linear information and

were inspired by how the human brain works. They are known to achieve good

performances across domains but require large amounts of information. They are
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Figure 4.7: Frequency of artefacts in regards to the machine learning methods.

followed by support vector machines (27%) and any form of clustering (13%),

while the least applied are linear discriminant analysis (LDA) (5%), k-nearest

neighbours (kNN) (2%) and other techniques (9%), which includes approaches

such as swarm algorithms or sparse representation.

Figure 4.7 shows the relationship between artefact type and ML method used

to identify or remove it. Both EMG and EOG follow SVM, NNs, clustering, and

kNN, while ECG, noise, movement, power line and other artefacts are addressed

mostly by NNs instead of SVM.
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Table 4.2: Examples of hyperparameters of machine learning methods.

Method Hyperparameters

Neural network

Learning rate Activation function

Momentum Regularisation

Weight decay Dropout

Epochs Weight initiation

Batch size Loss function

Number of layers Output function

Neurons per layer Number of classes [131]

Convolutional neural network

(Spatial Feature Learning)

Learning rate Activation function

Momentum Regularisation

Weight decay Dropout

Epochs Weight initiation

Batch size Loss function

Number of layers Output function

Neurons per layer Number of classes

Patch size Number of filters

Convolutional layers Pooling layers

Fully connected layers Filter size [132]

Support vector machine
Kernel Gamma

Cost Degree [133]

k-nearest neighbour Distance function k

k-means clustering Distance function N clusters

Linear discriminant analysis Solver [134]

Our survey results show that there is no standard performance metric used

in research papers to consider the effectiveness of artefact detection removal

algorithms, constituting a challenge to compare the different results obtained by

authors. To address this issue, Valipour et al. [135] have compiled the different

metrics frequently used in research papers to consider the effectiveness of EOG

removal algorithms. In addition, Islam et al. [122] stated the necessity for using

a unique standard evaluation method composed of quantitative and qualitative
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metrics.

While developing a metric or scale suitable for all the different applications

may not be feasible, to compare them, observing four key characteristics of ML

models are proposed: the amount of training examples, the amount of extracted

features, the model’s hyperparameters and the model’s performance. Machine

learning models require information to make predictions accurately. However,

the amount varies depending on each one [136], neural networks in particular are

known as data-hungry algorithms due to the amount they need to be trained [137].

Out of two models of equal or similar performance, the one which needs fewer

data should be favoured. The second characteristic is the number of handcrafted

features extracted. Extracting handcrafted features require expertise and directly

correlated to the amount of information fed to a model. Thus, between two models

of comparable performance, the one that requires less information should be

preferred. The third characteristic is the algorithm’s number of hyperparameters,

where examples of ML algorithms and their hyperparameters are listed in Table

4.2. This was chosen to reward algorithms that are less complex to train; for

example, a feed-forward NN has fourteen hyperparameters, whereas the kNN has

two. The last characteristic is a normalised performance score, as described in

the following expression:

normalised performance =


metric, if best performance of metric = 1

1
1+metric

, if best performance of metric = 0(
1− 1

1+metric

)
, if best performance of metric = ∞

(4.1)

Here, the first case applies to metrics such as accuracy, the area under the

receiver operating characteristic (ROC), F1-score, sensitivity, specificity, expert

agreement, R2; the second one to mean squared error (MSE), root mean

squared error (RMSE), artefact residue; and the third one to signal-to-noise

ratio, contrast-to-noise ratio and others. Due to the lack of a standard metric

for evaluating artefact detection and removal, Equation 4.1 was devised to aid

the visual selection of methods, as the normalised performance scales all metrics

between 0 and 1. This information is meant to be utilised in conjunction with
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the rest of the information provided in the tool via hoovering or via the

description table, not as an absolute comparison criterion on the method’s

performance. This proposed scale is the first step to closing a major gap in the

field, and its limitations are discussed in Section 4.4.

These four characteristics were chosen because they are the most consistently

reported elements that can be used to compare the algorithms. In contrast, time

complexity, memory complexity, parallelizability, portability and interpretability

were inconsistently reported. The selected characteristics were extracted from all

the collected articles, and their distributions are displayed in Figure 4.8. Overall,

the majority have used less than 65,000 training examples, which is expected for

machine learning models. Regarding the features extracted, most of them are

under 20, with the presence of some outliers. The distribution is right-skewed

as neural networks don’t depend on them to achieve good performance and are

the most utilised technique (see Figure 4.6). The hyperparameters take discrete

values, generating a gap in the distribution where there are no methods with

that particular amount. The upper half is the neural network approaches, which

present 44% of the total approaches, and the lower half is the remaining methods.

Lastly, the normalised performance concentrates above 0.7 since research is sought

to be published after achieving a successful performance level. Values lower than

that are due to the normalisation function, where removal techniques that haven’t

achieved low MSE are significantly penalised.

4.4 Discussion

The toolbox allows filtering the data to find approaches that match the

application of interest and compare them. However, if the user does not filter

the data, is it a valid comparison between different types of signals, types of

subjects and types of artefacts? For example, a method for removing muscle

artefacts from human EEG recordings may not be very useful when developing

or searching for methods for removing stimulation artefacts in a rodent’s

patch-clamp data. The difference between the different neuronal signals across

subjects is significant enough to expect deviations when adapting from one to

another. In addition, preprocessing such as filtering and feature extraction may
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also need to be adapted to obtain a working model. Regarding adopting a

model of one type of artefact to another, some authors have applied the same

model to different artefacts and achieved similar performances ([138, 139, 140]).

A limitation of the tool is that while classification and regression have

defined metrics we can compare via the normalised performance, clustering

approaches do not. The results of clustering artefacts have been presented

without a metric [141], as signal-to-noise ratio [142] or contrast-to-noise ratio

[36] of removed independent components, or as the improvement of the signal’s

classification [143]. This adds a layer of complexity in the comparison of

unsupervised methods with supervised ones, adding a layer of complexity to the

benchmarking. Furthermore, the approaches that address multiple types with a

single model do so at a performance similar to those with the same model that

only deals with one type. Overall, the comparison outside the application must

be made diligently, knowing that it does not mean that the performances will be

maintained. Still, it can help orient those looking for which method to apply by

discarding those that don’t perform well. The normalised scale may also

miss-represent results; for example, a high classification accuracy will be

mapped to a value near 1; however, one must achieve an extremely low RMSE

to achieve the same results. Nonetheless, it provides an approximation of the

performance of the approach, which can be evaluated further on the table with

the same metrics if desired. To the best of our knowledge, no other attempts to

solve this issue have been made before so that it can be used as a starting point.

Out of the many challenges the field currently poses, replicability is the main

one. Most studies have used private datasets and outside the few hosted in

Physionet [144] or BCI competitions [145], the data has been removed from

their respective websites. A limitation of this work is that despite the key

characteristics of the approaches have been listed, details such as preprocessing

steps or the layers of the neural networks are not listed. That information can

be behind paywalls, leading to the inability to reproduce and compare results

among studies. A second shortcoming is that the listed characteristics may not

be sufficient for some researchers to decide; for example, the processing time is

crucial information for selecting algorithms when looking for online

implementations. However, the selected characteristics were mainly present
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throughout the surveyed literature, whereas others, such as the normalisation

procedures, hyperparameter values, and hardware utilised for training and

computational time, were very inconsistent. Lastly, the toolbox focuses on

machine learning solutions, excluding the wide range of artefact removal

methods listed in Section 2.4. While this limits the tool’s utility for those

looking for the “best approach across the board”, it is hoped that it will be

useful for those looking at data-driven solutions or those with academic

purposes such as method development or comparisons of machine learning

methods.

Moving forward, automatic removal has a significant role to play in

neuroscience. Craik et al. [23] review of deep learning for electroencephalogram

classification tasks indicates that 63% of the studies did not methodically

remove the artefact. Moreover, 29% removed them manually, and only 8% of

studies used automatic methods, which mainly relied on ICA-based algorithms.

In addition, Roy et al. [24] deep learning-based electroencephalography analysis

review showcases in their survey that 47% did not remove artefacts, 30% did

not mention if it was applied at all and only 23% removed artefacts. Thus,

there is an excellent opportunity to apply the methods listed in the tool in

classification and other tasks. As previously indicated in Figure 4.5, there is a

consistent growth in the number of articles published every year that mention

artefact removal. Filtering them, extracting the key characteristics and

incorporating them into the tool takes time, another limitation of the proposed

work. However, it is hoped that users will help us with its improvement via the

suggestion email option by drawing our attention to where updates are needed.

Hopefully, this will mean that the tool will remain valuable and necessary.

As online processing is taking more relevance, computationally and

energy-efficient methods are desired. The trend shows that machine learning

will most likely be the future direction in the field, given that those approaches

suit the requirements mentioned above. This means that the next step focuses

on developing more interpretable models, especially those that include neural

networks, providing insight into how variables interact and how the model

operates. Parallel to them, explainable techniques such as Grad-CAM[46],

Shapley values [47] and Local Interpretable Model-Agnostic Explanations
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(LIME) [146] should also be developed for black-box models. By understanding

the models and their outputs, the users’ confidence in them will improve, and

their feedback can help improve the models’ performance. There is a big

opportunity to explore this in the field, as across the literature we find few

examples of explainability: for ECoG, we find a binarised artefacts probability

matrix[147], for EEG, Grad-CAM was applied to the signal [148] and a

topographic map of the scalp[149], and for MEG we find Grad-CAM

applications in the signal[150] and scalp topography [151]. In addition, models

should allow interaction, such as choosing which artefact to detect, turning it off

when it is not required, or allowing modification of the classification probability

threshold. There is no wide range of techniques that excel for all possible

artefacts and conditions; therefore, approaches should improve the robustness

across multiple subjects and different biological contexts [152]. The use of

several processing stages in which each phase eliminates each artefact to

increase the signal’s quality by using a series of algorithms remains a possibility

[120].

4.5 Conclusion

To analyse brain signals without interference from artefacts, researchers have

proposed different means to detect and remove them. Because of the extensive

literature on the topic and the wide range of signals, artefacts, and ML techniques,

an online tool that facilitates browsing through the literature has been developed.

The user can compare the performance of approaches for benchmarking or for

implementation via the graphs and tables available in the tool. The literature

has been successfully surveyed and extracted key characteristics of the different

machine learning methods for the tool to showcase. Hopefully, the community

will adopt the tool; for that purpose, it has been made open-access and made

its code available and allowed users to send suggestions via the tool. As future

work, a survey on user acceptance should be conducted to see how the consensus

of the community has evolved (further detailed in Section 7.5). By facilitating

the benchmarking of new methods, as the state of the art of artefact detection

and removal techniques improve over time, so will the results of brain studies and
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BCI applications.
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Chapter 5

Artefact Detection and Removal

5.1 Introduction

Neural recordings give insight into the brain’s structures and functions. The

recording systems aim to capture the electrical activity of the biological

structures; however, these are not isolated systems and activities from other

sources are also recorded. Besides, faulty equipment handling, electrical

stimulation or electrode movements can distort the recordings. As part of the

recording process, the recordings must be reviewed to identify corrupted

segments and address them, as they are detrimental to any posterior analysis.

This includes artefact removal (e.g. filtering, template subtraction or advanced

computational techniques) or discarding the segment.

Each neural recording session produces a huge volume of data, especially if

it is obtained over a long period of time and the experiment requires repetition.

The amount of data gets multiplied by the number of recording sites. The

post-experimental reviewing process consisting of annotating long recordings for

evoked responses or unusual activities, which may happen in a much smaller

time scale (e.g., 0.1 seconds in an hour), is a tedious task. By automating this

task, the researcher can focus on the interpretation task for diagnosis or an

application. Employing ML algorithms, which can learn from patterns to

predict unseen data, have been successful in the literature. However, a

computational background is required to apply them successfully as there are
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intricacies, such as defining hyper-parameters.

While there is a wide range of toolboxes for neuronal signal analysis,

SigMate [83], is one of the few that deals with LFP artefact detection and

removal. It has been expanded with new functionalities to offer a more

competitive toolbox, named SANTIA (SigMate Advanced: a Neuronal Tool for

Identification of abstracts). These include state-of-the-art modules for artefact

detection and removal, the analysis of any number of channels, regular updates

and a supported environment. The SANTIA toolbox is a friendly user interface

that aids the offline identification of artefacts process by simplifying the steps to

train powerful computational algorithms with the minimum user input. The

toolbox only includes NN-based approaches, not only as they are

state-of-the-art in the topic (see Section 4.3), but due to their flexibility and

computational speed.

The recording of neuronal data, especially when using multi-electrode arrays,

can lead to electronic files of notable size. Figure 5.1 illustrates a conducted survey

of the formats of invasive neural recordings in open datasets [153]. The data shows

that ‘.mat’ is the preferred extension for storage by a substantial margin. This

emphasises the necessity to develop tools which address the datasets available in

‘.mat’ format. Therefore, SANTIA was implemented in Matlab and worked with

single files containing multi-channel data files in a variety of formats. The toolbox

only depends on the Deep Learning Toolbox and the basic version of Matlab 2020a

and above, therefore can function in any operating system. SANTIA has been

developed with the latest app development environment of Matlab, which allows

it to be supported for longer and be improved with new modules, such as GUI

improvements which are planned for the next update.

The remainder of the paper is composed of 5 sections: Section 5.2 describes the

toolbox, Section 5.3 describes the artefact detection method and results, followed

by the removal method and results in Section 5.4. Lastly, in Sections 5.5 and 5.6

discussion and conclusion are presented, respectively.
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Figure 5.1: Distribution of formats of local field potential signals in open datasets.

5.2 SANTIA Toolbox

For wider adoption by the community, the toolbox is freely available online via

the Github repository at:

https://github.com/IgnacioFabietti/SANTIAtoolbox

Having launched the toolbox, the GUI provides easy access to all modules. It’s

important to note that SANTIA is a generic environment built on a single

interface with individual features implemented rather than a library of functions

with a GUI added to make access easier.

The app is divided into four modules, each performing a different process and

analysing neuronal signal files. The app consists of four modules which perform

various processes and analyses on neuronal signal files. The first one’s major

functionalities are as follows: data loading, scaling, reshaping, channel selection,

labelling, saving and 2D display. The second module is composed of: data loading

and splitting, hyper-parameter setting, network load or design, network train,

test set classification, threshold setting and saving. The third one comprehends

data and network loading, classification, 2D data display and saving. Lastly, the

fourth module is composed of: data loading, normal segments extraction, hyper-

parameter setting, network train, test set visualisation, replace segments, plot

replaced channels and saving.

The user communicates with the GUI by selecting functions, settings, and
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Figure 5.2: Screenshots of the SANTIA toolbox graphical user interface: Data
Labelling (A), Neural Network Training (B), Classify New Unlabelled Data (C)
and Artefact Removal (D).
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Figure 5.4: Workflow of SANTIA, where the “Data Labeling” modules are
coloured yellow, the “Neural Network Training” modules in green, “Classify New
Unlabelled Data” modules in blue and “Artefact Removal” modules in purple.

keyboard inputs handled in the back-end. Before running any function, a check

routine runs to ensure that the user has not missed a process or failed to include

all of the required inputs or parameter selections. This reduces the likelihood of

human error and the amount of time spent. When the cursor has hovered over a

component of the GUI, tooltips with a short clarification appear in case the user

has doubts.

The back-end is where the functions for displaying alert signals, generating

figures, and computing labelling, training, or classification are allocated. The

respective outputs can be exported to a ‘.mat’ file at the end of each module,

which can be used in other applications thanks to the format’s accessibility.

The following sections describe the individual modules in greater detail. As a

visual aid, Figure 5.2 shows the screenshots of the software package, Figure 5.3

illustrates the function block diagram, and finally, Figure 5.4 shows the workflow
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diagram.

5.2.1 Labelling Module

The first step is loading the neural recordings, which is done with the import

wizard launched by the ‘Load Signals’ button of the first unit, as a matrix with

m number of channels and n number of data points for each channel. ASCII-

based text(e.g., .txt, .dat, .out, .csv), spreadsheet files (e.g., .xls, .xlsx, .xlsm)

, and Matlab files (e.g., .set, .mat) are the formats that are compatible with

the toolbox. In order to structure the data, the user must provide the sampling

frequency in Hz and the window duration in seconds. The options for data scaling

are available to avoid the common incorrect magnitude annotations.

Once all of these parameters have been filled, the ‘Generate Analysis Matrix’

will structure the data for posterior analysis. This means that given a window

length w, and sampling frequency f , the m × n matrix becomes a new p × q

one, where p = m×n
w×f

and q = w × f . This is incorporated into a table with row

names that follow the format ‘file id+ channel +i+ window j’ where file id is the

name of the LFP data file, i the number of channels where i = 1, ...,m and j the

corresponding window. In addition, its columns are named: first “window power”

followed by the values of the signal tk where k = 1, ..., q. As this process involves

creating p amount of row names and window’s power, a memory check is done to

read available memory and alert if the usage of more than 80% of the available

memory would be needed.

The option to save this data for posterior classification is presented as ‘Save

Unlabelled Data’. The following step consists of labelling the data, carried out

by giving segments whose power exceeds a user-defined threshold a binary label

(0 for normal and 1 for artefact). The power of each segment is estimated as the

sum of the absolute squares of the values of the signal divided by the segment

length. The toolbox allows for three options, either of which the user can use to

their preference. The first is a table layout that holds the segment power in the

first column and the values of the signal in the subsequent columns. The user

may sort any column to define a value which optimally divides both classes and

visualise any segment they select. The second option is the ‘histogram threshold’,
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where a histogram of the segments’ power shows the distribution, and the user

can select with a slider the cut-off value or visualise a segment. Alternatively,

the threshold values can be typed into the table displayed on the module. While

all three options have their pros and cons, users are recommended to utilise the

‘histogram threshold’, where the outliers in the power distributions can be more

easily identified.

Once all channels have been filled, the signals are labelled and saved as a

standardised struct, which includes the original filename, the structured data with

its labels, the sampling frequency, window length, the scale, and the threshold

values. The purpose of the format is to allow users to select and contrast the

various datasets they build due to different window lengths or threshold values

they may have chosen. Users can see when each stage has been finished with the

help of text in the ‘Progress’ banner, which is duplicated across each unit.

The user can also structure the data for SigMate analysis. The toolbox

expects a datapoints(n) × channels(m) format, with the first column as

timestamp and each of the channel’s signals in the following columns. In

addition, as it only handles 5 channels at a time, m/5 files have to be generated.

Thus, SANTIA transposes the input matrix, generates the timestamp based on

the declared sampling frequency and generates the files.

5.2.2 Neural Network Training

The second module starts with loading structured data from the previous module.

The user is asked to set the training, validation and test splitting values. This

is common practice to avoid over and under-fitting results. As artefacts are rare

events, the datasets usually present a strong imbalance which can cause bias

in training, a tick box for balancing the data via down-sampling to match the

number of examples per class is present next to the ‘Split’ button. Clicking

it generates three datasets with non-repetitive randomised elements from the

original matrix.

This is followed by choosing the network, where the options are MLP,

LSTM, one-dimensional CNN (1D-CNN), or for the user to load their custom

set of layers. This is done by choosing a Matlab file which has a Layer-type
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variable, i.e. layers that define the architecture of NNs for deep learning,

without the pre-trained weights. These can be modified via console or the Deep

Network Designer Toolbox, for more information, the reader is directed to the

Mathworks website 1. While employing different architectures might yield

better results, it is also possible that they might not be structured properly and

lead to underfitting, overfitting or failure to learn at all. Therefore a limitation

of employing custom networks is the time consumption that takes getting the

correct combination of layers, as well as setting parameters such as filter size or

activation function. Optionally, the user can customise the training

hyper-parameters such as the solver, initial learning rate, execution

environment, among others. These intentionally mirror the ones included in the

Deep Network Designer to facilitate its usage to those familiarised with it.

These are removed for the MLP option, as it uses a different toolbox (i.e.

PatternNet of Deep Learning Toolbox [154]), thus doesn’t allow the same

configurations. Clicking the ‘Create Network” button loads the training options

and sets the input layer to match the window size.

The ‘Train Network’ button runs the train network function, inheriting the

previously defined training options and network. For the 1D-CNN, as the deep

learning toolbox is intended for images, the 2D matrices are resized to a 4D vector:

1 × window length × 1 × number of windows, originally intended to be: width

× height × channels × number of examples. A display of the training process

automatically appears unless the user decides not to, which enables monitoring

the process and early stopping.

Having completed the training, the user can select whether the ‘Classify Test

Set’ displays the confusion matrix, the AUROC curve or opens up a new

window where the accuracy, F1 score and confusion matrix appears along with

the possibility to modify the classification threshold (set at 0.5 by default).

Finally, ‘Save Results’ creates a struct with data’s filename, the trained

network, the training information, the test set’s classification threshold,

AUROC, accuracy, F1 score and confusion matrix.

1Mathworks: https://uk.mathworks.com/help/deeplearning/ref/nnet.cnn.layer.

layer.html
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5.2.3 Classify New Unlabelled Data

This module begins with loading a trained net along with its classification

threshold and unlabelled structured data. After its classification, the options to

plot each of the windows with the corresponding colour-coded label appear.

Finally, users can save the labels as a table with the corresponding window

name. Having described the toolbox’s methods, components and its functions, a

test case with real recorded LFP is subsequently presented.

5.2.4 Artefact Removal

The initial step of this unit is to load the structured file generated by the first

module. Once complete, the user must input the duration of artefact-free

segments they wish to extract from the file to train the model. A progress bar

indicates the extraction progress, followed by a notification of the number of

segments extracted upon completion. The following step is the configuration of

the input and output of the model, with the option of selecting either data

points or milliseconds as units. They must also input how to split the data for

training, validation, and test sets, as they are crucial to avoid over-fitting.

For the third step, users can make use of the CNN-LSTM architecture, the

LSTM or for the user to load his/her custom set of layers. A side panel allows

the customisation of training hyper-parameters such as the validation frequency,

max epochs, verbose, mini-batch size, and others. The training process is run by

clicking on the ‘Train Network’ button, which loads all the user-defined inputs so

far and generates a training plot for the user to evaluate the process and do an

early stopping if required.

A pop-up notification alerts the user of the root mean square error of the test

set, and the user can visualise the examples of the test set in contrast to their

forecast. The user can either adjust the network and training parameters to get a

desirable result or proceed to the last step. This consists of swapping the windows

labelled as artefacts for the network’s forecast, where a progress bar is displayed

to show the advancement. The newly obtained signals can be visualised by first

selecting which channel to display and the ‘Plot Channel’ Button. The last step

is to save all the obtained information in the form of a struct with the data’s
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filename, the trained network, the training information, the test set’s RMSE, the

test set original, and replaced segments and the data with the artefactual data

removed, where the user sets the file name and directory to store it.

5.2.5 Outputs

A. B.

C. D.

Figure 5.5: Screenshots of the SANTIA’s threshold selection outputs: threshold
selection table (A), threshold histogram selection slider (B), a window of a non-
artifactual signal (C) and a window of an artifactual signal (D).

Figures 5.5 to 5.9 show output windows of the toolbox generated during its

operation. Figure 5.5 displays output windows generated after the data file is

loaded. They include the selection of threshold via the table as shown in Figure

5.5 (A), where green lines show windows representing data above the threshold

and red lines show below it, the selection of the threshold via histogram in

Figure 5.5 (B), and two representative figures of normal (in Figure 5.5 (C)) and

artifactual windows (in Figure 5.5 (D)). Figure 5.6 shows the output windows

for the NN training process, which currently support MLP, LSTM, LSTM-CNN
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A.

B.

Figure 5.6: Screenshots of SANTIA’s network training outputs: multi-layer
perceptron training process (A) and one-dimensional convolutional neural
network training process (B).

and 1D-CNN. As the networks come from different Matlab toolboxes, their

individual configurations require separate processes, which are represented in

Figures 5.6 (A) and 5.6 (B) for MLP and 1D-CNN/LSTM/LSTM-CNN,

respectively.

After completing the training for artefact detection, the different plots of the

test set classification results of the second dataset for the 50 ms window are shown
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Figure 5.7: Screenshots of the SANTIA’s network test set results outputs:
confusion matrix (A), AUROC curve (B), threshold selection window with default
(C) and custom values (D). The rows in (A) refer to the class predicted by the
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at the bottom row. Lastly, the total accuracy is indicated at the bottom right
cell.
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(A)

(B)

Figure 5.8: Visualisation of the test set (A) and comparison of the original signal
with artefacts removed (B) are the outputs of the artefact removal module. The
original signal appears in red in both outputs, while the predicted or artefact-free
signal appears in blue.

in Figure 5.7. As a part of allowing the user to evaluate the performance of the

models, these figures show the confusion matrix (see Figure 5.7 (A)), AUROC

curve (see Figure 5.7 (B)), and accuracy and F1 score for given classification
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A. B.

C. D.

Figure 5.9: Screenshots of the SANTIA’s saved files: labelled data (A), trained
network and results (B), new data labels (C) and removed artefacts (D).

thresholds (see Figures 5.7 (C) and 5.7 (D)). The outputs generated by the toolbox

for artefact removal are showcased in Figure 5.8, which displays examples of the

outputs of ‘View Test Results’ (A) and ‘Plot Channel’ (B). In the upper sub-

figure, an element of the test set is showcased in red in contrast to the forecast of

the CNN-LSTM network in blue. In this particular example, while the forecast of

the first peak is nearly identical to the signal, the following peaks have slightly less

amplitude, which can be attributed to the fact that they are taking in the previous

forecasts of the network. The sub-figure below showcases a channel before (red)

and after removal (blue). The high amplitude artefacts which spanned 2 mV

peak-to-peak have been removed and replaced by 50 milliseconds windows, and

now the channel shows a uniform range of ±0.05 mV, indicating the success of

the methodology.
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Finally, Figure 5.9 illustrates the contents of output files generated in each

module. These files are saved in Matlab format (.mat) and contain key values for

the user to quickly access them, as well as the processed variables needed for any

posterior predictions.

5.3 Artefact Detection

A single channel classification model based on NNs, including MLP, LSTM

networks and 1D-CNN, is proposed to detect artefacts. The basic diagrams of

the main components of these architectures are depicted in Figure 2.1 and

described in Section 2.2.1. For the MLP, a three-layer architecture was chosen,

where the first layer equals the input size, the middle layer a tenth of the first

layer, and the output layer 2 neurons, one for each class. Similarly, the LSTM

network follows the same structure, but instead of having tanh activations for

the output, it uses SoftMax to calculate the class probability. Lastly, the

1D-CNN network is an adaptation of AlexNet [155], which was done by

flattening one dimension of the filters and pooling layers, and the components of

the 12-layer architecture are listed in Table 5.1. The convolutional layers’ filter

sizes are expressed inside brackets, multiplied by the quantity and succeeded by

the stride (s) and the same notation is used for the pooling window’s sizes and

stride. The input size, number of rectified linear units in the fully connected

layers and SoftMax units in the classification layer are within brackets as well.

Due to the lower dimensionality of the input, the number of filters was also

reduced to multiples of 16.

Different window sizes were constructed and fed to the model to understand

the effect of window size on the artefact detection process. Those longer than the

labelling window were created by taking two consecutive bins with the same tag

(or label) and expanding the original window (e.g., 100 ms) to avoid mixing of bins

containing artefact and non-artefact labels. Due to the class imbalance between

artefactual and non-artefactual windows, the latter were randomly downsampled

to have an equal amount.
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Table 5.1: Architecture of the 1D-CNN model used for artefact detection

Architecture Component
Layer 1 Input [150]
Layer 2 Convolution 1 [1,11] x 32, s = 1
Layer 3 Max Pooling 1 [1,3], s = 2
Layer 4 Convolution 2 [1,5] x 64, s = 1
Layer 5 Max Pooling2 [1,3],s=2
Layer 6 Convolution 3 [1,3] x 128, s = 1
Layer 7 Convolution 4 [1,3] x 128, s=1
Layer 8 Convolution 5 [1,3] x 128, s = 1
Layer 9 Max Pooling 3 [1,3], s=2
Layer 10 Fully Connected [1024]
Layer 11 Fully Connected [512]
Layer 12 Classification [2]

5.3.1 Dataset #1

From the dataset, examples of different sizes were extracted, and from each size, a

total of 294, 592 examples were used in this task, which was divided into training

(80%), validation (10%) and testing(10%) sets. For the 1D-CNN and LSTM, the

optimisation algorithm used was Adam, with an initial learning rate of 0.001,

the momentum of 0.9 and a batch size of 1, 280. On the other hand, the MLP

was optimised via a scaled conjugate gradient function. Figure 5.10 displays the

performance of the training and validation set of the different sequence lengths

for the three architectures, while the results have been compiled in Table 5.2.

Models with an input size of 150 milliseconds have the lowest losses and highest

accuracies, meaning it is the best trade-off between information fed to the model

and its performance among the chosen window sizes for this dataset. While all

three models achieved an AUROC of 0.99, the 1D-CNN has the highest test

accuracy and has been able to properly classify the 150 ms samples shown in

Figure 5.11, while the MLP and LSTM models have not been able to.

5.3.2 Dataset #2

For this dataset, different windows of 0.05, 0.1, 0.15 and 0.2 seconds were taken

and fed to the model. The number of examples obtained after downsampling to
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Figure 5.10: Training plots for artefact detection models trained with the first
dataset.

balance the classes was, on average 275, 687 per window size. The models were

trained using the same hyper-parameter configuration used in the previous

dataset. The performance of the models during training is shown in Figure 5.12.

As they originate from different toolboxes, the MLP does not generate the

accuracy throughout the training, thus it is not shown.

These results are consistent with previously obtained ones. They indicate that
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Table 5.2: First dataset’s results for different architectures and sequence length:
Training Loss, Validation Accuracy, Testing Accuracy and Testing AUROC.

Parameters Metrics
Network Input (ms) Training Loss Val. Acc. Test Acc. Test AUROC

MLP

50 0.24 0.78 0.78 0.86
100 0.27 0.89 0.86 0.94
150 0.15 0.94 0.95 0.99
200 0.16 0.94 0.96 0.98

1D-CNN

50 0.18 0.92 0.91 0.97
100 0.15 0.94 0.96 0.97
150 0.01 0.99 0.99 0.99
200 0.08 0.98 0.97 0.99

LSTM

50 0.25 0.86 0.86 0.94
100 0.26 0.89 0.89 0.96
150 0.02 0.97 0.97 0.99
200 0.07 0.96 0.96 0.99
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Figure 5.11: Examples of 150 ms bins of the first dataset correctly identified by
the 1DCNN model, but not by the MLP or LSTM
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Figure 5.12: Training plots for artefact detection models trained with the second
dataset.

since the filters from the 1D-CNN learn from regions of the signal instead of the

individual values, they can learn more robust features of the signals and lead to

better classification. Performance on the test sets is similar to that obtained in

the validation set, as shown in Table 5.3. The best test set classification results

were achieved by the 50 ms 1D-CNN, an accuracy of 96.5% and an AUROC of
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Table 5.3: Second dataset’s results for different architectures and sequence length:
Training Loss, Validation Accuracy, Testing Accuracy and Testing AUROC.

Parameters Performance Metrics
Network Input (ms) Training Loss Val. Acc. Test Acc. Test AUROC

MLP

50 0.20 0.92 0.92 0.98
100 0.41 0.82 0.81 0.90
150 0.39 0.83 0.83 0.90
200 0.24 0.91 0.91 0.97

1D-CNN

50 0.10 0.96 0.97 0.99
100 0.39 0.84 0.84 0.89
150 0.37 0.83 0.83 0.91
200 0.36 0.83 0.83 0.91

LSTM

50 0.16 0.93 0.94 0.99
100 0.26 0.9 0.91 0.97
150 0.25 0.89 0.90 0.97
200 0.25 0.91 0.90 0.97

0.993, indicating the network has been able to learn successfully. Despite that

the LSTM and MLP models of 50ms achieve a test AUROC of near 0.99, they

were not able to correctly identify the samples shown in Figure 5.13, while the

1D-CNN could.

5.3.3 Dataset #3

Due to the low sampling rate of this dataset (250 Hz compared to 1 and 2 kHz), the

window sizes were taken across two seconds. For this same reason, the number

of artefacts is lower, with the datasets containing slightly over 3000 balanced

examples, so the models were trained at a batch size of 64. The performance of

the models during training is shown in Figure 5.14 while the results have been

compiled in Table 5.4. Across all window sizes, the 1D-CNN outperforms the

MLP and LSTM, with the best performance achieved with the 1500 ms input

size. The LSTM models performs significantly poor than the other two models

due to an underfitting caused by having a smaller training set than Datasets #1

and #2, when as this architecture has the higher number of parameters out of

the three. As shown, different datasets are probable to have different optimal
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Figure 5.13: Examples of 50 ms bins of the second dataset correctly identified by
the 1DCNN model, but not by the MLP or LSTM

trade-offs between window size and accuracy due to factors such as sampling rate

and artefact frequency.

The results are on par with the previous datasets, indicating that the method

is robust and generalisable. The 1D-CNN model has been shown to obtain the

best scores in all cases, establishing it as the better architecture for this data

type.

5.4 Artefact Removal

It is expected that training an LSTM network to forecast artefact-free data

reliably can be successfully utilised to substitute artefactual sections of signals

when information from other channels has been corrupted and cannot be used

to approximate its real behaviour. The NN architecture was chosen due to the

known capabilities of RNN, specifically LSTM, in recognising patterns from
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Figure 5.14: Training plots for artefact detection models trained with the third
dataset.

sequential data. Kim et al. [156] have proven that it is possible to predict the

behaviour of LFP from 10 to 100 milliseconds forward in time via the use of a

regressive LSTM network. A similar approach was established by Paul [157],

who used a stacked LSTM to forecast a single point of an EEG signal by feeding

the previous 70 milliseconds. Their test data was composed of 9 subjects, in
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Table 5.4: Third dataset’s results for different architectures and sequence length:
Training Loss, Validation Accuracy, Testing Accuracy and Testing AUROC.

Parameters Performance Metrics
Network Input (ms) Training Loss Val. Acc. Test Acc. Test AUROC

MLP

500 0.217 0.85 0.85 0.88
1000 0.216 0.87 0.85 0.90
1500 0.326 0.83 0.83 0.88
2000 0.200 0.85 0.85 0.86

1D-CNN

500 0.052 0.87 0.92 0.94
1000 0.001 0.93 0.96 0.98
1500 0.001 0.93 0.97 0.98
2000 0.001 0.94 0.95 0.99

LSTM

500 0.523 0.68 0.61 0.68
1000 0.523 0.64 0.65 0.71
1500 0.600 0.64 0.64 0.70
2000 0.570 0.60 0.50 0.59

which they achieved correlation coefficients of over 0.8 across all of them. In

addition, there have been recently reported applications of LSTM in artefact

detection [158, 159, 160, 161] as well as RNN in artefact removal [162, 163, 164].

Figure 5.15 shows how an LSTM network was trained to predict typical

behaviour using a sliding window method. The sliding window approach

employs data at a time t to predict the value at t + 1, then uses the new

predicted value when forecasting the value at t + 2. Given a channel of LFP

(Xt) with datapoints from t = 1 to N , where each segment segment of duration

l has a label ykϵ {−1, 1}, and a trained forecasting network TFN of input size

In = 1, .., I and output size Out = 1, ..., O. The replacement algorithm is

expressed as described in Algorithm 1, where the resulting channel with

removed artefacts in stored in RXt.

Matlab’s Deep Learning Toolbox [165] was used to build and train the network

of LSTM cells. The LSTM models were made up of the following layers: an input

layer, a hidden layer equal to one-tenth of the input, and an output layer equal to

the number of predicted points. For comparison, a more complex architecture was

trained composed of convolutional and recurrent layers CNN-LSTM described in

Table 5.5. The optimisation algorithm used was Adam, a method that computes
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Algorithm 1 Artefact Removal Algorithm

Input: Xt, yk, TFN
Output: RXt

Initialisation :
1: Xt = sample channel where N = total data points
2: yk = label where l = label window data point size
3: TFN = trained forecasting network where In = network input size and Out =

network output size
4: W = N/l
5: Inwin = round(In/l)
6: RXt = Xt

7: for k := Inwin to W do
8: if (yk == 1)
9: p = 1

10: while p ≤ l do
11: position = k ∗ l + p
12: Ninput = Xt((position− In) : position)
13: Pred = predict(TFN, Ninput)
14: RXt(position : (position+Out)) = Pred
15: p = p+Out
16: end while
17: end for
18: return RXt

sliding 
window

t   t+1  t+2 t     t+1   t+2neural signal timestep

RMSE

Figure 5.15: An illustration of sliding window approach diagram.

individual adaptive learning rates for each of the parameters via the combination

of two algorithms, momentum and root mean square propagation [166]. The

optimiser was set to an initial learning rate of 0.0001, the momentum of 0.9 and

a batch size of 516 for the first dataset, 128 for the second dataset and 64 for
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Table 5.5: Architecture of the CNN-LSTM model used for artefact removal.

Layer Type Description
1 sequenceInput -
2 sequenceFolding
3 convolution2d size=5, filters=32, dilation=1
4 batchNormalization+elu
5 convolution2d + elu size=5, filters=32,dilation=2
6 convolution2d + elu size=5, filters=32,dilation=4
7 convolution2d + elu size=5, filters=32,dilation=8
8 convolution2d + elu size=5, filters=32,dilation=16
9 averagePooling2d size=1,stride=5
10 sequenceUnfolding with flattening
11 gru 128
12 lstm 64
13 dropout 0.25
14 lstm 32
15 dropout 0.25
16 regression -

the third dataset, due to the different sample sizes. The loss function of the

regression layer was the half-mean-squared-error of the predicted responses for

each time step, not normalised by N:

loss =
1

2S

S∑
i=1

N∑
j=1

(xij − x̂ij)
2 (5.1)

where xi is a forecasted data point, x̂i the real value of the LFP at that data

point, S is the output sequence length, and N the number of examples in the

training or validation set. The testing set was used to calculate the RMSE of the

output over an unseen segment.

The linear approximator autoregressive moving average with extra input

(ARMAX) was applied to the same testing and model evaluation data for a

performance reference. It was chosen as auto-regressive models are very popular

methods in time series forecasting, due to their robustness and efficiency [167],

and have been used to benchmark NN-based approaches [168, 169]. Following

the description by Yan et al. [170], given a LFP time series (Xt, yt) for t = 1 to
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N , where Xt = t(xt1, xt2, ..., xtk) is the input vector at time t with k elements

and yt is the corresponding neuronal activity voltage at time t, this model

approximates a polynomial equation, written as:

A(q)yt =
k∑

i=1

Bi(q)xti + C(q)e(t) (5.2)

where A(q), B(q) and C(q) are the polynomials expressed with a time shift term

q−1 shown in Equation 5.3 and e(t) is the white-noise disturbance value.
A(q) = 1 + a1q

1 + ...+ anaq
na

Bi(q) = 1 + b1iq
1 + ...+ bnbi

qnbi+1

C(q) = 1 + c1q
1 + ...+ cncq

nc

(5.3)

Here, the hyper-parameters na, nb, nc denote the orders of the ARMAX model’s

auto-regressive part, external input vector with k elements and moving average,

respectively. Finally, ai, bik and ci are the polynomial coefficients determined by

using polynomial curve fitting. Having described the methodology, the datasets

used to evaluate it are described.

5.4.1 Dataset #1

The results of the 108 models are captured in Figure 5.16, where the test set

RMSE of 100 ms is shown. Regarding the LSTM network, the test performance

improves from single value predictions to fifty points one and declines with the

hundred point one. Regarding the time input, larger sequences above 0.5 s are

noticeably under-performing, indicating that the network struggles to correlate

long-passed events with current ones. The best performing LSTM model is the

400ms input and 50 points prediction model with an RMSE of 0.773. On the

other hand, the CNN-LSTM models perform better with longer output and

input sequences. Overall, the performance of the CNN-LSTM is better than the

LSTM models, with the best score being 0.699 of the 600ms input and 100

points prediction model.

To confidently prove the effectiveness of this method, it has been compared

to ARMAX. The ARMAX model was given the same 600ms examples for
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Figure 5.16: Validation loss (top) and test set RMSE (bottom) of each predicted
points (column) vs time input (row) of the LSTM and CNN-LSTMmodels trained
with dataset 1.

defining the model and the 100 points to calculate the RMSE to contrast their

performance. To confidently prove the effectiveness of this method, it has been

compared to ARMAX, which was given the same 600ms examples for defining

the model and the 100 points to calculate the RMSE. The computational time
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was evaluated by forecasting 0.1 s of recording and averaged over 100 iterations.

Results are depicted in Table 5.6, where our method outperforms it in RMSE as

in computational time. The time difference is mainly because the ARMAX

needs to estimate the grades of the polynomials for every new sequence for

accuracy, unlike the CNN-LSTM, which can forecast very rapidly once it has

been trained. All models were tested on a general-purpose Alienware M17 R4

laptop consisting of 32 gigabytes of RAM and Intel® Core™ i9-10980HK CPU

@ 2.40 GHz processor.

Having defined the best model, a total of 19, 100 one-second artefactual

segments were extracted from the data of the last two recording days, with the

condition that the first 600ms had to be artefact-free. Each 0.1s sub-portion of

these segments, which had the ‘artefact’ label, was replaced by the forecast of

the network, thus, it was used as part of the input if the following sub-portion

also shared the same label. An exemplary case is shown in Figure 5.17, where

the network has been able to mimic normal behaviour more than the ARMAX

model.

In regards to segment’s power, Figure 5.18 shows the violin plot 1 distribution

of the three groups: the normal segments, artefactual segments and after replacing

them. The method has been successful in replacing the high power artefactual

segments with ones which resemble normal activity. While the range is still

larger than the artefact free, the distribution has shifted considerably to lower

power levels. The presence of high-power segments indicates a shortcoming of

the method, where surrounding information has high power, but only one or two

sub-portions do exceed the defined threshold, so the total sum of the processed

segment still has a high value.

1Function extracted from https://github.com/bastibe/Violinplot-Matlab

Table 5.6: Performance Comparison for Forecasting Methods in the first dataset

Method RMSE Time (seconds)
LSTM 0.773 0.0046
CNN-LSTM 0.699 0.0059
ARMAX 1.871 1.4841
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Figure 5.17: Examples of normal (blue), artefactual (red) and replaced-segments
signals(green) alongside their periodograms for dataset 1. The method has
recreated the normal signal in amplitude and spectral properties.

5.4.2 Dataset #2

Figure 5.19 shows the performance of the 54 LSTM models in the form of

validation loss and test set RMSE over 100 milliseconds. In regards to the

output of the network, the test performance improves from single value

predictions to fifty points one and then remains constant. Regarding the time

input, larger sequences above 0.6 seconds don’t present any major performance

improvements. The best performing LSTM model is the 600 milliseconds input

and 10 points prediction model with an RMSE of 0.1538.
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Figure 5.18: Violin Plot of power in the normal (blue) 1-second segments,
artefactual segments before (red) and after (green) processing from dataset 1.
The method has reduced the power of the artefactual segments to similar values
to the artefact-free segments.

On the other hand, out of the 54 CNN-LSTM models, the best performance

is achieved with an output of 20 data points across all inputs, while the worst

performances are achieved with 50 or 100 output points. Overall, the

performance of the CNN-LSTM is better than the LSTM models, with the best

score being 0.1463 of the 200 milliseconds input and 20 points prediction model.

The differences in performance of the networks between Datasets #1 and #2 for

the same length sequences can be attributed to the variations between them

such as sampling frequency (1kHz vs 2kHz), filtering (0-500 Hz vs 0.7–150 Hz)

and the difference in the type of the artefacts (movement vs instrumental).

The ARMAX was given the same 200 milliseconds examples for defining the

model and the 100 milliseconds to calculate the RMSE, which achieves a

performance of 0.1449. This indicates a slightly better performance than the

NNs. However, it must be factored in that the signals have been significantly

low-passed filtered, and the signals have a near-sinusoidal shape. If used on a
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Figure 5.19: Validation loss (top) and test set RMSE (bottom) of each predicted
points (column) vs time input (row) of the LSTM and CNN-LSTMmodels trained
with dataset 2.

different set that retains higher frequency components, the performance of the

ARMAX model would be challenged, as shown in the previous dataset.

Results are depicted in Table 5.7, where despite the similar RMSE, the deep

learning method is more computationally efficient; thus, CNN-LSTM is chosen as

the best compromise between the two. Having defined the best model, a total of

7275 one-second artefactual segments were extracted from the data of the rodents,
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Table 5.7: Performance Comparison for Forecasting Methods in the second
dataset.

Method RMSE Time (seconds)
LSTM 0.1538 0.0433
CNN-LSTM 0.1456 0.0547
ARMAX 0.1449 1.5425
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Figure 5.20: Examples of normal (blue), artefactual (red) and replaced-segments
signals(green) alongside their periodograms for dataset 2. The method has
recreated the normal signal in amplitude and spectral properties.

with the condition that the first 200 milliseconds had to be artefact-free. The

forecast produced by the network replaced every 50 milliseconds window labelled
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Figure 5.21: Violin Plot of power in the normal (blue) 1-second segments,
artefactual segments before (red) and after (green) processing from dataset 2.
The method has reduced the power of the artefactual segments to similar values
to the artefact-free segments.

‘artefact’ in each segment, which in turn was used as part of the input if the

following window also shared the same label.

The first comparison of the results is made through visual inspection.

Examples of normal, artefactual, and replaced-segments signals alongside their

periodogram are illustrated in Figure 5.20. The new signal after the processing

had had its high amplitude artefact removed, demonstrating the method’s

success. This can also be observed in the periodogram, where the artefactual

example possesses a low-frequency component that exceeds the −20 dB, but the

physiological and the processed signal have a power of approximately −40 dB.

Regarding segment’s power, Figure 5.21 shows the violin plot distribution of

the three groups: the normal segments, artefactual segments and after replacing

them. The method has been successful in replacing the high-power artefactual

segments with ones that resemble normal activity. While the median is higher

than the artefact-free, the distribution has shifted considerably to lower power
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Table 5.8: Performance Comparison for Forecasting Methods in the third dataset.

Method RMSE Time (seconds)
LSTM 0.7418 0.0035
CNN-LSTM 0.7341 0.0087
ARMAX 3.1813 0.3645

levels.

5.4.3 Dataset #3

The results of the different models are compiled in Figure 5.22, where the

validation loss and the RMSE over 1 second of the test set are shown. For the

15 LSTM models, the performance improves with longer output sequences but

is best with 2 seconds of input. Thus, the best performing LSTM model is the

2-second input - 1-second output, with an RMSE of 0.7418. Regarding the

CNN-LSTM models, performance does not vary significantly across input or

output length; however, the best model is obtained with 1-second input -

1-second output with RMSE of 0.7341. Across all combinations, the

CNN-LSTM outperforms the LSTM, as it can extract richer features.

Subsequently, the comparison to the ARMAX model was carried out. The

ARMAX was given 1 second of recording to define the model and asked to

forecast the subsequent second to calculate the RMSE, achieving a score of

3.1813. The difference in the performance of the ARMAX between the two

datasets can be attributed to the fact that the one being evaluated has not been

heavily filtered, and retains high-frequency components, making it more difficult

to adjust a model. When looking at the overall performance of RMSE and

computational time in Table 5.8, the CNN-LSTM stands out as the

best-performing method.

With these results, four-second (i.e., 1000 data points at 250 Hz) artefactual

segments are extracted with the condition that the first second had to be artefact-

free, for a total of 3826 examples. The forecast produced by the network replaced

every 1-second window labelled ‘artefact’ in each segment, which in turn was

used as part of the input if the following window also shared the same label. To
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Figure 5.22: Validation loss (top) and test set RMSE (bottom) of each predicted
points (column) vs time input (row) of the LSTM and CNN-LSTMmodels trained
with dataset 3.

evaluate the results, examples of the three signals (i.e., normal, artefactual, and

replaced-segments signals) with their corresponding periodogram are shown in

Figure 5.23. Compared to normal segments, artefacts have higher amplitude and

frequency, in other words, a non-physiological waveform. This can be observed in

the periodogram in the repeated round peaks, and the higher frequencies don’t

decay as much power-wise. By replacing the segment, the smoothness of the

spectrum power decay is returned.

Lastly, the violin plot of the power of the four-second segments of the three
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Figure 5.23: Examples of normal (blue), artefactual (red) and replaced-segments
signals (green) alongside their periodogram from dataset 3. The method has
recreated the normal signal in amplitude and spectral properties.

signals is displayed in Figure 5.24. Although the distribution has lowered

significantly to values resembling normal activity, the previously mentioned

shortcoming is still present, as cases with surrounding high power are not

replaced as they have not exceeded the threshold.
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Figure 5.24: Violin Plot of power in the normal (blue) 1-second segments,
artefactual segments before (red) and after (green) processing from Dataset #3.
The method has reduced the power of the artefactual segments to similar values
to the artefact-free segments.

5.5 Discussion

The SANTIA toolbox was developed to facilitate and aid in the reproducibility

of detecting and removing artefacts in recorded LFP. The simple four-module

GUI is designed for researchers without a programming background. The built-

in methodology will allow them to quickly label, detect and remove the artefacts

in their data. It is a project under constant development, and the current version

provides an environment where new features can quickly be implemented and

adapted to the toolbox. Examples of future developments include:

Explainability With the help of explainability, artefact detection may be

improved. Explainable models can assist new researchers in determining which

aspects of the signal indicating the existence of artefacts and the origin of the

artefacts. For example, Grad-CAM can be used to generate heatmaps of the
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signal that show the areas affected by the artefact. Alternatively, the

decision-making of a NN-based model may be understood using a surrogate,

interpretable model [171]. Consequently, researchers’ confidence in these

systems is improved thanks to the model’s feedback.

Multi-State Classification Currently, the toolbox allows for binary

classification, which is an output that assigns the label of ‘normal’ or ‘artefact’

only. In the future, the user will be allowed to customise the output of the

classification model for multiple outputs. This is useful when there is more than

a single normal state, for example, the sleep stages present in Dataset #4, or

when there are multiple artefacts of known origin they wish to identify.

Online Processing The tool currently allows for offline labelling, but it can be

expanded to allow the analysis of signals as they are being recorded to optimise

the process.

Expand Format Compatibility There are different libraries for deep

learning, such as the TensorFlow-Keras, Caffe, and the ONNX (Open Neural

Network Exchange) model formats for NN layers [172]. The possibility to read

those formats and the options to import from and save to HDF5 files for the

neuronal data under the epHDF standard [173].

User Experience As this app is adopted by the community, it will improve its

shortcomings with feedback. The inclusion of testing data and a video tutorial are

also planned. Optimising some routines via parallelism is also a feature desired

to be included due to the possible large sizes of data files.

Multi-Modality Incorporating another source of information (e.g. sensor

signal or video) can facilitate and improve the detection of artefacts [174]. A

new module would allow the incorporation of such data to facilitate the

labelling process or as part of a classification model’s input.
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Portability As a long-term goal, the implementation in a portable device, e.g.

FPGA or Arduino board is considered to expand the practicality of its usage.

From the methods perspective, the artefact detection showed consistent

results across all three datasets, where the 1D-CNN stood out. The novel

artefact removal method based on forecasting achieved good performance as

well. However, it requires significant tuning of the network’s input-to-output

ratio, which is time-consuming. In addition, if the surrounding information of

an artefact has high power, but only one or two sub-portions do exceed the

defined threshold, these will not be removed.

5.6 Conclusion

This chapter showcases the development of artefact detection and removal

algorithms for in-vivo neural recordings, which were ported to a toolbox that

allows their use without needing a programming background. The performance

of the toolbox is promising, as it was tested with a private dataset and validated

with two open-access datasets. Three deep learning models were compared for

artefact detection, out of which the 1D-CNN proved to achieve the best

performance. A prediction method using a sliding window technique was

presented for artefact removal. Two NNs architectures with recurrent and

convolutional layers and ARMAX were compared. The best performance was

achieved by the CNN-LSTM model, revealing that the forecasted data may be

used to replace artefact parts successfully in LFP recordings. It is under

continuous improvement, and plans include features such as the expansion of

the format compatibility, improving the user experience and allowing the use of

multi-modality to improve the models by complementing the information of the

neuronal recordings, among others. To conclude, SANTIA has been further

developed as a useful tool for those looking to either detect or remove artefacts

automatically. It is hoped that the neuroscience community adopts this tool,

and with their feedback and our future plans, an improved toolbox will be

achieved.
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Chapter 6

Detection of Alzheimer’s Disease

at an Early Stage

6.1 Introduction

Improving the understanding of Alzheimer’s Disease (AD) is key for an early

diagnosis and treatment, so the search for alternative and objective biomarkers is

crucial. To this end, in recent years, data-driven solutions have been developed

to tackle this disease [175]. These techniques, whose benefits have been described

in Chapter 1.1, gather the information to construct a model that can be used to

make inferences about unseen data and have been widely used in diverse fields.

When using an ML-based approach in neuronal signal classification, features

from the different domains, such as temporal, spatial and spectral, can be

extracted. However, little work has been done to see the impact of the

cross-domain features on the model’s decision-making process. Whilst the

results remain accurate, most ML models show no explanation of the

decision-making process. This makes them appear as black boxes and limits

their adoption by scientists, physicians and other experts. Explainability is

required to develop models grounded in reality, which follow our understanding

of the disease’s effects. In this Chapter, three animal models (control (WT),

single transgenic AD model (ST) and double transgenic AD model (DT)) were

used to record brain activities as LFPs (see Section 3.2). They applied
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appropriate ML models to detect the disease at its early stage accurately. The

decision-making process of the models was also explored to map them to known

AD markers using activation maps. Late fusion of features was employed for the

best-performing models from each domain to improve the overall detection

performance. Furthermore, the robustness of the models to artefacts was

evaluated by randomly masking channels to simulate the removal of affected

segments and assess the classification of stress-period segments.

The remainder of the Chapter is partitioned into the methodology in Section

6.2. Section 6.3 shows and discusses the results obtained by the different models

for each feature set. Lastly, Section 6.4 concludes the Chapter.

6.2 Methods

A block diagram of the proposed ML pipeline is shown in Figure 6.1. Subsequent

sections describe its different models in detail.

6.2.1 Machine Learning Models

The following sections present the different ML models developed for the

temporal, spatial and spectral domains.

6.2.1.1 Models for Temporal Domain

For temporal models, the raw signal is used as an input. That means that the

method must be able to extract relevant features by itself, which is one of the

properties of NNs. Since their development, there have been many

improvements in architecture and their complexity. For the temporal models,

the traditional MLP is first explored, followed by a state-of-the-art CNN for

EEG recordings EEGNET [176] (imported from Keras-python). Subsequently,

models known to perform well for time series are employed, that is, a recurrent

(i.e. LSTM) network that averages the inputs across channels to feed it to said

layer. Lastly, a combination of LSTM with CNN as a feature extractor, the

LSTM-CNN network. The layers of these networks are illustrated in Figure 6.2

(A).
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Figure 6.1: The proposed ML pipeline. Individual models considered are: neural
networks (NNs) for the temporal domain, convolutional neural networks (CNNs)
for the spatial domain and ensemble decision trees (EDT) for the spectral domain.

The MLP was chosen as it is the simplest architecture, however, it does not

have any intrinsic properties to deal with time series. The EEGNET was chosen

as it is the current benchmarking standard for EEG, due to its channel-wise

convolutions, nonetheless, there is the possibility that the model’s performance

won’t translate to different data. LSTM networks were chosen as recurrent
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Figure 6.2: Architectures of the temporal models (A): MLP, LSTM, LSTM
CNN and EEGNET; the spatial models (B): MLP, Lenet-5, Alexnet, VGG16,
Googlenet, and Resnet.
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networks are designed to handle sequence dependence (see Section 2.2.1,

therefore are widely used in time series problems, despite that, they can

struggle with long-time dependencies which can be an issue as our input is of

500 steps. Lastly, LSTM-CNN was chosen as it is an improvement over the

LSTM network, as higher-level features are fed to the LSTM layers, but the

higher data requirements may lead to underfitting due to our training data size.

6.2.1.2 Models for Spatial Domain

Brain connectivity is affected by AD [177] thus, it is important to look at the

relationship between different structures through spatial maps. The different

extracted spatial maps can be considered images of 24 by 24 pixels. For this

task, CNNs are the prime candidate. The CNNs are a specific form of NN that is

well suited to computer vision applications due to their capacity to hierarchically

abstract representations of spatial operations.

Adaptations of different popular architectures such as Lenet-5, Alexnet,

VGG16, Googlenet, Mobilenetv2 and Resnet were explored [178]. Lenet-5 was

selected as it is a small-parameter CNN, while Alexnet and VGG16 are deeper

CNNs, Googlenet introduces the inception module with multi-level

convolutions, Resnet due to its skipped connections, and lastly Mobilenetv2

becasue it incorporates skipped connections together with depthwise

convolution. Overall, these networks have architectures that differ as to how

they extract richer features for accurate classification. Networks were adjusted

to work with an input map of 24 x 24, including reducing the number of filters

and filter size and reducing the fully connected layer’s neurons. In those where

the repeated number of pooling layers limits the input (i.e. Googlenet and

Resnet), iterative modules were removed. To understand the impact of network

connectivity, Grad-CAM heatmaps (see Section 2.2.5) were extracted and

averaged across all examples for each class of the test set. The layers of these

networks are described in Figure 6.2 (B). The optimisation algorithm used was

Adam, with an initial learning rate of 0.001, the momentum of 0.9 and a batch

size of 256 for all temporal and spatial models.
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6.2.1.3 Models for Spectral Domain

Unlike the temporal model, which took time series as inputs, and the spatial

model, which took images as inputs, for the spectral models, the input is

individual features. While a large range of methods is available for this task,

explainable models were selected. Classification and regression trees [33] can be

used to build both classifications and regression trees, where each internal node

has exactly two outgoing edges, namely binary trees. Binary decision trees are

easier to interpret than other ML models, as the decision process in the tree is

easily apparent and mimics the rule-based systems medical diagnosis. Decision

trees are ML methods in which the decision process is both local and global and

integrated into the methods.

The performance of decision trees can be further improved by aggregating

models, namely bagging and boosting [34]. For boosting the multi-class version

of Adaboost, AdaBoost.M2 was utilised [179]. Ensemble classifiers are used for

the spectral models, and based on the best-performing one across the different

areas, the performance of the best classifier for different permutations of the

classifications was explored. Furthermore, the predictor importance of features

can be calculated by summing changes in the node risk due to splits on every

predictor and then dividing the sum by the total number of branch nodes. This

allows gaining insight into the selection of markers.

6.2.2 Ensemble Model and Late Feature Fusion

In areas such as neuroimaging, the fusion of different modalities to improve the

understanding of pathologies and their diagnosis is widely used. The use of

feature fusion across the best-performing models in order to improve the

classification results was proposed, as it has been successfully applied to

non-invasive neuronal recordings [180]. As it is important to maintain insight

into the different modalities provided by the individual models, late fusion

models are proposed.

Denoting Pm the confidence (or probability) score yielded by classification

models MLm, (m = 1, ..., n), where n = 3, ML1 is the temporal model, ML2 comes

from the spatial model, and ML3 refers to the spectral model. Four fusion rules are
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considered: average fusion, maximum fusion, minimum fusion, and Naive-product

fusion. The average rule simply calculate the simple mean of the ML-classifiers

outputs.

fmean =
1

n

n∑
m=1

Pm (6.1)

The maximum rule outputs the maximum value over the classifier responses,

fmax = max(Pm) (6.2)

while the minimum rule is

fmin = min(Pm) (6.3)

Assuming classifiers’ independence given the different domains, the Naive-product

rule is expressed.

fNprod =

∏n
m=1 Pm∏n

m=1 Pm +
∏n

m=1(1− Pm)
(6.4)

6.2.3 Robustness to Artefacted Channels

Lastly, the performance of each domain’s model and the ensemble model is

evaluated by increasingly removing random channels to find the optimal model.

The process is described in Algorithm 2, where given a matrix M [C, T,N ] of the

neuronal recording, C = 1, ..., 24 are the total number of channels, T = 1, ..., 500

are the data points, N = 1, ..., 20328 are the number of examples, L = 1, ..., 12

are the channels are selected for occlusion in each iteration, randi(a,b,c) is the

built-in Matlab random integer generation of a matrix of b by c numbers ranging

from 1 to a, and the final result OcM is a 4D matrix. The selected channels are

replaced by the average of the remaining ones to maintain spatial cohesion.
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Algorithm 2 Random Channel Occlusion Algorithm

Input: M , L
Output: OcM

Initialisation :
1: M [C, T,N ] = sample matrix
2: C = total number of channels
3: T = data points
4: N = number of samples
5: L = maximum replaced channels, C/2 in our case
6: for l := 1 to L do
7: OcM [:, :, :, l] = M
8: for n := 1 to N do
9: Oc =randi[C, l, 1]

10: remaining ch= OcM [:, :, n, l]
11: remaining ch[Oc, :, n, l] = [ ];
12: mean remaining ch=mean[remaining ch,1]
13: for o := 1 to l do
14: OcM [OC[o], T, n, l] =mean remaining ch
15: end for
16: end for
17: end for
18: return OcM

6.3 Results and Discussion

This Section presents the performances achieved by the different ML models, the

performances of the various ensemble models, and lastly, how the best-performing

individual and ensemble models perform in the presence of stress segments and

artefacted channels.

6.3.1 Performance of Machine Learning Models

The models’ performances for each domain are shown in the subsequent sections.

6.3.1.1 Models for Temporal Domain

Results of the temporal models are shown in Table 6.1, and the confucion matrices

in Figure 6.3. The MLP has been able to identify WT at over 99%, but its
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Table 6.1: Performance of temporal models on the test set.

Model acc (test) sen (wt) sen (2t) sen (1t) F1 score AUROC
MLP 82.4 99.1 70.0 86.1 82.35 98.94
LSTM 58.2 69.2 50.4 66.4 59.18 98.08

LSTMCNN 78.1 96.7 62.1 97.3 78.09 98.08
EEGNET 86.3 97.6 79.2 84.4 86.3 98.95
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Figure 6.3: Confusion matrices of the temporal models on the test set.

sensitivity for DT and ST is much lower. The LSTM model classifies all three

classes worse than the MLP, with the best sensitivity being the WT at 69.2 %.

The LSTM-CNN does achieve a high sensitivity of the WT and ST, but at the

cost of a lower sentivity of DT. Lastly, EEGNET achieves the best DT sensitivity

while maintaining a high WT and ST sensitivity. Across all models, the most
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Table 6.2: Performance of spatial models on the test set.

Function Model acc. sen. (WT) sen. (DT) sen. (ST)

Corr

MLP 84.0 99.7 100.0 51.5
LeNet 86.1 92.0 94.0 71.9
AlexNet 97.3 99.8 100.0 91.9
VGG16 98.3 98.8 98.1 98.8
ResNet 87.5 99.7 99.9 62.4

MobileNetv2 98.1 98.8 99.8 95.7
GoogLeNet 99.1 99.0 98.9 99.4

MI

MLP 90.5 99.8 99.8 71.5
LeNet 77.5 90 93.5 48.3
AlexNet 85.2 98.4 99.5 57.2
VGG16 70.8 79.9 96.3 35.7
ResNet 84 99.4 99.3 52.5

MobileNetv2 85 99.1 99.8 55.3
GoogLeNet 98.2 97.7 97.9 99.1

DTW

MLP 85.6 99 99.9 57.1
LeNet 88.8 98.3 99.2 68.4
AlexNet 90.3 99.7 99.6 71.1
VGG16 99.4 99.1 99.8 99.4
ResNet 83.8 99.6 99.9 51.1

MobileNetv2 88.3 99 99.6 65.8
GoogLeNet 98.9 98.5 99.9 98.3

common miss-classification is of DT into ST, followed by identifying ST as WT.

Looking at the F1 score and the AUROC, the EEGNET achieves the highest

scores, with the MLP also achieving good performance, however the former miss-

classifies ST from DT at a much lower rate. With these results, the EEGNET is

chosen as the best temporal model.

6.3.1.2 Models for Spatial Domain

The compilation of performance of the NNs in the test set is compiled in Table 6.2.

Out of the correlation connectivity maps models, the MLP, LeNet, and ResNet

achieved the worst performances due to the poor sensitivity of the ST. Conversely,

Alexnet, Mobilenetv2, VGG16, and GoogLenet achieved the best scores with over

97%. For MI connectivity maps, most models could not accurately identify ST,
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Figure 6.4: Averaged Grad-CAMmap for WT (A), DT (B) and ST (C), across the
brain areas: dentate gyrus (DG), first region in the hippocampal circuit (CA1),
cortex layers 4 to 6 (L4/6), and cortex layers 2 to 3 (L2/3)).

averaging less than 50% sensitivity for Lenet, AlexNet, VGG16, ResNet, and

MobileNetv2. On the other hand, MLP and Googlenet achieved scores of 71.5%

and 99.6%, respectively. Lastly, for DTW connectivity maps models, the best

scores are achieved by GoogLenet, followed closely by VGG16. The remainder

of the models have a lower accuracy due to a lower ST sensitivity, ranging from

51.1% of the ResNet upto 71.1% of the AlexNet.

Overall, spatial correlation maps perform better than the MI and the DTW

spatial maps. While all networks achieved good sensitivity for the WT and DT

classes, most struggled to distinguish ST, which was miss-classified as DT.

Nonetheless, the GoogLenet model was the only model to achieve good

performance across all spatial maps consistently. Subsequently, the latter is

utilised to extract the average grad cam for each class in the test set, which is

shown in Figure 6.4. The Grad-CAMs (A) and (B) reveal that the model

focuses on the local connectivity of the CA1 area for both WT and DT.

Similarly, Grad-CAM (C) reveals that for the ST, the CNN looks at the

connectivity of DG with CA1. This correlates with where the AD manifests the

most in early stages, i.e. the hippocampus [181], whereas, at this stage, the

connectivity between the cortex and it has not been significantly affected, so it
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Table 6.3: Performance of ensemble tree per area on the test set.

Ensemble Area accuracy sen. (WT) sen. (DT) sen. (ST)

Bagged

DG 84.9 83.9 87.1 83.9
CA1 81.4 80.4 82.8 81.1
L4/6 85.4 83.8 86.1 86.4
L2/3 81.1 81.2 82.1 79.9
ALL 84.7 82.6 88.8 82.9

Adaboost

DG 75.7 69.0 77.0 81.0
CA1 74.4 66.5 79.0 77.6
L4/6 76.4 68.6 78.5 81.7
L2/3 71.9 67.7 75.1 73.0
ALL 75.7 69.9 79.4 77.7

is not a marker for the network.

6.3.1.3 Models for Spectral Domain

The results achieved on the test set by the ensemble tree models per area are

compiled in Table 6.3. Overall, the bagged models outperform the Adaboost

models. This indicates that a single tree possesses high variance and that by

bagging, the stability of the model is improved, which suits the data better instead

of improving the complexity of the model, i.e. boosting. There isn’t a major drop

in the classifier’s performance for the bagged trees across the different areas. The

best sensitivity for WT is obtained in the DG, and the same with DT, while for

the ST is at L4/6. In the case of Adaboost, the best sensitivity for WT and DT

is across all, while for the ST is at L4/6 as well.

With these results in mind, the different classification combinations for the

bagged tree model are explored further, as shown in Table 6.4. The model works

best in binary classifications, especially WT vs DT, with accuracy over 94%;

however, the performance drops 5-10% when doing a three-way classification.

This means that the distribution of the biomarkers for differentiating the ST AD

model may overlap more with the DT or WT distributions.

The feature importance of the different three-class bagged models are listed in

Table 6.5. The models emphasise higher frequency features, such as absolute and

relative fast oscillations, followed by absolute high and low gamma. On the other
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Table 6.4: Performance of bagged trees for different classification sets on the test
set.

Classification Area acc. sen. (WT) sen. (DT) sen. (ST)

WT VS
ST VS
DT

DG 84.9 83.9 87.1 83.9
CA1 81.4 80.4 82.8 81.1
L4/6 85.4 83.8 86.1 86.4
L2/3 81.1 81.2 82.1 79.9
ALL 84.7 82.6 88.8 82.9

WT VS DT

DG 94.3 92.8 95.8
CA1 91.3 90.5 92.0
L4/6 93.5 92.8 94.3
L2/3 92.2 89.9 94.5
ALL 94.2 93.3 95.1

WT VS ST

DG 90.6 87.8 93.5
CA1 89.3 88.0 90.7
L4/6 90.8 88.0 93.6
L2/3 88.9 85.1 92.7
ALL 89.3 87.8 90.9

ST VS DT

DG 89.4 89.4 89.4
CA1 88.8 88.1 89.5
L4/6 88.6 88.9 88.3
L2/3 86.1 85.9 86.3
ALL 89.6 90.8 88.4

hand, low frequencies such as absolute and relative slow oscillations are ranked

last. Both features, which are ratios, are also ranked low, indicating they are not

markers for the ML model.

Neural network activity is aberrantly increased in AD patients, and animal

models due to functional deficits in and decreased activity of GABA inhibitory

interneurons [182]. In particular, Kalemaki et al. [183] found that loss of

GABAergic inhibition produces significant reduction and disorganisation of the

gamma frequency range (30–80 Hz) with an aberrant peak at a high gamma

frequency range (80–150 Hz), which translate to our high gamma (45-90 Hz)

and fast oscillations (90-125 Hz) ranges. This correlates with the model finding

these as discriminative features. The role of these bands is that the gamma

synchrony across the hippocampus plays a central role in the coordinated
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Table 6.5: Feature ranking per area of the spectral model.

Feature
Ranking per Area

DG CA1 L4/6 L2/3 ALL
fast oscillations 1 1 1 1 1

relative fast oscillations 2 2 2 2 3
high gamma 3 3 3 3 2

relative high gamma 7 4 7 8 8
low gamma 4 5 8 7 4

relative low gamma 8 6 5 5 7
beta 6 7 6 4 6

relative beta 5 8 4 6 5
theta 9 9 11 9 9

relative theta 13 13 13 12 13
delta 10 10 9 11 10

relative delta 11 11 10 10 11
slow oscillations 15 14 15 15 14

relative slow oscillations 16 16 16 16 16
slow oscillations delta ratio 14 15 14 14 15

low high ratio 12 12 12 13 12

reactivation of stored memories [184].

6.3.2 Performance of Ensemble Model and Late Feature

Fusion

Table 6.6: Performance of the feature fusion classifiers for the temporal and
spectral models.

Model accuracy sen. (WT) sen. (DT) sen. (ST)
temporal 86.3 97.6 79.2 84.4
spectral 84.7 82.6 88.8 82.9

mean fusion 95.6 99.7 99.5 88.7
max fusion 95.6 99.7 99.4 88.9
min fusion 95 99.7 99.6 87.4

nav. prod. fusion. 95.5 99.7 99.6 88.5

As the spatial models have achieved very accurate classification results, first

we look at the combinations of the temporal and spectral models in Table 6.6.
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Regarding the individual models, the best-performing one is the spatial model,

meaning it has the most discriminative features. This correlates with the fact

that the best temporal model is EEGNET because it actually exploits spatial

properties due to depth-wise convolutions embedded in the architecture. Lastly,

the spectral model has a higher sensitivity to the ST than the temporal model

but a lesser overall performance. Out of the four fusions, the max fusion achieves

the best accuracy of 95.6% with the highest ST sensitivity of 88.9%. Overall,

there is an improvement across the sensitivities of all classes, with the four fusion

models achieving an accuracy over 95%.

While a two model solution has achieved an acceptable performance, we are

also interested in the spatial biomarkers provided via the third model, thus the

feature fusion models for the three domains are listed in Table 6.7. All but the

mean fusion improve the performance of the individual classifiers, specifically the

sensitivities to the DT and the ST classes, which are improved to above 99%.

Out of all of them, the best-performing model is the min fusion. This means

that if any of the three models is certain that an example does not belong to a

said class, that is the most accurate decision. It is important to highlight that

none of these ensemble methods require training, unlike other approaches such

as regressors, and still achieve good results. Having obtained the best models

for each modality and ensemble, their robustness when the rodent is under stress

and when channels are missing due to artefacts is evaluated next.

Table 6.7: Performance of the feature fusion classifiers for temporal, spectral and
spatial models.

Model accuracy sen. (WT) sen. (DT) sen. (ST)
temporal 86.3 97.6 79.2 84.4
spectral 84.7 82.6 88.8 82.9
spatial 99.1 99 98.9 99.4

mean fusion 98.8 97.4 98.9 100
max fusion 99.3 98.8 99.2 100
min fusion 99.4 98.7 99.7 100

nav. prod. fusion 99.2 98.4 99.4 100
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Figure 6.5: Confusion matrices of the stress segments classified by the best models
for each domain and the proposed ensemble.

6.3.3 Robustness to Stress Segments

The extracted stress segments for each rodent type were classified by the best-

performing model of each domain and the proposed ensemble model. The results

are illustrated in Figure 6.5 in the form of confusion matrices to highlight the

type of incorrect classifications made by the models.

In the temporal model, the detection of WT maintains a high performance.

On the other hand, the performance of the DT drops due to a miss-classification

into WT and ST. Similarly, the ST performance achieves a near-guess level due to

the model identifying it as WT. This was expected due to the abnormal waveforms

of the signals in the stressed state. The spatial model correctly classifies most
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Figure 6.6: Distribution of the power of the fast oscillations band for normal and
stressed segments of each class

examples, as the stress does not significantly disturb the network’s connectivity.

However, there is a decline in the detection of DT.

The spectral model shows the lowest performance out of the three. The

sensitivity of the WT is 72.9%, of the DT 73.4% and the ST 23.3%, indicating

that the distribution of the markers overlaps more in this state. The WT is

mostly miss-classified as DT and vice versa, whereas ST is identified more as

WT and DT than correctly as ST. To understand this further, the distributions

for each class of the main spectral marker (i.e. fast oscillations) are shown in

Figure 6.6. For WT, the distribution has shifted to higher values while

maintaining the same range. In the case of ST, the distribution has shifted to
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higher values, with the minimum also being higher. Lastly, the DT shows a

higher power and a larger range. Overall, there is a higher overlap of the

distributions, leading to incorrect classifications.

Finally, the ensemble model achieves a better performance than the temporal

and spectral models but poorer performance than the spatial model due to the

miss-classification of the ST.

6.3.4 Robustness to Artefacted Channels

The progress of the different performance metrics such as accuracy and class

sensitivities as an increasing number of channels is randomly replaced are shown

in Figure 6.7. Regarding the accuracy, it can be seen that while the spectral model

starts with the lowest performance, it is the least affected one, as all the signals

are averaged before feature extraction. On the other hand, the temporal model,

which performed better, loses a significant amount of performance, especially in

the first 3 removals. The spatial model also suffers from reduced performance but

is lesser than the temporal model. Lastly, the min fusion model maintains a high

accuracy throughout, with an accuracy over 90% even with 5 channels replaced.

Looking at the class-specific sensitivities, DT stands out as being the least

affected of the three, meaning that it has the most discriminative features out

of them. On the other hand, ST sensitivity decreases the most in the temporal

model and the WT sensitivity in the spatial model. Overall, the spectral model

maintains the performance due to what was previously mentioned. The min

fusion model maintains high performance for the WT but is affected more than

the spectral model for more than 6 replaced channels.

6.4 Conclusion

The work presented in this chapter aimed to develop a methodology that allows

understanding AD via the discovery of biomarkers, for which a robust model was

needed. A multimodal approach was used to label and structure the neuronal

recordings, which subsequently had different features extracted from each domain

as input for the classification models. Different combinations of ML models,
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Figure 6.7: Performance of the individual and ensemble models based on the
number of replaced channels.

diverse NN architectures, and boosting methods were evaluated for each domain

to find the best model for each one. Subsequently, various fusion techniques were

125



explored to boost the overall performance. The final model achieved an accuracy

of 99.4 % over the test set.

After analysing the insights provided by the individual models, it was

discovered that the higher frequency bands, such as high gamma and fast

oscillations, play a key role in the spectral domain. From the spectral models, it

was validated that the hippocampus has an important role in AD detection. To

evaluate the robustness of the models to segments where the rodents felt

stressed, examples of these segments were shown to the models, where the

classification performance dropped significantly. Results showed that the

changes in the spectral properties of the signal due to stress were detrimental to

the correct identification of AD, highlighting the importance of removing them

during pre-processing. Subsequently, their performance was tested by randomly

replacing channels in each example with up to half of the available ones. The

ensemble’s performance remained consistently satisfactory even with five

channels replaced.

In human subjects, Van Deursen et al.[185] found that gamma band power

recorded via EEG was elevated in 15 AD patients compared to both mild cognitive

impairment patients (20 subjects. and the control group (20 subjects), proposing

it could be used as a reliable biomarker. The role of the hippocampus as a spatial

biomarker can be translated to human patients via medical imaging techniques

such as functional MRI [186], positron emission tomography (PET) scans [187]

and computed tomography [188], that would allow comparing the mass, volume,

or blood oxygenation level of the hippocampus to detect AD.

Overall, the proposed pipeline has proven to be both accurate and robust, as

well as maintaining the ability to provide the feature insights needed for a deeper

analysis.
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Chapter 7

Conclusion

7.1 Thesis Summary

The work undertaken in this thesis has presented a group of open-source tools for

processing and analysis of extracellular neuronal signals for disease monitoring.

The motivation behind this work is the need of tools that facilitate the use of

ML in chronically recorded invasive signals for diagnosis at an early stage. The

efforts in the thesis have been directed to the processing of the signal needed for

the classification model to have a stable input, in order to obtain unbiased and

accurate models that lead to biomarker discovery and validation.

Throughout this work, the research has focused on developing ML-based tools

to aid the analysis of neuronal signals, and how these can be made accessible to the

research community. In Chapter 4, a performance benchmarking tool of artefact

detection and removal methods was presented. Chapter 5 explored ML methods

to identify and remove artefacts. Lastly, Chapter 6 studied the classification

of animal models of AD via ML. The contributions presented throughout the

thesis are showcased in Figure 7.1, which showcases how the processing pipeline

presented in Figure 1.3 incorporates them. The presented tools aid researchers

in each of the different steps, allowing them to speed up the process and focus

instead on interpreting results.
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Figure 7.1: Processing pipeline with the thesis contributions.

7.2 Concluding Remarks

The output generated in the thesis shows the utility of developing tools that

facilitate disease monitoring in extracellular neuronal signals. The results of the

research carried out have led to the creation of several tools that can benefit the

neuroscience community. The conclusions for the different contributions made

across the thesis are presented in continuation.

7.2.1 Performance Benchmarking Tool

The overview of the literature in Chapter 4 revealed that there was a need for a

method to compare the vast literature. Our proposed scale, with four metrics, is

a step in that direction. While the selection of the metrics is limited, these were

the few consistently reported in the articles. Efforts have been made to make it

F.A.I.R., including the collection of the DOIs, making an open access

repository, creating an online domain, and the ability to easily contact with

suggestions and comments via an online form. In the future, annual or

bi-annual updates can be expected, where more advanced architectures may

appear, such as transformer networks. While most of the entries are of

non-invasive techniques and will continue to increase due to the increasing
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accessibility of portable devices, it is hoped that their invasive counterparts will

grow too. As shown across this thesis, there are many opportunities to research

invasive signals, for which clean signals are needed.

7.2.2 Artefact Detection and Removal

The goal of this project was to find ML solutions for the detection and removal

of artefacts in neuronal recordings. In particular, an alternative to discarding a

segment when there are artefacts in single-channel recordings or global artefacts

present in multi-channel recordings. Results show that neural networks are

reliable for both tasks, as they were validated across three datasets. These were

incorporated into a toolbox to make them accessible to those without a

programming background. Regarding the methods, the detection of artefacts

can be improved with the aid of interpretability and explainability. The use of

explainable models can help new researchers understand what properties of the

signal indicate their presence and even help to identify the origin of the

artefacts. By using interpretability, the decision-making of more complex

models (usually more accurate) can also be understood. The benefits include

feedback on the model by the researchers’ review, and the researchers’ trust in

these systems is improved.

7.2.3 Detection of Alzheimer’s Disease at an Early Stage

The correct AD diagnosis can be hard to achieve in the early stages, as it can

be confused with other neuropathologies. For this reason, the discovery of

biomarkers is crucial to achieving a successful diagnosis and, subsequently,

treating the patient to dampen the deteriorating condition. Using invasive

recordings in animal models, information about the early stages in the specific

brain areas can be studied.

The results showcased in Chapter 6 outline the plausibility of recognising AD

in neuronal recordings via ML with the proposed pipeline. In addition to high

accuracy of 99.4%, better than previously reported in the literature of 82.6% by

Beker et al. [103], it was possible to extract meaningful biomarkers from the
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information provided by the models. While the models were sensitive to periods

of stress during recording, they showed robustness to absent data.

Three main conclusions can be drawn:

1. ML models can accurately detect AD at an early stage in invasive neuronal

recordings.

2. The spatial and spectral domains present rich information which leads to

biomarker discovery and validation.

3. The aggregation of the models for each domain is more robust than the

individual ones.

Overall, it has been proved that detecting AD at an early stage in invasive

neuronal recordings via ML is feasible.

7.3 Contributions

The major contributions of this thesis are summarised as follows:

1. Proposed a benchmarking standard for the performance of artefact

detection and removal with ML, which was embedded in an open-access

tool comparing over 120 articles.

2. Introduced an innovative artefact removal approach based on normal

activity forecasts to replace affected segments.

3. Developed of a toolbox encompassing novel methods for detecting and

removing artefacts from extracellular neural signals recorded as LFPs.

4. Proposed a new ML pipeline for detection of AD at an early stage from

processed LFP data that is robust to absent data.

5. Extracted new biomarkers from the proposed pipeline and validate them

with the known literature.
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7.4 Limitations

From the contributions presented in the thesis, the following limitations were

found:

• The ABOT toolbox allows users to filter data to find approaches suitable

for their application, but it may not be valid for comparing different types

of signals, subjects, and artefacts. There are other limitation in the

comparison metric, such as not providing metrics for clustering artefacts,

which adds complexity to benchmarking. In addition,the normalised scale

may miss-represent results, but it provides an approximation of the

approach’s performance, which can be evaluated further. No other

attempts have been made to solve this issue, making it a starting point for

future research.

• The SANTIA toolbox does not currently support explainability methods.

This may hinder the adoption of the toobox by those looking to identify the

nature of the artefacts. However, the toolbox does allow the visualisation

of the individual classified segments of the signal with the categorisation of

normal or artefact, as an initial step in this direction.

• The explainable pipeline for the detection of detection of AD at an early

stage is robust at the expense of computational complexity, as it requires

training three distinct ML models. On the aspect of explainability, the

temporal model does not provide any insight into the decision making, as

a temporal signal with areas highlighted via a Grad-CAM does not provide

the same degree of information as a spectral feature or the anatomical area

affected of the spatial model.

7.5 Future Work

Following the work undertaken in this thesis, this section outlines the main

directions for future work:
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• The field of artefact detection and removal continues to grow due to the

popularity of portable systems. However, most efforts are directed to

non-invasive signals. Further work focused on invasive signals is still

needed. Utilising supporting modalities [174] can help in this process, for

which pipelines that incorporate them need to be developed.

Implementing multiple processing algorithms, each removing a specific

artefact to improve the signal’s quality through a succession of algorithms,

remains an option.

• In the future, the community may achieve a consensus on evaluating the

performance of artefact detection and removal methods. This may be in the

form of a benchmarking dataset or a standard metric. The work presented

in Chapter 4 is the first step in that direction. As a growing field, it is

expected that new techniques incorporating state-of-the-art ML, such as

transformers or graph neural networks, will appear.

• The entry barrier for ML lowers every year due to its popularity, with tools

such as Auto-ML [189]. Nonetheless, some intricacies do require expertise.

The SANTIA toolbox presented in Chapter 5 aims to help that while flexible

enough to allow a more experienced user to customise it to their needs.

Having already had several updates, feedback from the community and

planned updates will help improve it.

• A novel pipeline for AD detection at an early stage is proposed in Chapter

6, achieving promising results. The incorporation of new classes into the

model, which includes the animal at different stages or ages, should translate

into further advances in understanding AD. To achieve further advances in

understanding AD, the study of subjects at 6 and 12 months of age should

be explored, to observe the progression of the disease and how it affects

the subjects and the biomarkers. In other words, the development and

evaluation of a multi-class ML model that includes the ages and phenotypes

of the subjects. This includes classification tasks of the age of the mice as

well as the progress of the disease.

• A significant contribution to the field of disease monitoring would be to test
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models across several pathologies to achieve a multi-purpose model. While

creating such a dataset is unlikely by a single team, the efforts of multiple

sources could make it happen via open-access data repositories [130].

• With the growth of the use of ML models, the need for interpretable and

explainable models does as well. In the future, we can expect further

development of explainable methods that complement black-box models,

especially in health care, where physicians rely on these systems to

complement their diagnoses [190]. Through explainability and

interpretability, the accuracy of the diagnosis can improve and the models’

performance as well [191].

• Lastly, to bridge the gap between animal models and humans, the discovered

biomarkers need to be mapped to the cortex. In this manner, diagnosis via

non-invasive and portable systems can be used, facilitating the diagnosis

for physicians and thus improving the patients’ prognosis.
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