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Abstract

Detecting violent language is a complex problem in preventing crime
and harmful content. Violent language detection in real-time conver-
sations is therefore a novel problem in computer science, with most
current solutions focusing on the either text-based or audio-based so-
lutions. These solutions will often miss the wider context, without
audio it is difficult to extract auditory features, and without text
it is difficult to understand the language used. In addition, there
has been growing interest in the use of edge computing technologies
to prevent crime. Edge computing is the processing of data at or
close to the edge of the network, as opposed to sending it to a cen-
tralised data centre. Faster response times, lower bandwidth needs,
and improved data security are just a few benefits of this strategy for
preventing crime, which when combined with a multimodal dataset
could achieve improved detection while preserving user privacy.

This thesis investigates the practical application of multimodal data
fusion and edge computing for crime prevention, specifically focussing
on the detection of violent language in conversations from text and
audio data. A fusion algorithm that combines natural language pro-
cessing (NLP) techniques of Bidirectional Encoder Representations
from Transformers (BERT) and Linguistic Inquiry and Word Count
(LWIC), in addition to Mel-frequency cepstral coefficients (MFCC)
and time-frequency domain features was developed. The resulting F1
score of 0.85 demonstrates the effectiveness of the algorithm in identi-
fying potential instances of violent conversations related to domestic
violence or public safety when compared to single modality results.
However, the initial iteration of the algorithm required substantial
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computational resources, leading to its compression using model re-
duction for deployment on edge devices such as mobile phones and
smart home devices.

To facilitate real-time detection, a mobile application and a cost-
effective smart home device were developed, utilising a model reduc-
tion approach. The mobile application enables timely identification
of violent conversations, while the smart home device serves as an al-
ternative for people without access to mobile phones. The approach
gives consideration to contextual factors such as microphone quality
and device positioning, which influence the algorithm’s adaptability
to different scenarios. Future research aims to enhance the accuracy
of the model, improve the realism of training data, and explore in-
novative approaches for contextual analysis and result normalisation.
This thesis contributes to the advancement of multimodal technolo-
gies for crime prevention, highlighting the importance of data fusion
and edge devices in this domain.
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Chapter 1

Introduction

1.1 Overview and Motivation
The World Health Organisation (WHO) found that nearly 1 in 3 (30%) women
have been subjected to physical and / or sexual violence in a prevalence data
survey between 2000-2018 in 161 countries and areas [4]. A report referenced
by the WHO [5] also identified the health issues of domestic violence, with 42%
of women reporting injury as a consequence of violence against women [6]. The
WHO identifies several factors associated with violence against women, including
lower levels of education, harmful use of alcohol, harmful masculine behaviours,
and low levels of gender equality [5]. Violence against men has also been stud-
ied in the domestic setting, with prevalence rates of 3.4% to 20.3% for physical
violence against men surveyed in this setting [7]. This highlights the issue of
crime that still occurs at high rates around the world, despite the reported lev-
els of crime in most countries decreasing on average [8]. In addition to current
statistics on domestic violence worldwide, some authors [9] have considered how
increased social isolation and the inability to access potential support resources
have increased the risk of domestic violence becoming a public health crisis. For
example, a meta-analysis identified how, in a systematic review of the literature,
stay-at-home orders related to the Covid-19 pandemic increased domestic violence
incidents [10]. Therefore, it is necessary to consider more localised statistics and
to consider how research can positively improve the ability of individuals to report
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and identify domestic violence.
In England and Wales, details of domestic abuse are published in a statistical

bulletin from the Crime Survey for England and Wales (CSEW) by the Offline
for National Statistics (ONS) [11]. The CSEW estimated that 5% of adults
(6.9% women and 3% men) aged over the age of 16 experienced domestic abuse
during the year ending March 2022 [11]. There was no change in the prevalence
of cases of domestic abuse experienced by adults, compared to the 8% decrease
in estimated crime for the year ending June 2022. Although the terminology
differs from the previously identified WHO report on violence against women [4],
the CSEW approximates that 1 in 5 adults aged 16 and over (10.4 million) had
experienced domestic abuse as adults [11]. The CSEW does report that the
number of domestic abuse police cases had increased by 7.7% from the previous
year to a total of 910,980 reported incidents, following similar increases in previous
years [11]. The Opinions and Lifestyle Survey (OPN) asked participants about
their perceptions and experiences of harassment over a period of 12 months [12],
in the study 27% of women and 16% of men said that they experienced at least
one form of harassment during that period of time. The OPN study also identified
how women between 16 and 34 years of age felt the most unsafe of any age and
sex group when using public transport alone in the dark, while disabled people
felt less safe in all settings than non-disabled people [12].

The OPN asked participants about their public experiences, including ques-
tions relating to busy public spaces, a quiet street near their homes, and in a park
or other open spaces [12]. The OPN study also identified how 15% men and 22%
women had experiences of being insulted or yelled at by a stranger in public [12],
highlighting the need for more work to enable safer spaces in public. However,
domestic violence will often occur in domestic and private settings, making the
identification, evidence collection, and reporting processes difficult for the indi-
viduals involved due to social isolation [9], or family relations [5]. Private settings
such as an individual’s home or nursing home have been considered in relation
to violent locations, domestic violence cases occurring at home [13] and care-
givers in nursing homes consider violence a workplace and safety problem [14].
This requires an approach to data collection that can consider victim privacy,
as existing concerns regarding privacy and surveillance [15] could be highlighted.
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The private nature of domestic violence has been reported in other studies, even
when victims spoke with healthcare professionals [16], indicating the need for
user-centred privacy to be at the forefront of any approach to helping vulnerable
individuals.

Despite concerns about privacy, victims are willing to come forward for sup-
port, within England and Wales, The National Domestic Abuse Helpline was
reported to have delivered 50,791 support sessions to individuals for the year
ending March 2022 [11], the report also indicates that the number was similar
to that of those reported the year previous, not matching the increase in Police
reported incidents. Despite the support sessions conducted and the number of
police reports [11], some research has suggested that victims of domestic violence
or abuse may be underreported. For example, a study that analyses cases of
domestic violence against older adults with disabilities reports that the number
of victims observed in all cases may be underestimated [17]. A review of the lit-
erature on physical elder abuse reports that despite the expectation that medical
experts are ideally positioned to detect elder abuse, physicians represent only 2%
of the reported cases, among other reasons, due to the uncertainty of diagnos-
tic validity [18, 19]. The Covid-19 pandemic has also been considered to have
prevented the reporting of domestic violence cases even as violence continued or
increased [20]. Evidence collection from a policing point of view is also difficult,
with existing recommendations suggesting regular training programmes and ar-
resting officers collecting defendant and victim statements along with photos of
injuries and property damage [21].

Despite the common use of technology in crime prevention in a range of of-
fences, technology is rarely used as a method of evidence collection in domes-
tic abuse or violence cases [21]. Some examples are available, a study in New
Zealand and Australia reported that a strategy of using video recordings of the
victims initial account and using that recording as courtroom testimony could
be an effective use of video recordings in evidence collection [22]. An individ-
ual’s personal data could also be used, such as: call history log, GPS tracking
data, abusive text messages, and metadata on photos [23]. Technology has been
used to provide support to young people in the UK, and a report highlighting
the risks related to digital-enabled support, such as a perpetrator ’lurking’ in the
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room, recommends 13 corrective actions in this regard [24]. The use of technology
by victims has been considered a risk because perpetrators often use technology
against victims [25], however, some articles suggest how technology can instead
be used by victims through innovative approaches that support online safety [26].
Some proposals consider how technology can be used to address intimate part-
ner violence by recording and collecting evidence of abuse, reducing feelings of
isolation, and giving victims access to essential resources/services [26]. Similarly,
designers should consider the broader ethical and sustainability challenges raised
in this regard (e.g., [25]). Although a technological solution alone is unlikely to
stop domestic violence, the collection of evidence and the improvement in per-
ception of safety is the focus of the work conducted in this thesis, through a focus
on privacy preservation and user control of an edge computational device.

1.1.1 Motivation

The motivation to complete the research presented in this thesis is to improve the
accessibility of devices that can be used to identify, report, and alert individuals to
potential domestic violence. The focus of the work presented in this thesis will in-
vestigate the identification of violent language from a computational perspective.
Using modern technologies, it might be possible to design and develop systems
and algorithms that can support at-risk or concerned individuals. The computa-
tional development is motivated by the increasingly pervasive and everyday use
of edge devices, such as smart home systems and mobile phones. Furthermore,
the effectiveness of computational algorithms and edge device processing power
suggests that a privacy-preserving but safe violent language detection system may
be possible.

1.1.2 Sustainable Development Goals

The importance of the work is highlighted by the relevance that the work has
to multiple UN Sustainable Development Goals (SDGs), through which the UN
encourages a shared blueprint for peace and prosperity for people and the planet
[27]. The research carried out as part of this project identifies two SDGs as the
most likely areas for the work to be impactful and contribute to the wider society.
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SDG 5 aims to achieve gender equality and empower all women and girls [28],
with targets relating to ending all forms of violence against women and girls
in both the public and private spheres. The research carried out in this thesis
considers SDG 5 in its design to help prevent and report violence in domestic
spaces. The SDG also has a target of 5.b, which is to enhance the use of enabling
technology to promote the empowerment of women, which is also one of the goals
of the mobile edge application.

SDG 16 aims to promote peace, justice and strong institutions [29], which is
related to the recording and reporting aspect of the research project. Should this
research be effective, progress can be made on how user-centred privacy can be
sustainably included in trustworthy crime prevention technologies. This could
help improve the surveillance and security of victims of domestic violence.

1.2 Research Gap
Despite the widespread use of technology in crime prevention [30], limited tech-
nological methods have been investigated in the context of preventing domestic
violence in spaces that are not online. There are some applications in this re-
gard; for example, Circle of 6 [31] is a mobile application that allows its users to
quickly contact a user-defined list of six people and share their current location
along with an emergency message. Similar applications, including BrightSky [32]
and Silent Beacon [33] are aimed towards victims of domestic abuse or aim to
increase safety in the public through a virtual panic button. These applications
are user-centred in nature, enabling users to identify their own network of trusted
contacts and devices who to send potential panic button messages to. There is
a limited crossover between mobile applications and academic literature, with
most work focussing on public spaces where individuals feel less safe [12]. There
are not many solutions that focus on domestic spaces, which may be due to the
global positioning system (GPS) being a key feature of most panic button appli-
cations. An identified gap in the literature in this regard is the lack of work that
investigates personal safety technologies in a domestic environment.

The prevalence of edge devices such as mobile phones and smart home tech-
nologies presents a novel opportunity to support the identification of violent lan-
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guage or conversations in domestic environments. Edge computing is a method of
collecting, storing, and processing data as close to the network edge as possible,
presenting opportunities related to data privacy, bandwidth, and latency [34],
which could occur within a domestic setting. Edge computing contrasts to cloud
computing by locating data processing without the need for central servers or
processing facilities, with most research investigating edge computing usage in
the smart home, energy and transportation sectors [35]. Potential edge devices
such as mobile phones are already widespread across most age groups (88%) of all
UK adults own a mobile phone [36]), presenting a research gap for using a mobile
phone as an edge computing domestic violence prevention device. Smart home
technologies are also becoming more ubiquitous, with audio-equipped technolo-
gies such as smart home speakers (11% of the UK own at least one) increasing in
popularity in recent years [37]. Therefore, opportunities to infer signs of domestic
on the edge to support user privacy could be potential future innovations [26].

Machine learning models are often used to detect violent language [38], hate
speech [39], and harmful content [40] on social networks. However, these exam-
ples are often limited to text-based posts on social media sites such as Twitter or
pre-recorded video content on sites such as YouTube, with language models that
are used on mobile devices often limited to virtual assistants such as Alexa or
Siri [41]. Therefore, an identified gap in the literature on machine learning, audio
processing, and natural language processing is the combination of text and audio
content to detect violent conversations in real time. The existing literature has
considered the fusion of multiple text models [42], however, a thorough literature
review was unable to identify works that combined audio and text modalities for
the detection of violent conversations. Although complex environments such as
public spaces often contain large amounts of noise, the private setting of domes-
tic violence suggests a potential gap related to the capture of conversations in
relatively quiet locations with a small number of individuals.

Therefore, the research conducted in this thesis will therefore investigate the
aforementioned research gap presented in Figure 1.1, notably the lack of research
on domestic violence in private spaces, the ubiquitous use of potential edge devices
such as mobile phones and smart home technology, and the detection of violent
language in conversations. The research gap is a computational solution to detect
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Figure 1.1: Overview of the research gap presented in the thesis, with previous
work and literature being used to identify the key research areas of the project.
The research gap themes are based on thematic elements such as the domestic en-
vironments and technical challenges such as multimodal modal fusion techniques.

violent language in conversations on local edge devices that can preserve privacy
while accurately inferring violence.

1.3 Research Question
The identification of the research gap enabled the formulation of a research ques-
tion, and the research question highlights the technological approach based on
grounded theory used, integrating existing literature and knowledge to produce
a novel technical solution. The research question is defined as follows:

Is it possible to infer violence or aggression based on audio and
natural language processing on the edge in real-time?

The question was formatted in a way that enabled a three-stage approach
to answer the question; this would initially start with the audio and natural
language processing models before the data fusion model is developed. Finally,
the fusion data model was applied to the edge for the use of mobile phones and
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smart home devices. The research question guided the study throughout and
enabled constant thought as to the research gap and the potential impact of the
completed research.

The purpose of the proposed research is to develop a framework investigating
if the real-time detection of violent language is possible in domestic environments
for the purpose of crime prevention. This solution could potentially be further
developed to send out notifications to the authorities or someone close to the
victim. It can also be used to securely collect evidence for court proceedings,
however future developments and research is needed alongside stakeholders for
this to be further investigated.

1.4 Aim and Objectives
The research question provides an impetus for the study to be carried out and
motivates the study choices in relation to data collection, analysis and the method
of presentation of the results. Relating to the research question, is the project
aims and objectives which define the specific work packages as part of the study.
An overall breakdown of the approach used is presented in Figure 1.2.

1.4.1 Aim

The aim of the research is to investigate the fusion and combination of audio
and textual content to determine whether violent or aggressive conversations
are occurring around an edge computing device. The aim describes the overall
research project, without asking a specific question, enabling a contribution to be
achieved from the project independently of the outcome. The aim of the research
is as follows:

To analyse the data fusion of multimodal sources to determine if
a conversation contains violent or aggressive content on the edge.

In the aim, the multimodal sources refer to audio and text content from
recordings and linked transcriptions. The determination of violent or aggressive
content refers to the use of binary classification to achieve a result between 0
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Figure 1.2: The breakdown of the research project, initially presenting how the
research question links to the aim of the project. The aim is then linked to each
of the objectives, which are linked to the relevant chapter.
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and 1. Finally, edge processing refers to the use of mobile phones or smart home
technologies, which are the likely devices on which data will be collected and
processed.

1.4.2 Objectives

Each objective relates to both the aim and the research question of the project
but determines a smaller subset of work that is to be completed as part of the
research project. The objectives developed as the study progressed and each result
influenced future work and decisions. The objectives of the research project are
described as follows:

1. To perform a review and evaluation of the existing literature, sources, and
applications relating to the use of technology and Ai in crime prevention.

2. To curate a multimodal dataset of linked audio and text features that can
be employed to test and train data fusion models.

3. To investigate the results of natural language processing (NLP) feature
extraction, and determine the most effective combination of text-processing
models.

4. To develop a data fusion model that combines audio and text modalities to
accurately identify violent language from conversations.

5. To perform model reduction on the data fusion model to embed the model
on edge devices in real world scenarios.

1.5 Research Challenges
The research project identified several offset challenges that provided motivation
for the study, as presented in an overview in Figure 1.3. The figure groups these
research challenges based on how each theme impacts the potential implementa-
tion of a violent language detection system, these considerations include existing
datasets, model complexity, and privacy. Each of the research challenges en-
couraged the technical and research development that occurred throughout the

10



1. Introduction

Figure 1.3: An identification of the research challenges that were considered
during each stage of the project, split into three main categories. These challenges
are identified as themes, with sub-themes also being included in the classification.

study period of the project. The list below highlights some of the main challenges
identified during the work and how they were overcome as part of the research.

1. Existing Datasets: Despite the interest in online abuse, few studies have
considered abuse in a domestic setting. There are several available datasets
that focus on abusive or offensive language. For example, The National
University of Singapore SMS Corpus; This database contains more than
10,000 abusive SMS messages. The dataset contains the text of the message,
as well as audio recordings of the message, read loudly [43]. Another widely
used dataset is the “The Toxicity Corpus” [44], which contains a collection
of more than 100,000 Wikipedia comments and has been named toxic or
abusive language. The dataset includes comments text and audio recordings
of comments read loudly. The challenge here was finding a dataset that
entails of audio recordings as well as their transcription labelled whether
the conversation is violent or normal.
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2. Complex Multimodal Fusion of Audio and Text: Multimodal data
fusion refers to the process of combining data from multiple sources and
methods to improve the accuracy and efficiency of the system or process.
In multimodal data fusion, different means refer to different types of data,
such as text, audio, video, or sensor data. However, when applying multi-
modal fusion, a large number of computational resources are used, requiring
careful considerations with respect to dataset size, data resolutions, missing
/ incompatible values, data quality, and input and output shapes for each
model [45]. Although previous work has combined several text models, such
as the fusion of Bidirectional Encoder Representations from Transformers
(BERT) and Linguistic Inquiry and Word Count (LIWC) [42], which has
not been linked using a multimodal text-audio dataset, which presents a
novel challenge for research.

3. Privacy Concerns: Victim privacy concerns about the use of technology
should be considered throughout the project. Previous research has identi-
fied the private nature of domestic violence [16], and should be considered
in the design of the study. This is also important due to the potential risks
that technology can have on victims [25], however, carefully considered in-
novation could still be effective if designed with careful consideration [26].
A notable challenge in this regard is the capture of data that could be used
as evidence [23] while respecting the privacy of the individual. Consider-
ation should also be given to the comfort levels of the user, as the user
should also feel in control of the application, through applying methods
that match the user’s needs and requirements. The challenge in this regard
is to work with offline data using computationally complex models, which
will require an effective approach to running models on the edge.

1.6 Research Contributions
The contributions of the research project can be split into four main areas, based
on the aim and research question of the project. Contributions include multi-
modal labelled datasets, NLP fusion, audio-text data fusion, and real-time pro-
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cessing occurring on edge devices. A breakdown of each contribution is provided:

1.6.1 Contribution 1: Labelled Multimodal Dataset for
Linked Audio and Text Violent Language Detection

The initial research contribution is the curation of a dataset that contains both
audio recordings and text transcriptions, linked to unique ID fields. The dataset
comprises 1,295 audio files, segmented into 10-second intervals. Each segment is
rated on a scale from 1 to 5, based on the presence and intensity of verbal abuse,
including violence. These audio files are sourced from various British television
series, offering a diverse range of content. The dataset is a unique contribution to
the field due to the lack of existing multimodal datasets that are linked correctly
or accurately. The dataset is also curated with researcher-identified labelling for
whether violence has occurred in the segment’s conversation. The dataset is a
useful contribution, as it provides a comprehensive and standardised collection
of audio and transcription data that researchers could use to study abusive be-
haviour and its effects. This data could be used to develop and test algorithms
or models that are designed to detect or prevent abuse or to better understand
the underlying factors that contribute to abusive behaviour. The dataset’s com-
ponents and their attributes are detailed accordingly in Chapter 3.

1.6.2 Contribution 2: Natural language Processing Fusion
Model to Detect Violent Language

Although NLP models are common for detecting violent language from social
media text data, these models have yet to be compared or analysed in a way
that supports high levels of accuracy for the complex contextual nature of hu-
man conversation, especially when presented in text format. There have been
a small number of attempts at combining multiple NLP models, but these have
not been investigated yet in the context of violent language. This contribution
provides a comparison of NLP models for detecting violent language, in addition
to comparisons of data fusion on disparate NLP models.
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1.6.3 Contribution 3: Novel Audio-Text Fusion Model for
Detecting Violent Language

The third contribution of this thesis is the audio-text fusion model of linked audio-
transcription data to detect violent language. This contribution presents a novel
approach to combining multilevel multimodal datasets using binary classification
while achieving improved results compared to individual modalities (e.g., text or
audio). This approach utilises time-frequency domain features to uncover cru-
cial insights about the audio signal in both time and frequency dimensions. The
model also integrates Mel-Frequency Cepstral Coefficients (MFCCs), offering a
comprehensive depiction of the signal’s attributes which are provided in Chap-
ter 5. The contribution is based on detecting violent language in the context
of conversations, which is difficult due to the personal nature of conversational
language. Results related to different combinations of multimodal data are also
provided, which encourages future work based on improvements in the design of
individual models.

1.6.4 Contribution 4: Real-time Edge Processing for Mul-
timodal Violent Language Detection

The final major contribution of the thesis is the design and implementation of a
real-time edge processing application, which the previously identified data fusion
model could run on. Existing methods of running ‘lite’ or ‘tiny’ machine learning
models often focus on the design of individual models or modalities. The contri-
bution presented in this thesis runs a complex multilevel audio-text multimodal
algorithm on the edge, which is able to achieve the same results as the computer-
ran version. This contribution also highlights potential privacy improvements due
to the edge nature of the devices, in addition to potential future contributions
in trust and safety. The contribution is also demonstrated across two separate
devices, a simulated smart home Raspberry Pi and both IOS/Android mobile
devices.
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1.7 Publications
During the study period, academic impact was considered through the publication
of academic manuscripts. The following manuscripts related to the PhD study
were published during the research project:

• Woodward, K., Kanjo, E., Anderez, D.O., Anwar, A., Johnson, T. and
Hunt, J., 2020, November. DigitalPPE: low cost wearable that acts as a
social distancing reminder and contact tracer. In Proceedings of the 18th
Conference on Embedded Networked Sensor Systems (pp. 758-759)

• Kanjo, E., Ortega And erez, D., Anwar, A., Al Shami, A. and Williams,
J., 2021. CrowdTracing: Overcrowding Clustering and Detection System
for Social Distancing.

• Anwar, A. and Kanjo, E., 2021, November. Crime Prevention on the
Edge: Designing a Crime-Prevention System by Converging Multimodal
Sensing with Location-Based Data. In 16th International Conference on
Location Based Services (p. 96-100).

• Anwar, A. and Kanjo, E., 2023, July. User-Centred Detection of Vio-
lent Conversations on Mobile Edge Devices. In International Conference
on Human-Computer Interaction (pp. 335-346). Cham: Springer Nature
Switzerland.

1.8 Thesis Outline
The thesis is structured into seven chapters, each related to a specific aspect of
the research project:

Chapter 2 is a review of the literature on the state of the art in crime pre-
vention technologies, identifying the existing knowledge in the subject area. The
chapter also identifies the challenges and opportunities relating to these technolo-
gies, which are then used in the determination of the research project.

Chapter 3 outlines the methodology used throughout the thesis related to the
development and analysis of the overall project. The chapter also introduces and
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explains the process for the dataset curation and describes the dimensionality of
the multimodal linked data used as part of the project.

Chapter 4 relates to the research on NLP and text processing for the tran-
scriptions extracted from the audio data. The chapter explains the experimental
setup, pre-processing, models used, and the resulting text fusion attempts to
determine which model should be used on edge devices.

Chapter 5 presents the work on Inference from Audio, Pre-processing, and
feature extraction. The chapter also explains the data fusion process for com-
bining the datasets and models. The chapter describes the experimental setup,
processing, challenges, and results of the data fusion attempt in the context of
violent language detection.

Chapter 6 explains the real-time solution for processing the data fusion model
on edge devices. The chapter describes the challenges, considerations, implemen-
tation, and testing of smart home devices, mobile devices, and the overall system.

Finally, Chapter 7 is the discussion and conclusion, which finalises the results
of the work, and reports if the research question, aim, and objectives of the project
were met, and what future work could be conducted based on these results.
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Chapter 2

A State-of-The-Art Review of
Technology in Crime Prevention

2.1 Chapter Overview
Recent advances in technology and machine learning provide researchers with
opportunities to use these advances to enhance the safety of individuals. This
chapter is a state-of-the-art review of the technologies currently available for
crime prevention. The high rates of crime in England and Wales, specifically
in cases of domestic abuse [11] were the motivation for the review. The review
attempts to identify current academic knowledge related to technologies being
used for crime prevention. Although there are several concerns regarding the use
of technologies for crime prevention [26], the use of such technologies is becoming
more ubiquitous due to cost savings and improved infrastructure. Technologies
for crime prevention is a subject area growing in interest, as it can be applied to
both individuals and organisational entities. For example, a closed-circuit tele-
vision (CCTV) network [46] can be used for individual domestic security, public
spaces, and corporate environments. Other security solutions are often used in
specific scenarios. For example, smart home technologies are often only used in
domestic environments [37], while facial recognition is often only used by police
or public/private sector security solutions [47]. Similarly, software or algorithm
solutions are also identified in the chapter, such as social media crime preven-
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tion [48] or the use of machine learning technologies [49]. Each of the potential
implementation scenarios, along with known crime prevention technologies, is
reviewed as part of this chapter. Additional literature has been attached in Ap-
pendix A which reviews audio-visual technologies and ubiquitous sensing. The
remainder of this chapter provides a state-of-the-art review of crime prevention
technologies with a focus on data science, software, and mobile technologies.

2.2 Background
Criminal activity is a prevalent issue in contemporary culture and society, and
most countries face intolerable levels of crime [50]. Technological innovation has
been one of the main driving forces leading to the continuous improvement of
crime control and crime prevention strategies. For example, GPS tracking has
been used to track offenders’ movements [51], Bluetooth has been used to monitor
and track large crowds at public events [52], and electronic monitoring has been
used to track past offenders and prevent recidivism [53]. Therefore, technology
has been used by police and national organisations to prevent crime from occur-
ring and to encourage the perception of safety to the general public. Despite
this, technologies and solutions are often specific to the individual context, for
example, while GPS [51] and electronic monitoring (EM) [53] are used to track
offenders, these technologies are rarely used to monitor and protect potential vic-
tims, due to concerns such as privacy [54]. The growth and ubiquitous nature
of more novel technologies has also been considered in the academic literature,
with authors considering the use of machine learning [55] or artificial intelligence
(AI) [56] in crime prevention technologies. In addition to the use of technolo-
gies for traditional crimes, the use of technology has presented new crimes that
governments should consider, such as those that occur on social media, including
hate speech [57] and offensive language [58]. Similar considerations should be
taken with regard to cyber crimes, including phishing [59], online fraud [60], and
digital impersonation [61]. Therefore, it is necessary for researchers to consider
the crimes that occur and if technological solutions can be used to support the
prevention of such activities.

First, it is necessary to define the crime and the main criminal activities that
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occur. Crime is a broad term used to describe a wide range of criminal activities,
and the academic literature and official statistics indicate significant variation in
both risk and reporting rates between the different types of offence. For exam-
ple, according to the Office for National Statistics (ONS) [62], the most common
type of crime against a person in the UK in 2021 was violence against a per-
son, which represented 23% of all reported crimes. This category includes crimes
such as common assault, harassment, and stalking. The second most common
type of crime against a person was sexual offences, which represented 11% of all
crimes [62]. However, reported crime statistics do not consider an individual’s
perception regarding their safety, for example, according to the ONS individuals
felt less safe walking alone in all settings after dark than during the day [12],
which while linked to personal safety and crime prevention, is not often reported
as crime statistics. Crime prevention also includes communication with commu-
nities, through the provision of expertise and advice. For example, Police UK
provides online advice on potential criminal activities such as spiking, drugs, and
fraud [63]. In this article are recommendations on technologies for the domestic
environment, such as marking a property with ultraviolet light and registering
the items in an approved database to improve the chances of recovering stolen
goods [64]. The crime statistics and crime prevention advice highlight the im-
portance of crime prevention, but also the necessary improvements that could be
made through the widespread use of modern technologies.

Previous literature reviews and surveys related to crime prevention and tech-
nology have been conducted, most of which are related to specific contextual
implementations (e.g., NLP and crime prevention [39]). However, it is necessary
to conduct a review that investigates the use of technology in crime prevention
as a whole, to enable the detection of novel methods of preventing crime. Ar-
ticles have previously identified the opportunity that technology and innovation
have in relation to criminal activities [65], however, the article also identified how
researchers must consider the weakness that purely technological approaches can
have in crime prevention. A systematic review on technology and crime preven-
tion has also been conducted, focused on specific crime prevention journals [66],
this review highlights common themes in the literature, including artificial intel-
ligence and information technologies. The review [66] uses a systematic approach
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Figure 2.1: A classification of the literature that was reviewed during the research
project, classified into main themes, sub-themes, and examples crimes where the
technology could be used. The classification is based on a narrative review, with
the themes being identified during this process.

that means that novel methods with limited research interest could be ignored or
not included in the systematic process. Reviews have also been conducted related
to specific contexts of technology in crime prevention, such as rural situations,
where a review of the literature [67] identified how despite an increase in use in
the last decade, technology is not common to prevent rural crimes. This indicates
the need for technologies to be more accessible and shared more frequently to be
applicable to the wider contexts of crime. Similar work has also been carried out
related to specific innovations, for example artificial intelligence, which has been
considered in the context of cyber crimes [68] in the previous literature. The na-
ture of the identified existing work highlights the need for the review performed
in this chapter, which considers the role of technology, in non-specific criminal
contexts, providing motivation for future work.

2.3 Literature Search Method
The literature reviewed within this section was curated using a manual search due
to the disparate nature of the research area. For this purpose, a state-of-the-art
non-systematic narrative review [69] was performed; this was used as a review
method to identify current knowledge within technology in crime prevention and
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to provide an impetus for research carried out within the remainder of this thesis.
The initial plan was to conduct a systematic survey of articles or an integrative
review [70], however, limitations in the terminology of naming technologies and
the large number of collected irrelevant articles meant that a narrative approach
was taken instead.

The potential limitations of this literature search methodology are the lack
of reproducibility and transparency as part of the review; for example, a scoping
or integrative review [69] will include inclusion criteria as part of the work and
structured search queries to support the discovery of articles for other authors.
The lack of an existing structure or literature review in this regard restricted
the review to being narrative and state-of-the-art in nature. Identified as part
of this review is the potential for a systematic review to be conducted in the
future, based on the knowledge formed from this state-of-the-art review, where
topics and search methodologies can be based upon those identified as part of
this work.

Figure 2.1 presents the themes identified during the literature review process.
The themes include main themes such as audio-visual technologies, subthemes
such as smart home technologies, or acoustic sensing. The figure also provides
references to examples of crimes considered within the research papers, and these
provide context as to how and where the prevention technologies are used.

2.4 Data Science
Data science methods are some of the most common techniques to be linked with
crime prevention applications, due to well-known reports of predictive policing
being implemented into police tool kits [71]. Data science methods refer to the
use of techniques such as big data [72], or machine learning [73] to effectively
prevent crime using novel technologies and applications. Data science methods
are often based on algorithms and mathematical concepts. Despite this, concerns
have been raised about the potential bias in such systems [74]. Limitations can
present potential ethical implications [75] and racial bias [76] in data science
methods, and therefore researchers must consider this in their work.
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2.4.1 Machine Learning and Deep Learning

Machine learning is a data analysis method that automates the development of
analytical models. It is a field of AI based on the idea that a system can learn
from data, identify patterns, and make decisions without human intervention [77].
There are different types of machine learning; such as Artificial Neural Networks
(ANNs), CNNs, Deep Learning, Spatial-Temporal Models, and Empirical Models.
While CNNs are a particular kind of ANN that is tailored for processing grid-like
data, like images, ANNs are a more general term that refers to any kind of neural
network. Deep learning makes use of both ANNs and CNNs, which are neural
networks (NNs) with many layers [78]. These techniques can be useful and has
been used for crime prevention tools, as they use historical crime data to predict
where and when crimes are likely to occur, identify new trends in crime, improve
efficiency, use facial recognition to identify suspects [79], analyse the feelings of
social media [80], and provide real-time crime warnings [81]. While the majority
of these techniques are already identified within this review, this section and the
included sub-sections will focus on the use of the algorithms as opposed to the
contextual use-cases.

Deep learning is a method of machine learning that excels at managing un-
structured data and extracts features from it using layered models. It has gained
importance as data has increased and computer hardware has advanced [82]. One
of the key technologies used in driverless cars [83] allows them to recognise a stop
sign or tell a pedestrian from a lamppost. Large amounts of data are used to
train deep learning models, which can be applied to a variety of tasks, including
decision making [84], speech and image recognition [85], and NLP [55]. These
techniques are particularly effective for tasks that involve the analysis of complex
and unstructured data, such as images, videos, and audio [86].

This study [74] presents a data-driven strategy for analysing crime data and
predicting the development of crime hotspots in Taiwan using machine mining
algorithms based on the “broken windows” theory and geographic analysis. The
Deep Learning algorithm is employed and has been shown to outperform other
approaches such as Random Forest and Naive Bayes. Using data with multiple
time scales improves model performance. The results are confirmed by mapping
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possible locations of the crimes. Another study [87] found that deep learning-
based models can be used to detect cyberbullying on numerous social media
sites. Similarly, research [88] has explored how an intelligent video surveillance
system that actively monitors in real time without human intervention using deep
learning technology can be used.

A type of deep learning algorithm is a recurrent neural network (RNN). RNNs
are intended to handle sequential data, such as time series data or text, by retain-
ing an internal memory or state that allows the network to learn and anticipate
based on past input. RNNs are very good for jobs that involve sequential in-
formation and are utilised in a wide range of applications, including NLP, audio
recognition, and time series prediction.

2.4.1.1 Artificial Neural Networks

ANNs are modelled after the structure and operation of the human brain and are
a fundamental building block of deep learning. It is made up of a network of inter-
connected “neurons” that transmit and process data between layers. Each neuron
receives information from another neuron, processes the information mathemati-
cally, and then sends the results to another neuron or output layer. The “weight”
set of neurons, which is adjusted throughout the learning process to increase net-
work accuracy, represents the strength of the connections between neurons.

An ANN (and often, more conventional NNs) consist of an input layer made
up of neurons (or nodes, units), one or more hidden layers, or even three hidden
layers with output neurons as the final layer [89]. The lines connecting neurons
are also shown in Figure 2.2, which depicts a typical architecture. A weight,
which is a numerical value, is assigned to each connection. An example of this in
mathematical form is presented below:

hi = σ

(
N∑
j=1

Vijxj + T hid
i

)
. (2.1)

Where the output of the hidden layer neuron is hi, N is the number of input
neurons, Vij are the weights, xj are the inputs to the input neurons, and T hid

i is
the threshold. the hidden neurons in terms.
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Figure 2.2: A demonstration figure representing a typical neural network archi-
tecture. The neuron represents the individual nodes of the network, the weight is
the weightings of each node, the hidden layer represents the layer between input
and output. The input and output values are also presented, being the start and
end of the architecture.

In addition to adding non-linearity to the NN, the activation function aims to
constrain the neuron’s value to prevent the NN from being paralysed by divergent
neurons. The equation below represents the sigmoid function denoted by σ(u).
The function takes an input u and maps it to an output value between 0 and 1.
It is defined as:

σ(u) =
1

1 + exp(−u)
. (2.2)

The sigmoid function is commonly used as an activation function in NNs. It
introduces non-linearity to the network, allowing it to model complex relation-
ships between inputs and outputs. The output of the sigmoid function tends to
1 for large positive values of u, tends to 0 for large negative values of u, and ap-
proaches 0.5 as u approaches 0. This property makes it useful for tasks like binary
classification, where the output needs to be in the range of 0 to 1, representing
the probability of a particular class.
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An overview of NN applications has been conducted in real-world settings [90],
and current trends in ANN research are presented along with a taxonomy of ANN.
The study covers a wide range of ANN applications, including computer science,
engineering, medicine, environmental protection, agriculture, mining, technol-
ogy, climate, business, and the arts. It shows that ANNs with feedforward and
feedback propagation work well in their intended applications. To achieve better
performance, the study recommends that future research concentrates on com-
bining feedforward and feedback propagation ANN models into a network-wide
application.

To anticipate and forecast the emergence of drug hotspot areas, this article [91]
discusses the development of an early warning system that makes use of GIS
and artificial NNs. The system uses a pre-trained NN to process geographic
information system (GIS)-based data, and it then shows the results on a map
by emphasising regions where there are likely to be a lot of drug-related 911
calls. By anticipating criminal activity, this system seeks to assist proactive law
enforcement efforts.

The Artificial Neural Network-Artificial Bee Colony (ANN-ABC) algorithm,
which is the hybrid crime classification model proposed in the literature [92],
combines the ANN and Artificial Bee Colony (ABC) algorithms. The objective
is to use ABC as a learning tool for ANN in order to avoid the local optima
problem and generate more meaningful results. The Communities and Crime
dataset is used to apply ANN-ABC to predict “Crime Categories” from the UCI
machine learning repository. When the results were contrasted with those of other
classification algorithms, it was discovered that ANN-ABC outperformed them
with an accuracy of 86.68% and an average improvement of 7.5%. Therefore,
ANNs can be applied to a variety of tasks, including voice, image, and NLP.
These are especially beneficial when handling complex nonlinear relationships in
data.

2.4.1.2 Convolutional Neural Networks

CNNs are a particular kind of ANN architecture, with a precise yet straightfor-
ward architecture, CNNs offer a streamlined way to get started with ANNs and
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are primarily used to tackle challenging image-driven pattern recognition tasks.
CNNs are made to process data with a grid-like topology, like an image, by ex-
tracting features and reducing the dimensionality of the input data using a series
of convolutional layers and pooling layers. They are commonly employed in im-
age classification, object detection, and computer vision [93]. An example of a
basic CNN in mathematical form is presented as follows:

Convolution: z = w ∗ x+ b (2.3)

In the convolution operation, a filter or kernel w is applied to the input x to
obtain feature maps z. The + b represents a bias term added to each element of
the output feature maps.

Activation: a = ReLU(z) (2.4)

The ReLU (Rectified Linear Unit) activation function is applied element-wise
to the feature maps z. ReLU sets all negative values to zero and keeps the positive
values unchanged, introducing non-linearity to the network.

Pooling: s = maxpool(a) (2.5)

In the max-pooling operation, the maximum value is selected within nonover-
lapping regions of the input a to create the pooled output s. This reduces the
spatial dimensions of the feature maps and retains the most important features.

CNNs have seen significant advances in deep learning in recent years, due to
the expanding availability of annotated data and improvements in hardware have
contributed to these developments. In a variety of tasks, such as visual recognition
[94], speech recognition [95], and NLP [96], CNNs have produced state-of-the-
art results after extensive study. In an article on recent developments in CNN
research [97], the authors offer a comprehensive overview including improvements
to layer design, activation functions, loss functions, regularisation, optimisation,
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and quick computation. In addition, the article [97] covers a variety of CNN
applications in speech, NLP, and computer vision.

For example, the method described in an article on human activity classi-
fication [98] uses motion capture data, time-frequency analysis, and a complex
value convolutional neural network (CV-CNN) to classify activities using radar
data and deep learning. Through the analysis of motion trajectories and radar
echoes obtained from the motion capture data, micro-Doppler characteristics are
discovered, and a sample database is created. The data is used to train CV-CNN,
and the results show a high classification accuracy of 99.11% [98]. Furthermore,
the method [98] exhibits improved performance compared to conventional CNN
methods in a variety of training sample proportions and signal-to-noise ratios.

Another study [99] examines how to identify suspicious behaviour that could
occur before a crime is committed in order to address the issue of shoplifting
crimes in surveillance videos. Instead of identifying the crime itself, the suggested
method uses a 3D CNN model as a video feature extractor to find sections of a
video that are highly likely to contain a shoplifting incident. This gives surveil-
lance personnel more opportunities to intervene and stop crime. The model has
been tested on a dataset consisting of daily action and theft samples, and the re-
sults show that it correctly predicts the imminent commission of a crime in 75%
cases. This strategy shows promise in addressing the issue of surveillance person-
nel’s inability to process massive amounts of data in real time, thereby lowering
the losses brought on by shoplifting crimes. Object detection, face recognition,
and image segmentation are just a few of the tasks that CNNs are effective for
handling in image and video processing. CNNs have gained popularity for many
deep learning applications as a result of their success in image and video process-
ing tasks.

2.4.1.3 Spatial-Temporal Models

To understand the surroundings and the reality of the world, a spatial analysis is
required. The challenging issue of location analysis can also be solved by spatial
analysis. This enables a process to determine whether patterns persist over time
and if they are and to identify any unusual patterns with the aid of a temporal
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understanding of the data [100]. A spatial-temporal model arises when data are
collected over time and space, with at least one spatial and one temporal property.
Events in spatio-temporal datasets describe spatial and temporal phenomena that
exist at a certain time t and location x [101].

A systematic review of the literature on the detection and prediction tech-
niques of crime points used in this study [102] reveals a lack of detailed studies in
this field. The review consists of 49 studies and discusses the use of deep learn-
ing and time series analysis, as well as the incorporation of spatial and temporal
information into crime datasets. The application of deep learning techniques for
spatio-temporal data mining (STDM) has made significant strides recently, and
this article [103] provides a detailed review of these developments. Deep learning
models such as RNN and CNN are frequently used in STDM tasks as a result
of the increasing availability of spatio-temporal data, which renders traditional
data mining methods inadequate.

Another paper [103] has an effective real-time crime prediction technique
where the authors adapt the spatial temporal residual network and use a proper
representation of crime data to forecast how crimes will be distributed over Los
Angeles at the scale of hours in parcels the size of neighbourhoods. A ternarisa-
tion technique is used to address resource consumption issues for the deployment
of the proposed model in the real world. The proposed model is improved in terms
of accuracy compared to existing approaches. Similarly, the literature [104] uses
machine learning for grid-based crime prediction, embracing the idea of a crimi-
nal environment through the application of spatial-temporal attributes based on
84 different sources of geographic data. Deep NNs were discovered to be the
best model, outperforming other techniques. According to the findings, the use
of geographic characteristics increases the model’s performance and capacity to
explain crime relocation.

2.4.1.4 Empirical Models

Empirical models, which are used to describe real-world phenomena and are de-
veloped from data and observations, are created by analysing the data and looking
for patterns and relationships. They come in a variety of shapes and sizes, includ-
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ing mathematical, statistical, and machine learning models, and can be applied
to make predictions, run simulations, and gain understanding of intricate pro-
cesses. They are improved upon and tested using additional data rather than
presumptions [105].

Machine learning uses a variety of techniques, including empirical methods
and ensemble methods. Ensemble methods aim to improve performance over
empirical methods by training multiple models and combining their predictions
into a final decision. Empirical methods involve training a single model on a
dataset to make predictions. An empirical approach to crime prevention that
makes use of machine learning is predictive policing. To effectively allocate police
resources for crime prevention, it uses historical crime data and machine learning
algorithms to predict where and when crimes are likely to occur in the future.
“Hot spot policing,” [106], which focusses on localities with high crime rates, is an
example. To increase the precision of their predictions, predictive policing systems
can also use additional data, such as weather, social media, and demographic
data. Comparison of the crime rate in areas where predictions were made and
the crime rate in areas where other methods were used to allocate resources can
be used to evaluate.

Existing literature [107] has explored three ensemble machine learning algo-
rithms and tested the approaches for their viability in predicting air overpressure
caused by explosions in open-pit mines. The study used data from 146 blast
events, with 20% of the data used to verify the accuracy of the models and 80%
of the data used for the development of the models. The results demonstrated
that the ensemble models outperformed the empirical approach of a single model,
and the Cubist algorithm showed the best performance. The study also identi-
fied crucial elements for predictive models. Another example proposed is the the
Smart MCBT tool [108] that makes use of cutting-edge data analytics to support
policy formulation, particularly in the area of crime prevention. In addition to
pointing out that this tool is still being developed, the article also discusses some
of its potential advantages and difficulties. The concepts and methodology pre-
sented in the article will be tested and evaluated in subsequent work. Not just
for crime prevention, but also in a variety of policy contexts.
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2.4.2 Natural Language Processing

NLP is a subfield of AI that seeks to enable computers to understand, analyse,
and generate human language. These technologies can play an essential role
in helping capture important evidence in extreme cases of domestic incidents
to protect victims. There has been an increase in interest in detecting violent
language with the aim of making the physical and digital worlds safer through
literature investigating social media sentiment analysis and cyberbullying [109].

Text analysis has the potential to play a role in the detection of violence by
identifying patterns and indicators of violent behaviour in written and spoken lan-
guage. For example, certain words or phrases commonly associated with violence,
such as threats or aggression, could be flagged by a text or audio to text analysis
system. However, language interpretation is complex and can be influenced by
many factors, such as context [110]. NLP technology has recently emerged in
the world of research in different scenarios; although it is not directly related to
crime prevention, it greatly assists white collar crimes. However, a common use
of NLP in has been to detect increasing cybercrime on social networks [111].

BERT [112], is a state-of-the-art language processing model developed by
Google. It is capable of learning contextual relations between words in a text,
making it particularly effective in natural language tasks such as sentiment anal-
ysis and text classification. In the context of crime prevention, BERT has been
used to analyse large volumes of text data, such as social media posts [113] or
online news articles [114], to identify sentiment or fake news. Similar studies have
explored the use of NLP to identify and analyse patterns in large volumes of text
data, such as social media posts, news articles, and police reports. For example,
a study applied topic modelling and sentiment analysis to Twitter data [115] to
identify communities and individuals at risk of violence. Another study used
named entity recognition and word embedding to analyse news articles and iden-
tify factors associated with gun violence [116].

To extract knowledge to support criminal investigations, previous work [117]
describes a modular approach to processing data gathered from various sources.
The suggested platform offers cutting-edge methods and effective parts to handle
multimedia data in a scalable and distributed manner, enabling law enforcement

30



2. A State-of-The-Art Review of Technology in Crime Prevention

organisations to analyse and multidimensionally visualise criminal data in a sin-
gle, secure location.

Another study [73] describes how NLP is used to analyse interview content
to demonstrate the effectiveness of linguistic patterns in identifying signals of
school violence. The study found that the linguistic characteristics outperformed
the household data of the subject to predict the risk of violence. The selection
of features revealed numerous warning markers that could be useful for individ-
ualised interventions, and the best-performing classifier was able to accurately
assess the risk levels of the subjects.

Overall, these studies suggest that NLP can be a useful tool for identifying and
analysing patterns and trends in text data that may be relevant for crime preven-
tion. However, more research is needed to assess the effectiveness and limitations
of NLP in this context and explore potential ethical and privacy concerns.

2.4.2.1 Sentiment Analysis

Most research surrounding sentiment analysis is focused on detecting negative
and positive sentiments in data collected from social media platforms such as
Facebook, Instagram, and Twitter [118, 119]. In recent years, sentiment analysis
has gained immense recognition in academic literature, as the analysis of an
individual’s emotional state and its dynamics can provide research with cues that
could be used for predicting personality and speech patterns. These predictions
can be used as a form of violence detection [116] across a range of scenarios.

Sentiment analysis has become more mature in the recent decade [120] and
the most widely deployed classification techniques were support vector machines
(SVM), Naive Bayes, and Maximum Entropy, which are based on the word bag
model. However, the word bag model disregards the sequence of words in a
sentence, which can have a significant effect on the meaning of the sentence
and change the sentiment, as discussed in a survey conducted on distinguishing
between facts and opinions using NLP [121].

The detection of violent and offensive language is conventionally classified into
specific types; such as the detection of bullying as seen in [122], identification
of aggression [58], and the identification of hate speech [123]. NLP has been
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applied to a great extent in studies surrounded by sentiment analysis to take
advantage of the syntactic lexical features of phrases and sentences to detect
offensive language [124]. As the NLP literature grows and becomes increasingly
popular for automatic detection of hate speech and abusive language, common
patterns can be seen. Initially, data goes through pre-processing to gain useful
insights and to clean up the text from any irrelevant information using methods
such as removing Punctuation, Stopwords, Tokenisation, parts of Speech Tagging,
and Lemmatisation [125].

2.4.2.2 Social Media

Social media can be a useful tool for preventing crime in several ways. First,
law enforcement agencies and community organisations can use social networks
to educate the public about crime prevention strategies and provide updates on
crime in the area. This can help people be more aware of potential dangers and
take steps to protect themselves and their property [126]. Second, social media
can be used to encourage community participation in crime prevention efforts.
For example, people can use social media to share information about suspicious
activities or potential threats, which can help law enforcement agencies identify
and prevent crimes before they occur. Outside of NLP, social media can be used to
mobilise community members to participate in neighbourhood watch programmes
or other initiatives that promote public safety [127].

According to a study [128] on the perception of using social media to prevent
crime in communities, members of specific groups, such as African Americans,
those living in high-risk areas, and those who have little faith in their local police,
are less likely to think that social media is a useful tool. The potential misuse
of information, trolling, and being considered a snitch were among the concerns
expressed. However, participants also saw social networks as a tool that can sup-
port in-person efforts and help build relationships and share information. Taking
into account social and historical contexts, the study brought attention to the
difficulty of using social networks to prevent crime in the neighbourhood.

This [129] paper proposes ATHENA, an automated system that uses data
mining and social media to stop criminal activity before, during and after major
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crises. The system coordinates police and law enforcement efforts by gather-
ing and examining social media data about crises. The paper makes the case
that these techniques should be used to address problems caused by crises and
emphasises the novelness of the system suggested in this regard.

Another [130] study looked into how 122 police officers in Lagos, Nigeria, used
social media for police and crime prevention. The study found that most police
officers had a favourable attitude toward the use of social networks for police
and crime prevention. Most officers (77.2%) did not have training in the use
of social networks, despite that collecting information was the main reason why
social networks were used.

More discussions have been conducted on the use of social media data and
technology for various purposes related to public health and safety, as NLP has
grown in the social media space. This article [131] first described a crime investi-
gation tool that uses real-time data from social network services such as Twitter
to support crime analysis and visualisation, with a prototype created for the San
Francisco area. Another article [132] discussed the lack of research on social me-
dia use in rural areas, but made the case that social media use could help reduce
crime. Finally, similar literature [133] focusses on the moral and legal implications
of using technology-based suicide ideation detection mechanisms on social media
platforms as well as the importance of suicide prevention programmes in light
of the effects of the coronavirus pandemic on mental health. In general, studies
point out the potential advantages of using social media data and technology to
improve public health and safety.

2.5 Software and Mobile Applications
Information technology methods are used in everyday police and crime prevention
techniques. These include modern technologies and software applications that
are currently used by Police forces. Information technology solutions include
mobile applications [134], mapping systems [135], user interfaces [136], and risk
assessment technologies [73]. These technologies enable methods to engage with
data collected from crime or improve potential methods of reporting crimes to
the police [134]. Therefore, the content of this section explores software-based
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technologies and mobile crime prevention applications, providing a split between
user safety and wider scale systems.

2.5.1 Software Applications

Policing services can use software applications to rapidly process, analyse, or
present data that officers can use in the field to improve effectiveness. Due to the
wide use of Web 2.0 technologies [137], ease of modern processing techniques [74],
and cloud-based nature of most systems [138], software applications present novel
methods of engaging with and using crime data [139] to assist in crime prevention.
As part of this review, two major software applications are considered, as similar
aspects are reported throughout this review, including crime mapping and risk
assessment.

2.5.1.1 Crime Mapping

Crime mapping, also known as hotspot policing [140], is a method of using crime
data to produce maps. Crime mapping is the process of performing spatial anal-
ysis to map, visualise, and analyse crime patterns [141]. Crime mapping can be
performed by collecting existing police response and resource data, and apply-
ing these to information systems or machine learning algorithms. Using these
technologies allows the identification of crime hotspots in conjunction with other
trends and patterns of crime to be identified [142]. Such technologies and tech-
niques have also been referred to as location technologies [143], because location-
based data is a key element in the development of such systems. This informa-
tion can then be used to optimise the location of human or/and technological
resources. As various works suggest, the identification of hot spots is an effec-
tive software-based technology to optimise the use of resources and ultimately
prevent crime [144]. Existing work has, for example, compared the effectiveness
of frequency and length of hotspot patrols in a randomised trial [145]. Other
developments have attempted to map the dynamics of crime through interactive
visualisations that consider seasonality, crime types, regions of interest, and crime
patterns [146]. The authors of this work provide two case studies, including a
vehicle robbery in São Paulo City to evaluate a crime pattern theory of road in-
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frastructure linked to vehicle crime and passerby robbery in São Carlos related to
the effects of urban infrastructure on crime predictions, before receiving feedback
on the proposed solution from experts, which is a common theme in the crime
mapping literature.

A common method of presenting such data is through GIS, which presents
spatial information and allows analysis to be performed. The role of GIS in crime
mapping is increasing [135], due to the effectiveness of computationally supported
decision making and the presentation of the analysis performed in GIS. Most work
using GIS enables multiple mapping methods to be performed, such as an article
investigating a web-based GIS for crime mapping and decision support [147],
which includes: Choropleth mapping, grid mapping, spatial ellipse mapping, and
kernel density mapping. crime mapping software can also allow members of the
public to better report crime in their local area; for example, a crime mapping
report mobile application that was developed allows residents or visitors to an
area to report crimes, criminal behaviour, or potential problems using location-
based services [134], which can further improve the effectiveness of collected data
and future mapping options. This enables the concept of citizen science to be
implemented into crime mapping applications, which can supplement authoritive
data [148], and where citizens are used as a sensor to collect data on their locality.

2.5.1.2 Risk Assessment

Risk assessment is another key information-based technology for crime prevention.
Risk assessment is used to assess the risk of recommitting a crime by offenders
under correctional control. According to the survey conducted in [149], most
serious crimes are committed by a small fraction of people during the first months
of probation parole. Risk assessment tools make use of predictive models to
identify such a subgroup of people so that appropriate surveillance / supervision
is given to those cases. Similarly, information technology is used to identify the
probability that a terrorist attack or serious violent event will occur in certain
places, including schools, airports, or train stations, among others [150]. Another
application in which information technology has been adopted to prevent crime
is in the development of computer software to track individual interactions on
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various social networks [151]. The monitoring of such suspect’s interactions is
then used to identify abnormal behaviours which can potentially be related to
crime intentions.

2.5.2 Mobile Crime Prevention

Mobile crime prevention relates to the use of mobile technologies to prevent crime,
mobile technologies are ubiquitous in the modern world [36]. Mobile devices
enable safety and security technologies to be portable with an individual while
also recommending potential safety improvements in a day-to-day routine. Mobile
applications often focus on reporting technologies, such as panic buttons or GPS
trackers [152], however, more modern devices such as the iPhone include extended
emergency features such as crash detection and satellite calling [1].

2.5.2.1 Mobile Features for Emergencies

There are several emergency mobile features available on the iPhone. These
features are designed to provide quick and easy access to emergency services and
other important information in the event of an emergency situation, as presented
inf Figure 2.3 [1]. One of the main emergency features of the iPhone is the
ability to call emergency services by pressing and holding the power button.
This feature is available on all iPhone models and allows users to call emergency
services, such as police or ambulance, without unlocking the phone or accessing
other applications as presented by options in Figure 2.5 and the call in Figure
2.6 [1].

Another key emergency feature of the iPhone is the Medical ID. This feature
allows users to create a digital medical profile that includes important infor-
mation, such as allergies, medications, and emergency contacts as presented in
Figure 2.4. This information can be accessed by emergency services, even if the
phone is locked, by pressing the power button and then selecting “Medical ID”
from the Emergency SOS menu presented in Figure 2.3 [1].

In addition to these core features, the iPhone also includes several other fea-
tures and apps that can be useful in emergency situations. For example, the Find
My app allows users to locate their lost or stolen iPhone [153], and the Weather
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Figure 2.3: Screenshot of the Ap-
ple iPhone emergency call and med-
ical ID options when the close but-
ton is selected. The options enable
emergency calls or medical informa-
tion to be accessed without knowing
the password for the device. (Image
credits: Apple [1]).

Figure 2.4: Screenshot of the Ap-
ple iPhone Medical ID screen, which
presents medical information about
the device user. Details include:
languages, organ donation, height,
weight, and custom emergency con-
tacts. (Image credits: Apple [1]).

app provides real-time information on severe weather conditions. Overall, the
iPhone provides a variety of mobile features for emergencies that can help users
access emergency services quickly and easily and other important information in
the event of an emergency.
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Figure 2.5: Screenshot presenting
the user options for the iPhone
emergency settings, which in-
cludes: call activation methods,
quiet calls, and calls for emer-
gency crashes. (Image credits:
Apple [1]).

Figure 2.6: Screenshot presenting
the emergency call screen, which
once activated will call the emer-
gency services. (Image credits: Ap-
ple [1]).

Furthermore, many Android smartphones, including those made by Samsung,
offer a range of emergency features that can be useful in the event of an emergency.
Some of these features include the ability to call emergency services directly from
the lock screen, a panic button that sends a distress signal to pre-selected contacts,
and the ability to share your location with emergency contacts. Additionally,
some phones come with a built-in medical information app that allows you to
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store important medical information, such as allergies and current medications,
which can be accessed by emergency responders in the event of an emergency.
These features provide users with quick and easy access to emergency services and
help ensure that they can get the help they need in the event of an emergency.

2.5.2.2 Mobile Applications for Emergencies

There are several mobile applications available for emergencies. Some examples
include emergency medical information apps that allow users to store important
medical information, such as allergies and current medications, which can be
accessed by emergency responders in the event of an emergency. Other apps allow
users to call emergency services directly from their phone, share their location
with emergency contacts, or send a distress signal to preselected contacts in the
event of an emergency [1]. These apps can be particularly useful for people
with preexisting medical conditions, as well as for people who are travelling to
unfamiliar places and want to have easy access to emergency services.

To give an example, the app “Life 360: for personal safety” Life 360 is an
app that helps people monitor the safety and location of their loved ones [154].
It allows users to set up location tracking and receive notifications when people
arrive or leave a location. In the event of an emergency, the app can be used
to quickly locate friends and family and even make calls to them. The app also
allows users to share their location and connect with friends and family through
photos and text messages. Life 360 could be a useful tool for keeping track of
loved ones and ensuring their safety, and it is available to both Apple and Android
users [154].

2.6 Discussion
This chapter in addition to Appendix A has presented a state-of-the-art review for
technology in crime prevention. Based on the resulting literature, this section will
discuss this work and the wider academic and commercial context. A summary
of the information discussed in this section is provided in Table 2.1.
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Table 2.1: A classification of technology-driven solutions for the prevention of crime, describing the classification
theme, the technical advantages, the limitations of the approach, and the potential application area of the technology.

Technology Classification Technical Advantages Limitations Applications

Audio-Visual

Person identification

Activity recognition

Facial recognition

Detecting street crime

Privacy – public capture of data

Battery life – constant power needed

Accuracy – no guarantee on data quality

Technology misuse – potential for bad actors

Equipment limitations – bad microphone, poor lighting, etc

Collection of evidence

Predictive policing

Detection of identified people

Deterring offenders

Perception of safety

height

Ubiquitous Sensing

Tracking of known individuals

Tracking of crowds

Low energy use

Social contexts

Limited individual functionality

Technology misuse – potential bad actors

Equipment limitations – MAC randomisation, RSSI issues, poor signal, etc

Stalker detection

Context analysis

Predictive policing

Perception of safety

Home safety

Data Science

Behaviour analysis

Crime prediction

Context analysis

Violence detection

Harmful Language detection

Ethics – permission of users

Privacy – computational handling of data

Data quality – data quality varies depending on hardware

Data requirements – large amounts of data needed

Affordability – cost is expensive for expertise/resources

Data integrity

Detecting domestic abuse

Detecting online abuse

Detecting harmful content

Deterring offenders

Wide-scale analysis

Understanding data

Predictive policing

Information Technology

Easy to access dashboards

Behaviour analysis

Human-based analysis

Visualisations

User-dependent

Affordability – cost expensive

Data requirements – accurate data is needed

Community policing

Community reports

Crime mapping

Predictive policing
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This review provides literature across a range of areas, first, audio-visual
technologies were considered. For example, CCTV surveillance has been widely
used to prevent and report crime in different circumstances. The continuous
developments seen in computer vision allow for the on-board computation of dif-
ferent biometrics (i.e., face recognition or gait analysis) and for the extraction
of patterns, which are key to identify suspects, as well as activities taking place
within its field of view. Despite the great potential shown by CCTV surveil-
lance to prevent various types of crime in public and outdoor places [46], several
drawbacks are found in its application within home environments (e.g., abusive
relationships), including privacy and typically visible placement. A home CCTV
surveillance system would require the installation of numerous CCTV cameras,
since the view field is limited to the room where the camera is mounted. CCTV
cameras are sensitive to lighting conditions and occlusion (e.g., aggressive be-
haviour in the night could not be detected). Ultimately, as outlined in numerous
works, there is a common reluctance to adopt video cameras in home settings due
to privacy concerns [155]. Video-based technologies alongside the latest machine
learning and pattern matching algorithms can be of great use to avoid crimes
in outdoor settings, as well as in private businesses and public transport, but
alternative sensing technologies are preferred for home environments.

Audio-based technologies have been used for many years as a crime prevention
tool through the use of wire tapping and recording devices [156]. Furthermore,
novel applications such as gunshot detection [157] and screaming / shouting detec-
tion [158] are surging with the advent of machine learning and pervasive comput-
ing. From a psychological point of view, compared to CCTV surveillance, audio
monitoring is considered as a less invasive way of monitoring individuals [159].
Therefore, this indicates that privacy concerns found in the use of video surveil-
lance systems in home environments are mitigated by the use of audio-sensing
devices, making them an attractive mechanism for the collection of evidence. In
addition, current advances in audio processing and machine learning allow the
computation of various elements that can be crucial to prevent domestic vio-
lence. For example, consider a violent argument between a potential victim of
domestic abuse and the abuser. Through audio diarisation, their voices can be
separated, therefore, allowing for the analysis of each of the audio streams sep-
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arately. Bad language within the conversation could be identified through the
use of speech recognition. In addition, the mood (e.g., anxious, violent, sad) of
each person could be estimated through the use of audio sentiment analysis tech-
niques. Therefore, audio-based technologies can be of use as a means of obtaining
evidence. Further advances in audio and NLP would grant this technology with
crime prevention capabilities by identifying emergency situations inferred from
sound.

Short-range communication technologies, such as WiFi and Bluetooth, have
been shown to be useful in analysing the social context of a person [160,161]. For
instance, by continuously logging the presence of Bluetooth devices around a de-
vice and their respective RSSIs, it is possible to know the alone and accompanied
periods of an individual. In addition, it is possible to infer the social context of
a person by the analysis of the variation in the number of surrounding devices
across time. For example, when a person is walking on the street, the social
context could be inferred by the changes in the number of devices detected over
time. Similarly, when a person is alone, the number of surrounding devices is not
expected to vary. Furthermore, the closeness of an external device to a person
could be evaluated by the long-term analysis of the corresponding logged MAC
address of such external devices over time. This could be of great use to identify
stalking scenarios and, more importantly, the periods of time when the potential
stalker and the potential victim are found alone. However, an increasing number
of devices make use of MAC randomisation, which can be a problem as it can
make a system more unreliable in detecting local devices accurately.

Current portable devices such as smartphones or smart watches already in-
corporate Bluetooth transceivers, allowing for the continuous log of surrounding
devices. In addition, current Bluetooth transceivers make use of a low energy
protocol, BLE, reducing the power consumption required to operate. Another
potential application with the use of Bluetooth device scanning is the prevention
of robberies at home environments. To do so, Bluetooth Beacons could be in-
stalled at home environments to detect surrounding devices which remain within
the Bluetooth antenna range for suspiciously long periods of time or/and at a
suspicious time, raising an alarm when appropriate. Furthermore, short-range
communication technologies could be employed for the monitoring of different
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areas through the detection of intrusive scenarios. GPS technology can be of
great use to ensure that security distances are met. Reported crimes in which the
offender is forced to wear a GPS tracking device are a good example. However,
despite the fact that most portable devices incorporate GPS technology, personal
geo-locations are only shared with services the users opt to share the data with,
therefore being not publicly available. Given this, GPS technology can be con-
sidered of little use in unreported cases of crime. On the contrary, short-range
communication technologies constantly transmit a signal to surrounding devices,
thus overcoming the drawback of GPS technology in this context.

The data science methods highlighted as part of this review indicate the
widespread use of data science in crime prevention. For example, behaviour
analysis, crime prediction, violence detection, and context analysis have all been
considered in the data science section of this review. Data science enables a quick
method of content moderation, such as social media websites to detect harmful
content [38]. Similarly, data science methods are often linked to other methods
identified within this review, such as CCTV video analysis [162] or crime mapping
and predictions [91]. The reviewed performed in this chapter highlights the high
level of use that data science methods have within crime prevention, due to easy
to propagate methods that are easily reproducible. However, some notable issues
in the literature exist, most notably a lack of data available in existing sources.
Apart from text-based content, limited training datasets are available for machine
learning algorithms, specifically when considering multimodal approaches. These
multimodal approaches also indicate potential improvements that could be made
to data science methods, in particular the potential fusion methods that could
be used to take multiple modalities of data to assist in determining decisions.
Based on the content of this review, this area is identified as having a high level
of potential, due to the novel technologies and classifications which could be used
by modern technologies.

Social media crime prevention systems make use of various data sources to
predict the risk of a crime being committed. For example, as previous work
shows [54], there is a common tendency for abusers to isolate victims of domestic
abuse by controlling and monitoring their electronic devices and social media,
with several reported cases of account hijacking or even destroyed devices. Given
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this, information-based technology could be employed to identify deviations from
the regular personal social media behavioural pattern of a potential victim of
domestic abuse, therefore providing clues for the detection of further criminal
actions. Similarly, when analysing the social media behaviour of individuals, it
could be possible to employ probabilistic models to estimate the probability that
a specific person will commit a crime.

Crime mapping techniques [163] that allow the identification of crime hot
spots could be employed to optimise the use of personal and technological re-
sources. Although the information gained from the aforementioned techniques
could benefit the identification of potential criminal actions, various important
limitations are found. First, the use of trend analysis techniques may require
long-term studies, where the behaviour of individuals may need to be monitored
for some time to establish a useful profile of activity. This can imply a long delay
between the occurrence of the criminal actions and the conclusions drawn from
the analysis. Other information technology techniques, such as mobile comput-
ing, are also identified. Mobile technologies and applications provide methods of
reporting emergencies based on the current context of the users, whether this is in
public or private spaces. The widespread use of mobile phones [36] has notably
encouraged the development of applications and software to support personal
safety. Most of these applications include methods for contacting emergency
contacts, reporting crimes, or detecting emergencies based on on-board sensors.
Mobile technologies are therefore still a novel area where devices and onboard
sensors can be used to detect crime in near-real time. For example, sensor tech-
nologies in addition to processing power could enable more localised processing
technologies through edge processing and lite machine learning models.

2.7 Challenges
This section presents the main research challenges faced in the development of
computing technologies to prevent crime. A breakdown of these challenges as
themes is presented in Figure 2.7.
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Figure 2.7: A diagram presenting the challenges of using digital technologies
in crime prevention identified during the literature review. The challenges are
presented as a collection of themes that researchers in crime prevention technology
should consider.

2.7.1 Data Privacy

In recent years, research has been conducted on the privacy implications of smart
devices. Although there is a huge privacy risk, as has also been stated in [164],
system developers are normally required to meet strict deadlines to avoid losing
competitive advantage, leading to immature products that do not meet the ex-
pected privacy and security requirements of their specific target applications [165].
A large number of users may feel understandably uncomfortable sending their
personal data to remote data stores or clouds that they cannot see or control.
Transferring user data over networks (including secure networks) makes systems
vulnerable to theft and distortion. To be perceived as legitimate by the public
and to meet ethical and legal standards, privacy requirements and concerns must
be satisfactorily addressed.

The privacy concerns mentioned above can often be addressed by guaranteeing
that user personal data will be processed at the point of collection and will not
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be transferred remotely. By employing edge computing and on-device processing
techniques, chipsets can potentially be exploited at or close to the data source to
perform computational tasks instead of transmitting all of the data and processing
them on a central server. A competent trade-off between personal privacy and
computational power should certainly be optimised for each crime prevention tool
if this is to be widely employed by the public.

2.7.2 Diversity and Scalability

Developing AI technologies to detect explicit personal behaviours or actions re-
quires the collection of data from a large number of users, to enable predictive
models to incorporate sufficient variability in order to generalise well on unseen
data. Therefore, it is crucial to carry out data collection processes on a large
number of experimental participants, as well as to consider the differences that
may exist between different groups of individuals. For instance, if someone is
planning to develop and launch a novel audio-based system to recognise violent
behaviours for the prevention of domestic abuse in households within the UK.
The first problem that a system developer may face is that not everyone in the
household speaks English. A speech recognition model that is only trained with
data from native speakers would certainly not perform well with data processed
from nonnative speakers. Additionally, there are other sound characteristics, such
as tone, phonetics, intonation, and melody, that may vary considerably between
different languages or even between different accents of the same language. Thus,
although it may involve tedious processes of data collection, it is crucial to iden-
tify the target group and incorporate an adequate level of inter- and intra-group
variability when developing intelligent systems. This issue becomes even more
crucial when dealing with sensitive matters like crime where false negatives can
translate into serious personal health-related consequences.

2.7.3 Accuracy and Experimental Constraints

Intuitive optimisation of various parameters often results in better and more
accurate models, with continuously lowered error rates. However, there exist
various limitations and challenges that do not normally allow AI applications
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to exhibit error-free performance. First, machine learning and deep learning
algorithms typically require large amounts of data to successfully undergo the
training phase.

In addition, such data should incorporate adequate inter- and intra-subject
variability for the classification or regression models to be able to generalise well
on unseen data samples. This means that in addition to the need to collect large
amounts of data, those data have to be variable enough to adequately repre-
sent the characteristics of the target population and avoid large generalisations
or out-of-sample errors. In addition to ensuring the collection of “enough” data
samples, adequate feature engineering and machine learning techniques can be a
crucial factor in optimisation of the accuracy achieved by AI-based crime preven-
tion systems. Therefore, research challenges arise from the need to improve the
performance achieved by the state-of-the-art in the corresponding fields.

For example, as a current survey on sentiment analysis indicates [166], the
classification precision achieved by the state-of-the-art on sentiment analysis using
audio recordings is in the range of 72.9% to 85.1%. This means that if an audio-
based verbal abuse system were developed, it would be wrong in 14.9% of the
cases. The behavioural data required for models [167] such as video processing
[168], emotion recognition [155, 169], and activity recognition, must be collected
in highly variant free-living scenarios rather than in controlled settings.

2.7.4 Affordability

Cost is a key factor in implementing crime prevention technologies, as end users
and other supporting organisations would need the device to be as inexpensive
as possible if it were to be adopted into practise. In this regard, while tagging
technologies are relatively inexpensive, applications that require high processing
power may depend on expensive hardware.

Edge computing enables processing of all or part of the data at the location
where it is collected. Data that are only ephemeral important can be crunched on
the edge device itself. This is in contrast to cloud-based systems, where data is
sent to large, remote data centres for processing. According to Moore’s law [170],
small devices at the edge have become more computationally powerful. If the
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trend continues, it is only inevitable that switching to edge platforms would offer
much more affordable solutions in the long run. This territorial proximity to
the endpoint is good for both latency and efficiency, as it saves networks from
unnecessary congestion and from the carriage of sensitive personal data.

The ongoing minimisation and mass production of electronics has enabled
a reduction in the cost of edge computing devices, whereby various complex
computations (such as AI and data processing) can take place on-board. However,
the more data and computing intensive an application is, the more data storage
and processing power is required, with this having an impact on the price to
be paid by end users. In this regard, the adoption of high processing power
technologies by the public has two main research challenges associated with it.
First, to keep up with the ongoing miniaturisation and cost reduction of electronic
components. And secondly, the optimisation of signal processing and machine
learning algorithms so that these can be adopted using a lower computing power.

2.7.5 Technology Misuse and Literacy

Advancement in technologies enables law enforcement and voluntary services to
support victims and reduce or prevent crimes. However, the increasing complexity
and communication capabilities present in these technologies have also opened
new pathways for data interference [171].

Little empirical research has been published on the use of technology in stalk-
ing of intimate partners, as most current efforts focus on online abuse on social
networks or texting [172]. Within these, the work in [172] conducted a survey
with 152 advocates for domestic violence and 46 victims. The study found that
modern technologies can potentially give perpetrators multiple tools to control
and manipulate people and that technology-facilitated stalking must be treated
as a serious offence. Therefore, there is a need for non-judgemental responses
from service providers and law enforcement to victims experiencing such abuse.
As practitioners observed, advising victims to turn off devices, remove social net-
works, or change profiles or telephone numbers puts an enormous burden on the
victim to adjust their behaviour [173]. Additionally, the disengagement of tech-
nology can mean that victims are increasingly uncontactable, which can affect

48



2. A State-of-The-Art Review of Technology in Crime Prevention

the type and timing of the support they receive from services.
There is a great need to increase public awareness of the use of spyware to

commit abuse and stalking. Similarly, law enforcement and victim support and
rehabilitation organisations will benefit from learning about the latest develop-
ments in technologies that could vulnerable individuals or prevent technology
misuse.

2.8 Opportunities

Figure 2.8: A diagram presenting the opportunities of using digital technologies
in crime prevention identified during the literature review. The opportunities are
presented as a collection of themes that researchers in crime prevention technology
should consider.

This section presents the opportunities identified for the use of technology for
crime prevention. A breakdown of these opportunities as themes is presented in
Figure 2.8.
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2.8.1 Edge Computing

Traditionally, most of the processing for data-intensive applications was done on
a central cloud to take advantage of the fast and powerful computing infras-
tructure. However, major issues related to latency, security, and privacy can be
identified in the use of cloud-based systems for crime prevention. A new trend is
emerging to process data on the edge. The motivation behind edge computing is
to perform data processing as near as possible to the point of data production.
With this, privacy and latency issues present in cloud-based systems can be sig-
nificantly mitigated. AI is gradually finding its way into embedded systems that
are becoming smaller and less power demanding, while offering fast processing
power and low latency at an increasingly attractive cost.

Several standard edge computing devices suitable for carrying out heavy sig-
nal processing and machine learning applications are already available. For in-
stance, both Nvidia and Google have recently released their respective devel-
opment boards, namely Jetson Nano and Google Edge TPU, with the aim of
enabling users to develop and run AI applications on the edge. In addition to
their portability and the privacy advantages they offer, such boards are supported
by sophisticated development kits that consist of a system-on-module connected
to a development board that incorporate numerous connectors like USB and Eth-
ernet to share the data gathered when desired. Furthermore, the above devices
also support major deep learning frameworks and tools such as TensorFlow. In
general, these observations, along with current developments in the field [174],
suggest that edge computing is finding its way into city centres for early detection
and prevention of criminal actions.

2.8.2 Smart Homes

Smart home devices are devices that can be remotely controlled with smartphones
and voice commands, and are designed to be used in the home environment.
These devices include appliances, lights, thermostats, security cameras, and smart
speakers. They allow users to remotely control and monitor home appliances,
lights, and temperature, set schedules, and create scenes that control multiple
devices with a single command. Smart home devices can be used to make a
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users home more energy efficient, secure, and convenient. Popular examples of
smart home devices include smart locks, smart lights, smart doorbells, and smart
security cameras. Smart home technologies provide a potentially novel method of
using technology to prevent crime, notably smart home devices could be used to
monitor strange behaviours or identify home use while a user is on holiday. The
domestic nature of smart home devices also provides an opportunity to prevent
crimes that happen within the home, however, the privacy aspect of this approach
should be considered in future work.

Smart home devices are becoming increasingly popular, cheaper, and accessi-
ble to more people. They can also be integrated into other smart devices to create
a single-app controlled ecosystem, and they can also be integrated into virtual as-
sistants such as Amazon Alexa, Google Assistant, and Apple Siri, making them
more easily controlled. Virtual assistants and smart speakers provide another
method of sensors in the domestic environment, which also raises opportunities
for future implementation and privacy concerns for the user’s home environment.

2.8.3 Data Fusion

Data fusion in machine learning refers to the process of combining multiple sources
of data to improve the accuracy and performance of a machine learning model.
This can be useful when working with complex and heterogeneous datasets, where
different data sources may provide complementary information that can be used
to improve the model’s predictions. There are several different approaches to
data fusion in machine learning, including:

1. Feature-level fusion: This involves combining different data sources at the
level of individual features or variables, such as by concatenating or aver-
aging the values of multiple features.

2. Decision-Level Fusion: This involves combining the predictions of multi-
ple machine learning models, such as using ensemble methods or voting
schemes.

3. Deep learning-based fusion: This involves using deep learning techniques,
such as NNs, to combine multiple data sources and make predictions.
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Data fusion can be useful for a variety of applications, including image recog-
nition, NLP, and predictive modelling. Using information from multiple data
sources can help improve the accuracy and performance of machine learning mod-
els and enable them to make more informed and reliable predictions. For example,
Crime Telescope [175] is a website that collects data on web crime, urban data,
and social media to predict hot spots in crime. Using statistical and linguistic
analysis, key characteristics are extracted and crime hotspots identified. It also
offers visual representations of hot spots on interactive maps. The study showed
that combining different types of data increased the accuracy of crime hotspot
predictions by 5.2% compared to traditional methods. The user-friendliness of
the platform was evaluated through surveys.

Another example of data fusion in crime prevention is an article [176] that
proposes methods for improving crime prediction using environmental context
information using a deep neural network (DNN) that combines data from various
sources such as crime statistics, demographics, and meteorological data. The
model is trained using Chicago’s crime-related data, which indicates that it is
more accurate than other prediction models. A pedestrian detection algorithm
has also been proposed [177], where they use multisource face images and face
recognition algorithms based on mixed orthonormalised partial square regression
analysis for accurate results under complex lighting conditions. The algorithm
combines statistical learning theory with combined orthonormal partial square
regression and modified SVMs to improve performance in small sample scenarios.
The experimental results show that the proposed algorithms outperform other
state-of-the-art methods.

2.8.4 Real-time Processing

Real-time processing is the system’s ability to process and react to data and events
in real time without significant delay. In the field of video surveillance, real-time
processing would analyse video recordings, quickly detect potential crimes or
accidents, and respond by sending immediate information or alerting authorities.
On the contrary, this is not a system that analyses the video only after it has
been recorded, which can cause a delay between the event and its detection.
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The existing literature [88] is focused on the use of video surveillance systems
to detect and prevent crime. Current systems are often passive and are used to
gather evidence after the crime occurred, but the literature proposes that “intel-
ligent video surveillance systems” be developed using deep learning technology
to actively monitor the crime in real time and quickly detect and respond to it
through real-time notifications and multimedia on the Web. Another paper [178]
that looked at crime prevention tools using real-time processing discusses the
growing use of crime maps as a crime prevention tool. They pointed out that un-
til recently, few criminal justice authorities were able to create crime maps, and
few investigators were able to examine crime spatial distribution. However, due
to advances in mapping technologies and crime prevention theory, the interest of
scholars and practitioners has increased significantly. The paper also discusses
the potential challenges and pitfalls of real-time crime mapping and the possible
progress to be made in the coming decades. Real-time processing could therefore
enable crimes to be detected as they happen, or provide a much quicker Police
response to a potential situation.

2.9 Conclusions and Directions for Future Work
Different technology-driven solutions and the potential adoption of contempo-
rary smart ubiquitous, machine intelligence systems and miniature technologies
for crime prevention have been considered and evaluated. There is enormous po-
tential associated with the adoption of short-range communication technologies
as a tool for crime prevention. These technologies can be employed alongside
current approaches, such as GPS monitoring, to provide a more robust prox-
imity detection system that can detect proximity in both indoor and outdoor
environments.

Furthermore, the use of audio-visual technologies and user devices provides
significant opportunity due to widespread adoption for future research in crime
prevention in both outdoor and indoor areas. Violence detection scenarios in
home or work environments and the use of audio-based technologies appear to
be preferred against that of CCTV cameras given the ubiquity, spherical field,
and reduced privacy concerns exhibited by the former systems. As exposed, the
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use of audio signal processing along with machine learning techniques, allowing
applications such as speaker diarisation, speech recognition, person identifica-
tion, and sentiment analysis, could be key to identify violent language as well as
violent actions. From a technical point of view, standalone systems employing
single-sensing technology exhibit distinct limitations. However, the combination
of technologies can be of great use in identifying violent scenarios, which can lead
to the prevention of further occurrences and therefore to the ultimate prevention
of criminal activity.

AI also provides novel opportunity based on the reviewed literature, with tech-
nologies such as NLP and social media analysis becoming critical to preventing
harmful content and online crime. Should these technologies be further adapted
to smart homes or edge devices, opportunities for preventing non-digital crimes
using digital technologies would increase. These approaches could enable smart
homes to be safer for victims by analysing audio and textual content from a con-
versation, while also increasing privacy confidence through edge-based processing.
Limitations were identified in this review, such as the lack of existing datasets
for this approach and the complexities in working with fusion data on the edge.

In conclusion, not all circumstances or situations are the same, and there will
be no ‘one size fits all’ solution. As such, it is important to explore heterogeneity
in offenders, victims, offending contexts, and offending patterns to understand
which solutions might work for whom and under what circumstances. Besides
privacy, scalability, affordability, miniaturisation, and personalisation are some of
the important factors that need to be considered when designing technologies for
crime prevention. Nevertheless, future work should focus on exploring the use of
crime prevention technologies and the development of novel solutions. The work
should look to explore how more complex data processing, such as data fusion,
can be performed by user devices using some of the technologies identified in this
review, while also considering the privacy and accuracy of the data collected.
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Chapter 3

Research Design

3.1 Chapter Overview
The multidimensional nature of speech and conversation presents a demanding
task for computational machines to understand how individuals communicate
with one another. Understanding a conversation is highly subjective to the in-
dividuals involved, due to the merger of speech, communication patterns, and
the surrounding context. Individuals take on different personalities by different
triggers, and therefore there is a need to employ multiple modalities simultane-
ously. This challenging environment becomes even more complex when violent
or harmful language is incorporated, as inaccurate detection could lead to se-
vere consequences. Ultimately, violent acts consist of individual human beings
inflicting harm on other human beings. The emotional states of the perpetrators
at those moments can have a decisive effect on the degree of violence and even
on whether or not aggression occurs at all. On the other hand, aggression is a
behaviour, emotion is a feeling state, and therefore the links between aggression
and behaviour involve relationships between objective actions and subjective feel-
ings [179]. Several studies reveal that intimate-partner relationships can provide
a potential context for intense emotions and conflicts, which can result in serious
injuries or even death [180].

Given the ambiguity and versatility of personal emotions, their accurate recog-
nition becomes an extremely challenging task that has been investigated by sev-
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eral researchers [181, 182]. Researchers have attempted to detect and recognise
emotions using speech recognition [181,183,184], image analysis [85,185,186] and
NLP which is often applied to expansive datasets formed through the use of so-
cial media services such as Facebook, Twitter, and YouTube to understand the
emotion of the interaction [187–190].

The objective of NLP is to interpret, decipher, and make sense of human
languages in a manner that is valuable. Therefore, emotion analysis, including
negative emotions and behaviour analysis, could help detect the level of potential
violence in human interaction. Recently, there have been multiple research efforts
that focused on detecting negative emotions such as abusive language [191] and
bullying [55] in online conversations; however, it is much more challenging to
obtain a recorded conversation that is happening behind closed doors in real-life
settings. Focussing entirely on text means that the analysis misses the vocal cues
and other sound clues available in the environment when the conversation occurs.
Violence characterisation is subjective in nature, which makes violent incidents
usually manifested through characteristic audio signals (e.g., screams, gunshots,
etc.). Sound (including low-frequency sounds) is often used in movies to elevate
tension. Audio signals for violence detection are often used as an additional
feature when abrupt changes in the energy level of the audio signal are detected
using the energy entropy criterion [192].

The field of multimodal violence analysis in conversations has not received
much attention. Inspired by these observations, this thesis explores through the
power of technology and the ability of momentary assessment of real-world data,
if it is possible now to go beyond sentimental analysis, hate, and abusive lan-
guage detection online to detect violence during verbal conversations. Therefore,
the methodology presented in this chapter explains the design science research
methodology being used and how the artifacts designed through this method re-
late to the overall aim of the work. The data of the project through the dataset
curation and processing is explored, before the computational equipment and
ethical considerations are presented.
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3.2 Methodology
The project is industry related through its relevance to policing and domestic vi-
olence, and therefore it is necessary for the research methodology used to ensure
that an effective process is used throughout. For this purpose, the design science
methodology was used. Design science focusses on the development and perfor-
mance of designed research artifacts, where artifacts are developed contributions
or outputs of the study. Design science, in contrast to natural sciences, considers
the potential of research applications and relates to devising artifacts to attain
research goals [193], the methodology is common in novel subject areas such as
human-computer interaction (HCI) and algorithms where information technology
is used [194]. In its basic form, design science is about understanding and im-
proving the investigation of potential research projects to develop artifacts that
intend to solve a problem [195]. Therefore, the design science methodology is rel-
evant to the research conducted as part of this thesis, through the development
of research artifacts to detect violent conversations on the edge in the domestic
violence context.

In information systems design science research, some methodologies identify
six steps that include problem identification and motivation, definition of the
objective for a solution, design and development, demonstration, evaluation, and
communication [194]. Therefore, each of these steps has been completed as part
of this research project. Problem identification and motivation has been identi-
fied in the introduction in Chapter 1 and from the literature reviewed in Chapter
2. The definition of the objective for the solution has also been identified in the
introductory Chapter 1 of this thesis. The design and development of research
artifacts is the focus of chapters 4, 5 and 6 where specific research design, devel-
opment and analysis tasks are undertaken. Demonstration and evaluation of the
research artifacts is presented in Chapter 7 where discussion and evaluation is
provided of the overall solution. Finally, throughout the project, communication
has occurred with industry and other researchers, satisfying the design science
research communication process identified through organisational workshops.
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3.2.1 Research Artifacts

The design science research methodology investigates novel problems through the
development of research artifacts [193]. Due to the nature of the study under-
taken throughout this thesis, multiple artifacts are developed, each main thesis
chapter relating to a separate element of artifact development. For example, this
methodology chapter presents a novel multimodal dataset for linked audio-text
content from television shows, which has a wider contribution to both science
and industry due to pre-trained models based around UK accents and television
content. This demonstration of the use of artifacts in the research highlights
how artifacts guide the development process. In addition, research artifacts en-
able rapid communication of results through conference proceedings and feedback
meetings with industry partners. The use of research artifacts means the results
of the research can be rapidly demonstrated and propagated through industry
and research, leading to improved levels of feedback from potential impact areas.
The artifacts used as part of this research also build upon each other, mean-
ing that early audio fusion approaches are still included in the final edge device,
highlighting the ongoing investigations that occur.

3.2.2 Study Population

Domestic violence is a widespread problem that affects millions of people around
the world and the consequences can be catastrophic for victims and their fami-
lies. The target study population for this study is victims of domestic violence
or abuse seeking help and protection from authorities such as courts and police.
This includes all types of vulnerable people, such as elderly citizens in care homes;
foster kids in the fostering system with a troubled past, and for abusive house-
holds. A crime prevention tool for people in such environments can help them
get justice and the help they need, as it would enable them to gather evidence
through a legal system that would all be tracked and recorded in official docu-
ments. However, due to the sensitive nature of the study and the early stage of
the work, it was determined that engaging directly with at-risk individuals was
not appropriate or necessary and therefore, for the purpose of the investigation,
a custom dataset was curated.
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Figure 3.1: Illustration demonstrating how a system developed using wireless
sensing could be used to identify crowds to perform analysis. Such a technology
could also be used to identify proximity, especially in the case of Bluetooth Low
Energy.

3.2.3 Organisation and Practitioner Workshops

A series of workshops was conducted from June 2018 to May 2020, gathering aca-
demic experts, practitioners, engineers, technologists, and representatives from
diverse sectors such as Police forces, government agencies, charities, trusts, vol-
untary support groups, and end users. The workshops aimed to explore the
opportunities offered by emerging technologies for the monitoring and prevention
of domestic abuse. Two additional workshops were dedicated to sharing the re-
search results with Nottinghamshire Police and Met Police. The following is a
condensed summary of the main insights derived from the initial workshops:

1. Exploratory Workshops Two workshops were organised to explore the role
of technology in reducing the risk of domestic abuse. The primary objec-
tive of the first workshop was to collaborate with experts in the field and
create a detailed “requirements brief.” This brief outlined the priority is-
sues related to domestic abuse and identified the current limitations and
potential future approaches to address them. In the second workshop, a
diverse group of participants, including domain experts, designers, and en-
gineers, came together to brainstorm and propose potential solutions to the
identified problems.

2. Co-Design Workshop: The workshop promoted discussions of existing crime
prevention technologies, delving into their potential. The attendees also ex-
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amined the challenges faced by survivors when seeking help or gathering
discreet evidence. The session introduced several technologies that could
help victims, aid collecting evidence, and enhance law enforcement efforts.
In particular, participants showed a keen interest in the portability of com-
pact edge computing platforms, such as wearables, valuing their distinct
interaction methods compared to smartphones.

The prospect of proximity detection techniques, capable of identifying indi-
viduals and detecting abnormal activities in the surrounding environment,
sparked enthusiasm among participants. This feature resonated particularly
well with the struggles faced by vulnerable individuals in documenting such
incidents. Moreover, the idea of IoT devices providing evidence and serving
as reliable journals intrigued attendees, as these technologies were novel to
them.

3. Co-Creation Workshop: During the workshop, a focused discussion was
held on potential technological solutions, including proximity detection and
tagging, accompanied by practical demonstrations. One idea explored the
use of short-range tagging technology as part of a panic alarm system. This
involved placing small tags or “dots” in homes or public spaces, serving as
triggers for alarms or access points for information. Furthermore, proximity
detection technologies [196, 197] were examined for their ability to enforce
the legal distance between potential offenders and victims, as shown in
Figure 3.1.

Another concept involved using devices connected to the Internet, such as
smart speakers, to automatically identify instances of abuse as they occur.
To reduce false alarms, the system could analyse multiple indicators, such
as door slam, raised voices, specific keywords in conversations, or other signs
of potential threats or risks. Practical aspects were considered, including
maintaining user privacy and customising trigger actions to individuals to
enhance system sensitivity. When triggered, the data could be stored locally
or in the cloud, with alerts sent to trusted parties for further action.

4. In-depth consultations were conducted with end-user organisations, build-
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ing on the insights gained from the previous workshops. The primary objec-
tive of these online discussions was to narrow down the potential develop-
ment paths and to create a series of prototypes on paper. Each prototype
was carefully reviewed and discussed with the respective organisation to
gain a deeper understanding of its implications and limitations. This pro-
cess aimed to ensure a thorough exploration of the practical considerations
and challenges associated with implementing prototypes in real-world con-
texts.

5. During the Design Evaluation Workshop, further refinement to the pro-
posed prototypes based on the earlier discussions on various technologies.
These prototypes included the use of short-range communication methods
to detect and document suspicious activities in close proximity, as well as
the integration of artificial intelligence to identify violent behaviour. The
workshop participants expressed a strong preference for a single-edge de-
vice dedicated to crime prevention and evidence collection while prioritising
user privacy. Using edge computing, data processing could be performed
locally, eliminating the need for remote storage. The substantial processing
power of the device would enable complex tasks like voice and sentiment
analysis to be conducted directly on the device. This approach would allow
the development of customised and adaptable interfaces or functionalities
that cater to the diverse needs of different user groups.

The series of co-design and co-creation workshops revealed a clear need for
innovative technological solutions in the field of crime prevention. It became ev-
ident that a generic, one-size-fits-all approach would not adequately address the
diverse range of issues and user perspectives. Instead, a collaborative effort in-
volving multiple organisations is essential to develop optimal solutions that cater
to specific contexts and user needs. The workshops emphasised the importance of
collective participation in tackling the complex challenges associated with crime
prevention, highlighting the need for tailored and comprehensive approaches.
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3.3 Data Collection
In machine learning, data collection and labelling is the process of adding one or
more meaningful and informative labels to preidentified data to provide context
so that a machine learning model can learn from it. The common approach in
NLP to engineer labels is the detection of keyword-based hate speech using ready-
made lexicons [124,198]. Since there are no common or agreed lexicons for violent
words, the data was collected and labelled by three reviewers to suit the needs
of the study. Although utilising lexicons such as the HateBase, the results of the
systems do perform high, it was decided not to be used as they can be highly
biased and unreliable. Furthermore, it is challenging to maintain and maintain
the lists up-to-date [199]. Waseem et al. [200] study was applied as a guide, as the
authors made a generic definition based on hate-related content found on social
media to address the problem of detecting it on Twitter. Gender Studies and
Critical Race Theory (CRT) are used as a baseline. For the study, they attempted
to annotate a total of 16,849 tweet corpus into three categories: ‘Racism, Sexism,
and None’. To ensure that the corpus was reliable and impartial, they had a “a
25 years old woman studying gender studies and a non-activist feminist to reduce
annotator bias” [48].

The lack of existing datasets presented a challenge in relation to undertaking
the design science methodology, it was necessary for the research artifacts to
use an example data source that can provide a demonstration of the research
contribution. Most existing datasets are based on existing corpus of text-based
data such as tweets, or video content that does not match a real-world setting.
For this research, a dataset that linked both text-based transcriptions and audio
segments was needed, with each of these segments relating to an audio file path
and a transcript field in the dataset. Therefore, it was necessary for the data
curation, labelling, and processing activities to occur prior to work on the machine
learning models and fusion techniques.

3.3.1 Dataset Curation

Based on the lack of existing datasets, it was necessary for a new dataset to be
curatred for the implementation of the system. For this purpose, a number of
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relevant videos from television series and other audiovisual material containing
domestic abuse scenes with violent and abusive conversations are retrieved and
the corresponding audio signals are extracted from the videos. A posteriori, a
total of 1295 audio files are divided into time segments with a length of 10 seconds
and labelled according to whether they contain verbal abuse (including violence)
or not on a scale from 1 to 5. They are derived from incongruous British television
series and the different elements of the proposed dataset are described as follows:

1. A collection of 50 minutes and 42 seconds of video data from scenes from the
series Eastenders [201]. With this, 304 segments of audio with a duration
of 10 seconds are obtained, 195 without verbal abuse, and the remaining
110 segments with verbal abuse. Another 133 10 second segments were
retrieved from 4 to 7-minute long YouTube videos. Within these, 73 were
nonviolent and leaving 60 with violence.

2. A set of 507 audio files derived from 5 to 10 minute videos from the British
TV series Coronation Street [201] were collected and split into 10-second
segments of audio files. From these, 352 do not contain any verbal abuse
leaving 288 segments with verbal abuse.

3. The corpus also includes scenes that showcase violence and abuse from
another popular series named Emmerdale [201]. From this series there are
a total of 350 10-second audio clips from which 115 did not contain any
violent language leaving 235 with abusive language.

Therefore, the resultant dataset embodies a total of 1295 segments, of which
633 contain verbal abuse and the remaining 662 do not contain any form of verbal
abuse. Implementation was primarily carried out on Google Colab as it provides
a single 12GB NVIDIA Tesla K80 GPU that can be used for up to 12 hours
continuously. The Python library ibmwatson was used to process the video files
into 10 second segmented audio files.

This is the reason for limiting the size of each segment to 10 seconds to
provide consistent functionalities across the audio and text features. While longer
segments contain more information, violent and non-violent events will be mixed.
To convert audio to text, two approaches were used to eliminate any errors. The
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first approach was ‘SpeechToTextV1’ which transcribed the audio files into text;
however, due to the British accent, the transcription was sometimes incorrect and
had to be checked by the data reviewers as they labelled the text. It was not
possible to obtain recordings of real-life conversations given the personal nature
and the sensitivity of the content.

3.3.1.1 Data Labelling and Annotation

For this work, three data reviewers were recruited to annotate each transcribed
speech segment; one of them being a graduate in Sociology who had a focus on
domestic abuse and currently works with students from troubled homes, another
who graduated in Forensics and Digital Security whose research focus was on
violent language detection, and a final reviewer who studied Law whose expertise
is in Criminal Law. Each reviewer assigned a score to each segment within the
dataset with a violence intensity between 0-5 on a Likert scale. This intensity was
accompanied by notes on the scale for each reviewer, who was unable to see any
previous review attempts. Annotator disagreement was resolved by averaging
the labelling scores, with these averages then becoming the resulting values of
the dataset.

A posteriori, the resultant segments’ labels were obtained by averaging the
scores given by the three labellers as the sentiment polarity. The three labelers
were used to mitigate natural subjectivity and complex feelings of language, and
define mean values to be used as a curated set of resultant scores. To test the
reliability of the scores, a one-way analysis of variance (ANOVA) test was per-
formed and no significant differences were found in the mean rankings provided
(p = 0.932 > 0.001). The mean ranking for each reviewer was 1.21, 1.23 and 1.22
with standard deviations as those presented in Figure 3.2.

3.3.2 Processing

The collection and curation of the dataset required processing to be performed, to
label and transcribe the audio segments, in addition to providing the data in the
required format. The novel nature of the dataset collected as part of this study
makes it necessary to report on this processing, enabling future iterations of the
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Figure 3.2: Average and Standard Deviation values of the three different reviewers
rankings presented as a bar chart in which each group represents a separate
reviewers responses. Limited variation was identified from the rankings indicating
similar values being selected throughout this process.

dataset to be collected. Two processing scenarios occurred, with a significant
pre-processing result, followed by a later post-processing result for the data to be
used in the models presented in this research.
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Table 3.1: A demonstration extract of the dataset produced as part of the research project including the linked ID
field, the transcript, and the reviewer results. Values R1, R2, and R3 represent the different reviewer rankings and
L represents the final determined label.

ID Transcript R1 R2 R3 L
eeaudio030 “are you suggesting i don’t go? well this is gonna make you feel uncomfortable

uh i don’t know i’ve got people coming in for a few days at home will do good ”
1 2 1 2

eeaudio001 “whatever hey hey hey hey no tip allows you to do that my friend take your
enough for data take your hands off my husband ”

3 2 3 3

eeaudio061 “something else wouldnt it? wouldnt it? Cause there’s always something else
isn’t it. I cant live like this. No....no Chantelle please.... look i just ”

2 3 3 3

eeaudio024 “favorite wine don’t start another fight please don’t act the victim ” 4 4 4 4
eeaudio222 “come on come here what’s the matter? well i thought you’ll be angry. how could

i be angry? ”
0 0 0 0

eeaudio232 “do not tell them about my job!I won’t. This is all your dad’s ever wanted me
made a fool. yeah what are you doing distracting hubby from his work? oh ”

4 4 4 4

eeaudio248 “do not tell them about my job!I won’t. This is all your dad’s ever wanted me
made a fool. yeah what are you doing distracting hubby from his work? oh ”

4 4 4 4

CS2050 “We can’t go sacking people for no good reason. I have got 16 stone of a reason
apart feeling. We can’t fire people cause you don’t like their husband. Anyway
listen she takes us to an ”

0 0 0 0

E2046 “You are not here to understand.Well why am I here then you haven’t asked for
any ransom not that I know of anyways. They couldn’t pay even if you had.
Look shut up or the guys is going back on.”

2 2 2 2

E2050 “One false move and the spikes will get you.” 2 2 3 2
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3.3.2.1 Pre-Processing

Pre-processing of the dataset was performed using a custom Python script; the
research required 10-second segments to be used and for audio segments to be
linked with transcription segments. Data was pre-processed using the Python
library FFmpeg, which enabled the videos to be converted to audio, and the au-
dio segments to be converted into 10 second-segments. The reviewers could then
listen to each 10-second segment and complete the relevant fields, making the
process easy to identify and limiting any potential input errors from the data
reviewers. Upon completion of the automated and manual transcriptions, data
was placed into a CSV file as demonstrated in Table 3.1. Therefore, each indi-
vidual row had details related to the ID (and therefore the filename) of the audio
segment, the transcription information, the final review scores of each reviewer,
and the final output score on the Likert scale of 0-5. It was also necessary for any
resulting data to continue to link to a folder output location, and retain details
of the original video file.

3.3.2.2 Post-Processing

Post-processing of the dataset was performed to ensure that the data fit with the
required audio-text modalities. For this, only a limited amount of processing oc-
curred, mainly related to converting the dataset to a binary classification format.
The resulting post-processing result retains the results of Table 3.1 and converts
them to binary classification, keeping label 0 as 0 and labels 1-5 as 1. This re-
sulting dataset was stored in both CSV and JSON formats to enable the models
to be trained on the data source. This post-processing process was checked by
examining the data for errors, during which the reviewers did not make changes
to the violence classifications determined. Processing for individual models is
described in the relevant individual chapters.

3.4 Computational Equipment
The equipment used for the study was mainly processed on a 2.5 GHz Dual-Core
Intel Core i7 Macbook Pro 2017, which enabled Linux-based commands to be
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used. Most Python processing, which includes model training and running, was
performed on Google Colab as it provides a single 12GB NVIDIA Tesla K80 GPU
which can be used for up to 12 hours at a time. Google Colab also allowed the
code to be reproducible and rapidly demonstrated, due to the online nature of
the processing and the potential for extra context to be described. The specific
equipment used for each element of the study is discussed in the relevant chapter.

3.5 Ethical Considerations
Ethical concerns were considered throughout the study, most notably due to the
sensitive topic area and the likely sensitive data that would be included. It is due
to the sensitive nature of these data that no individual interviews and studies
were conducted. Instead, the study focused on publicly accessible data, which,
while not entirely realistic, provided a reasonable evidence-backed approach to
completing the required work. For example, using YouTube videos of UK-based
drama series enabled a dataset to be rapidly produced and demonstrated, which
allowed public sharing of the data more than any individual conversations. In
addition to this, concerns related to the sensitive nature of conversations would
make it difficult to find individual conversations that could be used in the models.
Despite this, the research was continuously checked against known published lit-
erature and experts to ensure that the assumptions being made were realistic and
based on expert knowledge, ensuring that while sensitive data were not collected,
it could be potentially included in future iterations of the work.

Ethics was also considered in relation to the nature of the study; it was initially
proposed that conversations could be recorded from actual participants; however,
the private nature of participants, the ethical requirements, the documentation
needed, and the sensitive nature of discussions meant that this was also not
possible while testing the system. Instead, it was determined to ensure that the
research was computationally focused, enabling future work to explore how such
a system could be ethically tested in the future. These ethical considerations
meant that the work was allowed to be published and demonstrated, following
the design science methodology, and also allowed the work to be iterated with
future knowledge and data collection. These ethical considerations throughout
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meant that no sensitive data was collected or processed during the study, and
therefore no sensitive data is published in this thesis or related documentation.

3.6 Conclusion
This section provided an overview of the methodology used as part of the re-
search project. A design science methodology was used due to the process of
developing and designing research artefacts, these artefacts are then presented as
demonstrations within the remainder of this thesis. Additionally, details of ex-
pert interviews, workshops, and feedback are presented which provide an industry
and policing point of view to the work produced. The section then provides an
explanation and demonstration of the dataset generated as part of the work. A
novel audio-text dataset is demonstrated, and details of the data dimensions and
classifications are provided. The data has potential for future use, due to be-
ing the first of its kind known to the researchers working on this project. This
methodology chapter provides an overview and context for future chapters in the
thesis, and describes the methods used to ensure scientific rigour throughout the
research.
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Chapter 4

Natural Language Processing for
Extracted Speech

4.1 Chapter Overview
This chapter investigates the application of NLP techniques to prevent crime.
We begin by providing an overview and introduction to NLP, highlighting its
significance as a powerful tool in various scenarios. NLP is a subfield of AI that
focuses on the interaction between computers and human language. It enables
computers to understand, interpret, and generate human language, allowing for a
wide range of applications such as language translation, sentiment analysis, text
summarisation, and speech recognition.

The chapter begins with an introduction to NLP and its significance in con-
textual scenarios. The focus of the overall chapter is on detecting abusive lan-
guage from audio transcriptions. The chapter provides a comprehensive analysis
of NLP techniques employed in classifying spoken language as abusive or non-
abusive. It discusses models such as CNNs, RNNs (including long short-term
memory (LSTM)), and BERT, showcasing their effectiveness in abusive language
detection. The chapter concludes with a discussion of ongoing research to ad-
vance NLP techniques to detect violent language. By using NLP, it is possible to
create safer environments and combat abusive behaviour in different contexts.

70



4. Natural Language Processing for Extracted Speech

4.2 Background
The proliferation of natural language writings in the connected world makes it
difficult to disseminate information and wisdom in a timely manner. The amount
of information accessible makes it more challenging for people to manually process
and thoroughly analyse text. Automated NLP systems [202] have been created to
do this work effectively and accurately, much like how people digest small bits of
text. Sentiment analysis has also received academic attention, which has sparked
many studies looking at how it can be used to identify violent language [203].
Several NLP approaches, such as sentiment analysis [204], topic modelling [205],
and identification of named entities [206], are frequently used to detect violence
in text. These methods are essential for identifying occurrences of aggressive or
violent language and classifying text as violent or non-violent.

By detecting words, phrases, or expressions related to aggression, anger, or
harm, violent language can be detected by sentiment analysis, which examines
the sentiment or emotional tone of a document. The discovery of underlying
themes or topics in a text is made possible by topic modelling, which makes it
possible to identify topics related to violence [207]. To gain insight into potentially
violent circumstances, named entity recognition focuses on identifying particular
entities such as persons, organisations, or locations referenced in the text [208].
These NLP approaches make it feasible to automatically analyse and classify
text according to whether it is violent or not. This has important implications
in several areas, including recognising hate speech [209], reducing cyberbullying
[210], and helping law enforcement agencies identify threats [211].

It is crucial to remember that there are limitations [212] to detecting violence
just through text analysis. Automated systems face difficulties when dealing
with sarcasm, cultural nuances, and context. Therefore, improving the precision
and efficacy of violence detection in text requires ongoing development of NLP
approaches and incorporation of domain-specific knowledge. The proliferation
of natural language texts calls for the employment of automated NLP systems
to rapidly and effectively disseminate knowledge. These methods help to detect
hostile or violent emotions and classify the material appropriately. To overcome
the difficulties given by contextual comprehension and cultural variations and
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ultimately improve the ability to detect violence in text with more precision,
ongoing research and development in NLP are crucial.

The research surrounding sentiment analysis is focused on detecting negative
and positive sentiments in data collected from social media platforms such as
Facebook, Instagram, and Twitter, being the prominent sources [118, 213, 214].
Sentiment analysis has gained increasing recognition in the literature, as the anal-
ysis of an individual’s emotional state and its dynamics can provide research with
cues that could be used for predicting personality and speech patterns. These
predictions can be used as a form of violence detection in different scenarios. Sen-
timent analysis has become more mature in the recent decade [120] and the most
widely deployed classification techniques were SVM, Naive Bayes, and Maximum
Entropy, which are based on the word bag model. However, the word bag model
disregards the sequence of words in a sentence, which can have a significant effect
on the meaning of the sentence, as well as change the sentiment, as discussed in
the survey carried out by [121].

The detection of violent and offensive language detection is conventionally
classified into specific types; such as the detection of bullying as seen in [122],
identification of aggression [58] and hate speech identification [123]. NLP has been
applied to a great extent in studies that involve sentiment analysis to exploit the
syntactic lexical features of phrases and sentences to detect offensive language
[124].

As NLP becomes increasingly popular for automatic detection of hate speech
and abusive language, common patterns can be seen. Initially, data goes through
pre-processing to gain useful insights and clean the text of irrelevant information
using methods such as removing punctuation, stopwords, tokenisation, parts of
speech tagging, and lemmatisation [125]. Machine learning-based classifiers were
used [215, 216] to detect abusive language. However, existing word embedding
methods [217], which use a limited window size, cannot exploit semantic infor-
mation in the global context. In addition, such an algorithm transforms a word
into a stable vector. As a result, the vector is unable to accurately represent its
context at different locations.
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4.3 Experimental Setup
The experimental setup is based on the methodology defined in Chapter 3, and
allows the design and development of the model architecture, as well as testing
the accuracy against basic models and other fusion attempts. For this part of the
study, the experimental setup involved several Python libraries, including:

• Regex: used to work with regular expression and to remove symbols from
text

• NumPy: used for numerical operations on arrays and matrices

• Pandas: used for data manipulation and analysis

• TensorFlow.keras: used for building deep learning models

• Matplotlib.pyplot and Seaborn: used for creating visualisations of the data

• Sklearn.preprocessing: used for pre-processing the data before training the
models

For the initial step, the dataset went through the pre-proccessing procedure
by removing all unwanted symbols, stop words, multiple spaces, single-character
removal, punctuation, and numbers. The extraction of features was then required,
which meant that the LIWC features and BERT features were chosen to be
fused together to provide improved accuracy. The LIWC features were carefully
selected through a principal component analysis (PCA) and those features were
evaluated using statistical models, including the Random Forest Classifier and
the K-Nearest Neighbours Classifier. LIWC features are based on linguistic and
psychological theories, providing insights into emotional and cognitive content of
the text, and the BERT features are based on NNs, capturing the context and
meaning of words in the text. For this purpose, the BERT features were also
extracted and then combined with the LIWC features for better reliability and
accuracy.
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4.3.1 Text Pre-Processing

Text pre-processing in NLP involves applying various techniques to text data
in order to make it ready for use in NLP tasks. This may include splitting
the text into individual words or punctuation marks (tokenisation), reducing
words to their base form (stemming or lemmatisation), and removing common
words that are not meaningful in the context of the task (stop word removal).
Other pre-processing steps included include lowercasing the text, removing special
characters, and ensuring that the text data are in a consistent format. Pre-
processing is a crucial step in NLP as it helps to ensure that the text data is
ready for use in downstream tasks.

4.4 Text Processing
Many text processing methods were considered as part of the project, and it
was necessary to consider all options, including context-specific language models
such as Universal Language Model Fine-tuning (ULMFiT) [218], OpenAI Gener-
ative Pre-trained Transformers (GPT) [219], Embeddings from Language Model
(ELMo) [217] and BERT [220]. The work presented in this thesis relies on BERT,
which provides a strong baseline, and further modifications to its standard net-
work structure are performed to incorporate target information. The processing
approach therefore followed the method of testing multiple different models and
using the results to evaluate which method to continue with. Each NLP model
and method was then used compared to existing and known methods to detect
violent language.

4.4.1 Bidirectional Encoder Representations from Trans-
formers

BERT is a language representation model developed by Google [112]. BERT was
designed to allow bidirectional representations of unlabelled text to be performed,
by considering the context of both right and left content across each layer. Taking
into account the predicted content at each stage of the process. BERT is based
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Figure 4.1: An illustration of the BERT process, provided in the context of binary
violent language detection and classification. In this example, the input utterance
is ‘hate’, which would be labelled as violent.

on a transformed architecture, which is a NN that was developed to work with
sequential data, for example, text in the NLP scenario as presented in Figure 4.1.
The transformer architecture enables the relationships to be captured between
all tokens as opposed to just neighbour tokens. BERT has been found to be
an effective method of working with NLP scenarios, for example, in the initial
research conducted on BERT it was found to score highly in the range of tasks
compared to state-of-the-art results, with a General Language Understanding
Evaluation (GLUE) score of 80. 5% (7. 7% improvement), Multi-Genre Natural
Language Inference (MultiNLI) precision of 86. 7% (4. 6% improvement), Stan-
ford Question Answering Dataset (SQuAD) v1.1 question test F1 score of 93.2
(1.5 improvement), and SQuAD v2 test at 83.1 (5.1 improvement) [112].

BERT uses a tokenisation algorithm to split the text into a sequence of tokens,
while there are various options for this, the WordPiece tokenisation method is
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used within the context of previous research [112]. The tokenisation algorithm is
initialised by representing the input text as a sequence of characters as presented
in Figure 4.1, the algorithm then merges the most frequent relationships into new
character sets until the iteration size is matched. The purpose of tokenisation
is to computationally represent the text in a token format that can then be
used in BERT. In the case of the research completed in this project, an existing
dataset was used in this training process, in addition to a higher weighting of
the words collected in Chapter 3. The WordPiece tokenisation algorithm can
use maximum likelihood estimation (MLE) to find the maximum value/largest
predicted probability of a token-token connection within the overall algorithm.
The MLE formula can be represented as follows:

MLE = argmax
S

n∏
i=1

P (wi|s) (4.1)

where s is the token unit, n is the number of observations, i representing the
value of the input sequence, P is the probability function and w is the word in
the input sequence,

The BERT model is based on a transformer architecture, where self-attention
is used to capture the relationship between each token in the sequence. After the
completion of the tokenisation task, the self-attention equation enables BERT
to focus on the most relevant input tokens. The BERT input sequence can be
represented as a sequence of vector embeddings: v1, v2, ..., vn, which are processed
by the individual layer processes. When used as part of the self-attention layer,
the embeddings can be used to ensure that BERT can focus on the relevant parts
of the input. The formula for calculating the scaled dot-product which enables
the resulting scores to be a weighted sum of the self-attention layer after applying
a softmax function, can be represented as:

Attention (Q,K, V ) = softmax
(
QKT√

dk

)
V, (4.2)

where Q represents the query that is an input token, K is the key, V is the
value, T is the transpose operator and Dk represents the dimensions of the keys
and values from k and v [221].
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The pre-training aspect of BERT is applied on a large corpus of text data
split using two main tasks. The first task is masked language modeling (MLM)
where masks are randomly applied to some tokens of the corpus and next sentence
prediction (NSP), where the next token of a sentence is predicted based on the
text corpus. This pre-training stage is an integral part of BERT, used for curating
language representations that can be used for more contextual tasks. For example,
in the context of this research project, this task is the detection of violent language
from conversations.

MLM is used to randomly mask the input tokens from the initial stages of the
model, MLM is then used to predict the original values of each token segment.
During this training process, a [MASK] is placed in the token position during
this training stage. The objective of this training stage is to increase the likeli-
hood that the [MASK] tokens will be accurately predicted as part of the training
process. The formula for maximum likelihood estimation used in the context of
predicting a singular original value of a masked token based on the previous word
can be presented as follows:

P (wn|wn−1) =
C (wn−1wn)∑
w C (wn−1w)

, (4.3)

where w is the input sequence, n is the number of the input sequence, n− 1

is the previous word in the input sequence, and C is the computation of the
bigram [222].

The final stage of this pre-training aspect is the NSP, during which BERT is
tasked with two input sentences and attempts to predict if the two sentences are
contiguous from the input text or not. The purpose of this task is to assist BERT
in understanding the complex relationships between sentences during the pre-
training stage of the model. By employing NSP, two sentences, denoted as A and
B, are presented, with one of them being accurate and the other inaccurate. These
classifications can be leveraged to establish sentence relationships for downstream
tasks.

The final stage of BERT before the classification layer is the fine-tuning pro-
cess. During the fine-tuning stage, the pre-training layers are fine-tuned for a
task-specific purpose, which in the case of this research is violent language and

77



4. Natural Language Processing for Extracted Speech

conversation detection. The fine-tuning process, therefore, largely depends on the
purpose of the work and the dataset available. For example, some work may con-
sider the use of sentence-pair classification, where a pair of sentences are matched
in a similar method to the previously mentioned processes; this however requires
a large-corpus of sentence:sentence classifications and does not match the data
format used in this project. The fine-tuning in this project therefore focused
on a NN approach, which was used to assist in classification of violent language
during the project; the two methods used are presented in the remainder of this
sub-section:

4.4.1.1 Long Short-Term Memory

LSTM is a type of NN which uses gates and cell states to solve the long term
dependency problem and gradient issues in RNNs. LSTM networks therefore use
cell states to provide memory, meaning the model can remember previous data
points. LSTMs are made up of three main gates, the input gate, the forget gate,
and the output gate. The input gate provides the input sequence for the other
gates to then use, the forget gate removes unnecessary information from the cell
state, and the output gate is used as an activation for the final output values of
the model. For each gate, the cell states use the input and forget memory to then
determine the output gate. The LSTM gates can be represented as follows:

it = σ (wi [ht−1, xt] + bi) ,

ft = σ (wf [ht−1, xt] + bf ) ,

ot = σ (wo [ht−1, xt] + bo) ,

(4.4)

where i represents the input gate, f represents the forget gate, o represents
the output gate, w represents the weight, h represents the previous output, x is
the current input, and b is the bias for each gate [223].

4.4.1.2 Convolutional Neural Network

A 2D CNN was also an option to be used for the BERT fine-tuning, the 2D
CNN was used to enable the processing of text-based data to reduce overall
dimensionality of the output vectors. CNNs have traditionally been used for the
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purposes of computer vision tasks; however, sometimes are used successfully for
NLP scenarios such as classification or sentiment analysis. For NLP purposes,
text segments are treated as a 2D image, where each row of pixels represents a
sequence of tokens, and each column represents a dataset dimension. This 2D
image format can then be used to extract features from text segments, enabling
the representation of rich semantic details from the text.

The combination of a CNN and a BERT transformer model can provide
some advantages to the overall algorithm which includes the improved feature
extraction through capturing details of both local and long-range patterns in the
dataset, the improved generalisation of the output data by capturing patterns
across multiple segments, and improved interpretability of the resulting data
through reducing the complexity of the BERT model.

4.4.2 Linguistic Inquiry and Word Count

To extract a rich amount of linguistic detail from the features of the dataset, the
2015 LIWC [224] psycholinguistic lexicon package was considered. The purpose
of the LIWC package is to differentiate the semantic-syntatic patterns and the
different contextual information from streams or collections of text. Based upon
the context of this project, this would be focused on the themes relating to emo-
tion and violence. A selection of the potential dataset classifications that could
be used in the scenario of detecting violent language in conversations can include:

• Personal Pronouns: Includes the use of first person, second person and third
person pronouns such as I, them, her, him, they, their, etc [224]. Personal
pronouns could support the detection of multiple people being included in
the conversation or conversations about another person occurring.

• Negations: Includes the use of denials and disproving language segments;
some examples could include: no, never, not, and nothing [224]. Negations
could be used within the proposed algorithm through the use of disproving
statements and other language context.

• Positive Emotions: This includes the use of positive emotional language,
including: love, nice, like, happy, sweet [224]. The positive emotions are
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part of the affective processes sub-category within the LIWC psychological
processes category.

• Negative Emotions: In a similar sense to negations, but in relation to emo-
tive language, some examples of this could include: hurt, ugly, hate, nasty,
and ugly [224]. Negative emotions are further classified into anxiety, anger,
and sadness, all of which provide further classification context to the lan-
guage input. The negative emotion category is also part of the affective
processes category within the LIWC psychological processes category.

• Biological Processes: This category relates to biological process being iden-
tified in the text, across a broad range of categories including health, sex-
ual, ingestion, and body. Some examples of these words could include: eat,
blood, pain, clinic, flu, pill, spit, and hands [224]. Due to the nature of the
words in this category, it could prove to be useful in a domestic violence or
violent language detection algorithm.

• Perceptual Processes: The perceptual processes also contains multiple sub-
categories, which includes dictionaries of words relating to seeing, hearing,
and feeling. Some example words from this category are look, heard, feeling,
view, listen, touch, and view [224]. The words used in the category enable
words related to perception to be detected from the input language text.

• Swear Words: The swear word sub-category is part of the informal language
category. The swear word contains a dictionary of swear words that are
identified as part of the LIWC package.

While the list above is only a non-exhaustive sample of the potential language
categories that LIWC generates which could be relevant to violent language and
conversation detection, it should not be taken as a complete understanding of the
context of a conversation, during the initial phase of the project these language
categories were used as assumptions which were then further analysed using PCA
analysis and a bidirectional long-short term memory (Bi-LSTM) model. The
models and known categories could then be weighted as necessary, and other
categories were completely removed to reduce the overall dimensionality of the
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overall model. The package also provides summary categories for the variables
and dimensions that could be useful across a range of contextual use cases; these
include summary language variables such as:

• Authentic: The authenticity algorithm is a summary measure relating to
how authentic the input text is deemed to be by LIWC. The authentic
measure is related to how self-monitoring an individual is, for example, in
the context of being socially cautious [225].

• Emotional Tone: The emotional tone is a summary variable used by LIWC
to provide a single variable for the positive and negative tone categories
previously identified. A number below 50 suggests a negative emotional
tone, and a higher number suggests a positive emotional tone [225].

• Analytical Thinking: Analytical thinking is another summary measure used
by LIWC based on functional words; analytical thinking is a summary
considering if more formal words are used. A low-scoring input text would
suggest a more personal language classification, while a high ranking would
suggest that a more formal language style should be used in the input
text [225].

LIWC is provided as a package, which means that input and output data
is generated using either the software or the website. For the purpose of this
project, the software package was used, which enabled the import and classi-
fication of CSV files based on all the categories mentioned in the article “The
Development and Psychometric Properties of LIWC2015” [224] article. LIWC
can therefore be used to effectively analyse the contextual details of input text,
including analysing summary methods such as personal language or emotion-
based language. Although the contextual categories identified by LIWC do not
provide a complete view, the methods used could effectively support the iden-
tification of violent language in domestic settings and conversations by adding
contextual variables to the model.
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4.4.2.1 Bidirectional Long-Short Term Memory

Bi-LSTM is a method of having an LSTM that has the sequence go in both for-
ward and backward directions. In the bidirectional model, the data flows in both
directions (forward and backward) to ensure that the information in both direc-
tions is stored and used. The Bi-LSTM provides an effective method of working
with forward and backward information within NLP and speech recognition tasks.
The Bi-LSTM was therefore used in addition to LIWC to ensure that the model
was bidirectional and consider both forwards and backwards data formats.

4.4.2.2 Principal Component Analysis

One of the key steps in data mining and knowledge discovery is feature extraction,
with the purpose of selecting the most suited features from a source with high
dimensions to allow for more improved accuracy and reduced dimensionality at
the classification stage of the process. To supplement the extraction of linguistic
features using LIWC, a PCA was performed to distinguish the most contributing
factors in the dataset. PCA is a type of dimensionality reduction that enhances
the interoperability of large multidimensional data by summarising the content
in large data tables, such as those generated during the LIWC processing. Figure
4.2 presents the full set of data generated by the LIWC processing, before a
PCA took place. Figure 4.3 presents the highest contributing variables which
include parameters such as functional words (to, very, it), analytical thinking, and
common verbs (carry, think, go) as the most contributing dimensions post-PCA
processing. Through the use of PCA, it was possible to reduce the dimensionality
of the dataset, while preserving the variance and significance of the contributing
variables. This reduction in the dimensionality of the data is useful given the
purpose of the project to implement the models on edge devices.

4.4.3 Global Vectors for Word Representation

GloVe is an unsupervised learning algorithm for the production of high-quality
word embedding. It is based on the occurrence matrix of words in the corpus,
and the resulting embedded captures the semantic relationship between words.
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Figure 4.2: The values of the LIWC features prior to the PCA being conducted.
The values and labels present all of the contributing variables in the LIWC feature
collection.

Figure 4.3: The values of the LIWC features after the PCA has been conducted
on the dataset. The remaining variables and labels are those that contributed
the most to the features.

The GloVe algorithm is constructed of a matrix of word-to-word co-occurrences,
where each element of the matrix represents the number of times a word ap-
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pears in the context of another word. Then the model factors the matrix of co-
occurrence using a weightless method of least squares to obtain low-dimensional
vector representations for each word. The objective function of the GloVe model
is as follows:

J =
V∑
i=1

V∑
j=1

f (Xij)
(
wT

i wj + bi + bj − logXij
)2 (4.5)

In this formula, V is the vocabulary size, Xij is the number of times word i

appears in the context of word j, wi and wj are the word vectors for words i

and j respectively, bi and bj are the bias terms for words i and j, and f(Xij) is
a weighting function that reduces the impact of very frequent co-occurrences.

4.5 Model
For the models selected as part of the NLP section, the BERT and LIWC methods
were developed separately, before being fused as part of Chapter 5. The models
were both developed based upon the initial understanding of the model presented
in the previous section, before being fine-tuned and analysed for the purposes of
presenting results as part of this Chapter.

4.5.1 Bidirectional Encoder Representations from Trans-
formers

The BERT model implemented as part of this work is developed following the
initial pre-trained model used in BERT instances within Keras. The BERT pre-
trained model uses the bert-base-uncased model to support this process, this
model is already set up using three layers including a main BERT layer, a dropout
layer, and a classification layer. This model imports over 109 million existing
BERT parameters which can then be customised based on the specific contextual
needs of the scenario, in the case of the work presented in this thesis, this is violent
language detection from conversations. The custom dataset used in this model
is the dataset generated as part of Chapter 3, and then pre-processed using the
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methods identified previously in this chapter. The imported BERT model before
the additional dataset word weightings has a layer organisation as follows:

Layer (type) Output Shape Param #
bert (TFBertMainLayer) multiple 109482240
dropout_37 (Dropout) multiple 0
classifier (Dense) multiple 1538

Total params: 109,483,778

Using this dataset, custom word weightings can be generated using the more
curated set of data relevant to violent language. For this purpose, the dataset is
first extracted and then formatted to match the imported data source, specifically
the main BERT layer. The layer is then tokenised to form a combination of
the required tokenisations from both the imported dataset and the pre-trained
model. The tokenisations being completed enables the model to use the tokens
as text representations. Following this, a 70/30 train/test split is used on the
combination of both datasets, with processing focused on the imported data.

At this stage, the pre-training of the model is performed, where the normal
BERT processes of MLM and NSP occur with the dataset provided. This pro-
vided dataset includes both the pre-trained model and the additional parameters
imported from the custom dataset. The model uses the input IDs to link the
language tokens, before applying an attention mask. Additional layers can be
added at this part of the process; in this case, a LSTM and CNN are applied
to the model in different versions, meaning that during the results and analysis
stage of the project, two individual scores will be presented. The LSTM and
CNN layers are added before the processing is completed on the model, and are
added as layers to the above layout. Alternative methods were not included due
to existing concerns regarding the large dimensions of the dataset; for example,
next sentence prediction (NSP) was not included due to the complexity of this
fine-tuning method; instead, more lightweight layers were chosen.

In the BERT model training stage, the optimal model was explored for the
dataset, research explored the following hyperparameter spaces: activation func-
tions of rectified linear units (ReLU) or linear, Adam optimiser with learning rate
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(6.25e-3, 6.25e-4, 6.25e-5, 6.25e-6), and number of epochs (1, 5, 10). To reduce
over-fitting, a regularisation lambda of λ=0.01 is utilised and batch normalisation
is applied after each layer. The selected model parameter settings were based on
the initial results collected, each model is trained using the Adam optimiser (with
a learning rate of 6.25e-4), and a batch size of 32 for 1 epoch. The activation
function for both datasets in the model was selected to be ReLU.

Once the model has been trained, the resulting BERT vectors can be used
for the purposes of extracting further information, or in the multimodal fusion
process as presented in Chapter 5. The output of the BERT model is a vector
matrix with a shape of (30522, 768), which presents the word weightings based on
the pre-trained and then completed model. The vectors enable these generated
weightings to be further applied in other work. The output extract presented
below is a sample of these vector word weightings:

[[-0.01018257 -0.06154883 -0.02649689 ... -0.01985357 -0.03720997
-0.00975152]

...
[ 0.00145601 -0.08208051 -0.01597912 ... -0.00811687 -0.04746607

0.07527421]]

To capture the metrics of the model, Keras is used. Keras enables the metrics
of the model to be captured effectively while also allowing the reporting of the
accuracy, loss, and F1 score of the model. This is necessary to allow the results
of the model to be effectively reported within this thesis.

4.5.2 Linguistic Inquiry and Word Count

The model uses LIWC embeddings which are generated for each word, followed
by the PCA performed earlier in this chapter. LIWC embeddings are generated
for each word through importing the dataset into the LIWC application, which
enables the individual values to be generated for each word embedding. The
LIWC application exports the embeddings for each word as a CSV file, enabling
the file to be imported into other applications and other use-cases. The LIWC
dataset is imported into the Python runtime environment to enable the features
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to be used in the model. The embeddings at this stage are still static values;
however, once imported, the values and rankings can be used by the custom
code to support the development of custom models. LIWC enables relationships
between words to be recognised for each point available within the dataset. Due
to the PCA being performed fewer overall LIWC values are provided because of
the high dataset dimensionality.

When combined with other fusion modalities, LIWC can be used to support
the resulting values. This is performed by importing the dataset and then splitting
the dataset using the same ratio as existing BERT embeddings to ensure that the
word and value pairs match. Using the matched word embeddings, it is then
possible to further augment the results of the processing by including the LIWC
categories to enhance the features from existing sources. When processed, the
LIWC model is combined with a Bi-LSTM to enhance the capabilities of the
model when combined with existing data sources.

The standalone LIWC model produces no overall result; therefore, for the
process of this chapter, LIWC is combined with other methods to generate usable
and comparable results of the algorithms applied during the work. LIWC is
combined with K-Nearest Neighbours and Random Forest Classifier. Although it
is not expected to produce meaningful results with these methods, these can be
used as baselines to compare future use of the model with. During this stage, the
model is still using the previously identified Bi-LSTM, before then being applied
to each of the baseline measures.

Implementing K-Nearest Neighbours in the model first involved selecting the
points, based on the comparative distances between the values based on the
similarity between two-word embeddings using the Euclidean distance. Using the
distance calculations of the word embeddings, it is possible to find the nearest
neighbours of each value, based on the distance metric. The neighbours can
be selected on the basis of the K training points and the shortest distances.
This can then be used for classification, where the K-point is assigned to the
expected classification task. Similarly, implementing the random forest classifier
uses a random subset of the training word embeddings and determines the number
of trees based on cross-validation. To train the decision trees, the aggregation
process is used before each decision tree is split according to the information gain
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splitting criteria. The majority vote is then used by the model to classify the
results of each tree.

The processing of LIWC is completed using the same values as the BERT
classification process, also applying Adam for optimisation, and ReLU as the
activation function. In addition, a batch size of 32 is selected over 1 epoch. The
results of the LIWC and the baseline combinations are reported as F1 scores,
which are captured using Keras.

4.6 Results
The results of this section are divided into three tables, Table 4.1 presents the
values of the F1 scores of the standalone methods, Table 4.2 presents the LIWC
baseline measures and Table 4.3 presents the F1 scores of the BERT model with
fine-tuning.

Table 4.1: Results displaying the values of the features in the frequency domain
when compared using different methods. The methods are compared using the
F1 score.

Model F1 Score
CNN + Glove 0.6370656
NN + Glove 0.6602316
LSTM + Glove 0.5945945

The results of the text processing were reported using the F1 scores of the
models, using metrics that were captured in Keras. Due to the nature of the text
processing and the ease of use of combining models and methods, various attempts
were made to measure the highest accuracy models. Initially, combinations of
traditional classification methods and individual methods produced relatively low
scores, as presented in Table 4.1. The highest result for the Glove-based approach
was the combination of NN and Glove, which achieved an F1 score of 0.66. This
was in contrast to the two other methods attempted, which include the CNN and
Glove score of 0.64 and the LSTM and Glove score of 0.59. The results were all
within a range of .1 indicating that Glove had a varied impact on the model for
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each implementation developed. Further fine-tuning of the Glove approach could
be undertaken to improve these results, however based on the higher scoring F1
measurement this should focus on the NN combination approach.

Table 4.2: Results displaying the values of the LIWC method when combined
with other baseline measures. The methods are compared using the F1 score.

Classification F1 Score
LIWC + K-Nearest Neighbors 0.596401
LIWC + Random Forest Classifier 0.591259

Table 4.2 presents the resulting values of the LIWC classification when com-
bined with baseline models to ensure a classification can be performed. Individ-
ually, the LIWC classification models did not perform well, with the LIWC and
K-Nearest-Neighbour combination achieving a resulting F1 score of 0.60 on the
classification task for the dataset. The results of the LIWC and the random forest
classifier were also poor, achieving a lower resulting F1 score of 0.59. The nature
of LIWC as a language analysis tool meant that the results reported using this
approach were expected to be low, however the intention of the LIWC model is
for this to be combined with other models for the purpose of integrating addi-
tional context and information. While BERT and Glove are both vector-based
approaches, LIWC provides a contrasting word analysis tool, which could assist
in enhancing the generalisation of the model.

Table 4.3: Results presenting the final F1 scores of the BERT and LSTM/CNN
combinations. The methods are compared using the F1 score.

Model F1 Score
BERT + LSTM 0.6602
BERT + CNN 0.6681

Finally, the results of the BERT model are presented in Table 4.3, the resulting
values are presented in addition to fine-tuning the model using LSTM and CNN
respectively, enabling an overall comparison to be made. Combining BERT with
an LSTM produces a resulting F1 score of 0.66, highlighting the value as higher
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than any of the previously reported results. The resulting value of the BERT
and CNN combination is 0.67, which is the highest resulting value at any stage of
the text model aspect of this chapter. The BERT and Glove models are similar,
with the highest measurement for each of the approaches having less than a 0.01
difference in value.

4.7 Discussion

Table 4.4: A complete overview of the results collected throughout this chapter,
presented as a comparison of F1 scores to enable a comparison of results to be
formed.

Model F1 Score
CNN + Glove 0.6371
NN + Glove 0.6602
LSTM + Glove 0.5946
LIWC + K-Nearest Neighbors 0.5964
LIWC + Random Forest Classifier 0.5913
BERT + LSTM 0.6602
BERT + CNN 0.6681

This chapter introduced the text processing methods used within the project
to detect violent language from the previously curated violent language multi-
modal dataset. The best method of identifying violent language and conversa-
tion from prerecorded and pretranscribed audio was investigated for the purposes
of implementing these features into a multimodal fusion model. For these pur-
poses numerous considerations were needed, most notably the consideration of
the features extracted and how the techniques would support other features was
considered; for example, using a method that does not rely on word embeddings
or a nonmatching set of word embeddings would not be effective when combined
with a model such as BERT which does rely on such embeddings. This chap-
ter presented a wide array of techniques for classifying violent language, such as
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baseline models to be combined with LIWC features, methods of fine-tuning the
BERT model, and weighted word embeddings and vectors alongside existing data
sources.

A complete breakdown of the results collected within this chapter is presented
in Table 4.4. Using the F1 score in NLP ensures that the results accurately cap-
ture true linguistic patterns without confusing them with irrelevant data. It helps
avoid overlooking significant language features while preventing the misclassifi-
cation of benign text, maintaining a balanced approach in detecting nuanced
language use. The highest result was the combination of BERT and CNN, which
achieved an F1 score of 0.67 in classifying violent language using the curated
dataset. Compared to existing literature such as the context-free text model, the
weighted text model and the sequence text model at F1 values of 0.5, 0.44, and
0.67 respectively [226]. The BERT and CNN model does not achieve the same
score as the specific modelling task performed in previous work, which reported
an F1 score of 0.77 [227], possibly due to the task-specific modelling performed in
the work. BERT values, when combined with CNN or LSTM, perform well com-
pared to previous results reported in the table, with fine-tuning improvements
that could support further improvements to the F1 score.

The initial baseline methods performed well, specifically the methods that
included a CNN, with the CNN and Glove combination reporting an F1 score of
0.64 as presented in Table 4.4. A NN was better than CNN when combined with
Glove with a score of 0.66, while the LSTM based approach performed poorly
compared to an F1 score of 0.59. The CNN model and the NN + Glove model
performed well compared to the highest values of BERT and CNN, with the values
highlighting the effectiveness of Glove when considered as part of the work. These
initial measures also highlight the effectiveness of standalone methods without the
need for additional features or processing to be applied. These models could be
returned at a future time to investigate how such methods could further improve
the BERT and CNN score and support improved feature extraction.

The results of the LIWC baselines were expected to be poor, and reported
poor F1 values for the classification tasks; the LIWC values were not the end
result of the LIWC processing, with the PCA values reported previously in the
chapter forming part of the overall model, in addition to the LIWC processing
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being more effective when considering the multimodal nature of the next stage of
the work. Despite this, the baseline LIWC values reported in Table 4.4 would not
be effective for use in an overall system, due to the high margin of error afforded
by the values reported. Improvements to the dimensions of the dataset would
probably improve this overall value; however, the nature of LIWC is not intended
to work well at a stage with a single modality included.

In comparison to recent literature using BERT and LIWC, the results of the
model developed during this chapter are positive. Similar work has previously
used BERT and LIWC for the purposes of detecting propaganda from news arti-
cles, attempting to implement BERT and LIWC for new approaches using BERT
features, part-of-speech features, and LIWC features with a logistic regression
model [228]. The work [228] explored the integration of a propaganda spans’
detection framework with the BERT model achieving an F Measure of 38.88, the
article also presents the values of 38.51 for the BERT, part-of-speech, and LIWC
results. The approach proposed by the authors [228] contrasts to the approach
used within this thesis in both dataset and purpose, although the results of this
work are encouraging through the F1 score of 0.67. LIWC and BERT for text
has also been used previously, although the authors exploring BERT and LIWC
did not fuse the results of the two models [42]. The method proposed in an
article on predicting communication behaviours during couple conflicts [42] also
integrates an SVM approach with BERT and LIWC, however, the approach used
does not integrate both models combined, but concludes a similar outcome of the
BERT-only model performing better than the LIWC-only model. The architec-
ture reported in this thesis contrasts with similar approaches [42, 228] through
the complexity and features used in the model, highlighting the potential future
capability of the highly complex models introduced in this chapter.

The BERT model provided novel research scenarios that needed to be in-
vestigated over the course of the project, for example, the initial parameters of
BERT included 109,482,240 values, while the custom-curated dataset only had
1538 parameters. The overall model needed to be weighted effectively, to avoid
task-specific modelling, these values were carefully weighted to ensure that new
transcription segments were being weighted accurately. The difference between
the two combinations is minimal, although still a relatively low score compared
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to previous work, such as work investigating the detection of depression using an
audio-text approach with a LSTM NN which reported an F1 score of 0.77 [226].
The model showed improvement in some reported values, most notably text-only
models that generally performed poorly when working with multimodal data
sources. Interestingly, the results for the text-based modality are much lower
than those reported later in the audio fusion approach; this may be due to the
limited number of transcriptions available in the current dataset, which is hoped
to be expanded in future studies.

Overall, the methods presented in this chapter provided some novel discoveries
in terms of known methods of text processing in addition to combinations of
techniques such as BERT and LSTM, BERT and CNN, and NN and Glove. The
models and results presented in this chapter provide sufficient evidence of the
problem of violent language detection from non-social media sources, especially
considering the transcription problems during this process. The architecture for
the BERT and LIWC combination conducted at present does not yet improve
the accuracy of text-based language models in similar contexts, however, the
potential of the work highlights the variation of individual BERT and LIWC
models, Therefore it is necessary for the next stage of research to focus on the
implementation of a multimodal fusion approach, combining the reported values
of both text and audio models into a single F1 score.

4.8 Conclusion
This chapter presented text-processing models using NLP to detect violent lan-
guage from conversation transcriptions. This chapter has considered the im-
plementation of a variety of models, including Glove, CNN, LSTM, Bi-LSTM,
BERT, and LIWC to determine which method works best for analysing po-
tentially violent language. The models that performed the best outside of the
baseline CNN were those that used BERT, with these models achieving an F1
score of 0.67 and 0.66 for CNN and LSTM results, respectively. Although LIWC
was considered for the categories it provides, with baseline models performing
poorly, but expected to improve when combined with other features. The mod-
els presented in this chapter were not overly effective; however, it is expected
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that the models presented in this chapter will become more effective upon fusion
with audio-based features. Future work should focus on methods for fine-tuning
BERT, which could potentially be further improved by applying other methods
during the fine-tuning stage.
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Chapter 5

Audio Inference and Multimodal
Fusion

5.1 Chapter Overview
In this chapter, the use of audio inference and diarisation techniques for crime
prevention will be explored. The chapter begins by defining audio inference and
diarisation and discussing their importance in the context of crime prevention.
Following that, the current state-of-the-art in audio inference and diarisation is
examined, covering the numerous techniques and algorithms that have been devel-
oped, as well as their significant strengths and limitations. The field’s challenges
and outstanding research problems are also mentioned.

The particular uses of audio inference and diarisation for crime prevention
are then examined, including the use of these approaches for identifying suspects,
detecting and analysing conversations, and monitoring and analysing individual
movements. There is also a discussion of the ethical and legal aspects that must
be taken into account when applying these tactics to prevent crime.

Potential future developments in audio inference and diarisation and how
they may be used to enhance crime prevention efforts are considered. This in-
cludes a discussion of the potential for integrating these techniques with other
technologies, such as video surveillance and facial recognition, to develop more
comprehensive and effective crime prevention systems.
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5.2 Background
The field of emotion recognition using audio-based technologies has gained in-
creasing attention in recent years, leading to an increasing number of research
studies in the field [229–233]. For example, the work in [184] proposes a Bi-LSTM
(referenced as BLSTM) with attention model to classify four different emotions
including “anger”, “excitement”, “neutral”, and “sadness” from the IEMOCAP
dataset, which includes a range of dyadic sessions where actors perform improvi-
sations or scripted scenarios specifically selected to elicit emotional expressions.
To do so, a silence removal signal processing step followed by the extraction of
a 34-dimensional feature vector composed of a range of time domain, frequency
domain, MFCCs and Chroma-based features is implemented. The results re-
ported outline a maximum classification accuracy of 70.34%. Using the same
dataset, [183] proposes a self-attention CNN-BLSTM classification model fed Mel
spectrograms of the corresponding audio files to classify between the four emo-
tions mentioned above. The above methodology achieves an 81.6% classification
accuracy. In [234] a multi-channel CNN fed with Mel-spectrograms and phoneme
embeddings generated by the word2vec model introduced in [235].

The multimodal fusion approach has been used for emotion recognition using
audio, video, and physiological data [236]. Sahu proposes a feature engineering-
based approach to address speech emotion recognition, similar to the attempted
approach. They first trained all their audio and text features separately and then
fused them to the concatenated feature vectors [237]. Chen et al. approached
multimodal sentiment analysis by incorporating audio and text. Their strategy
was to use both multi-feature fusion and multi-modality fusion to improve the
accuracy of audio-text sentiment analysis. Their focus was solely on general sen-
timent rather than the detection of hateful or negative sentiment, and therefore
used the CMU-MOSI dataset [124]. Pereira et al. [238] utilises audio, textual,
and visual cues extracted from news videos, which applied state-of-the-art com-
putational methods to automatically recognise emotion from facial expressions;
The authors use a dataset that contained 520 annotated news videos from three
famous TV newscasts and reported an accuracy of up to 84% for the sentiment
classification task [238].
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5.3 Fusion Modalities

Figure 5.1: The overall architecture of the multimodal fusion approach, and the
individual methods used across each modality. The diagram first introduces the
dataset produced, followed by the pre-processing, feature extraction, classifica-
tion, and fusion for both audio and text modalities.

Before determining the use of which modalities, it was understood that the
NLP approach was effective, but needed further enhancement. As identified in
Chapter 2 and Chapter 4, the potential improvement could come from multimodal
data, applying the work beyond a single text-based modality to achieve more
effective results. Although NLP is good at analysing and interpreting text data,
it is not always sufficient to provide comprehensive knowledge of a situation. In
this case, the combination of other data streams, such as audio, allows additional
context, which can aid in improving the accuracy of the analysis as presented in
Figure 5.1.

Fusion techniques have several benefits and, in this case, ensure that emotional
signals such as pitch, tone, and volume cannot be missed through a multimodal
approach. These can easily be overlooked in mere audio transcriptions if the
abuse is not explicitly conveyed through verbal profanity. For example, if someone
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playfully swore for comedic effect, the NLP analysis would pick that up as abusive
text and classify it wrongly; however, with the audio analysis, the tone and pitch
would be picked up to avoid such an error. To provide another example, someone
may say that they are ‘fine’ in a monotone voice, which would be interpreted as
neutral or as a positive statement even though they are actually upset/distressed,
which is clear by their tone. Likewise, an NLP analysis would also not be able to
pick up any use of non-literal language such as sarcasm and irony that is conveyed
through the tone rather than words.

There are other fusion modalities that could have been implemented, such as
video, as other investigations [239] and [240] found that by using a combination
of data streams, they were able to achieve higher accuracy. However, they used
audio and video for the purpose of their studies which did not seem appropriate for
a domestic setting. Therefore, by analysing the actual audio data instead of just
the transcription it is possible to improve the overall accuracy of the classification
as it may be possible to pick up on emotional cues and other forms of non-verbal
communication that are not captured for the text analysis. This provides a more
comprehensive understanding of the situation and conversation, eliminating any
forms of doubt or misunderstanding of text data, and helps identify abuse or
other interpersonal conflicts.

5.3.1 Natural Language Processing

NLP has been well known for its effectiveness in recognising patterns and rela-
tionships in large volumes of text data and has been shown to be valuable in
a number of applications, such as online cyber bullying. Additionally, NLP is
helpful in uncovering linguistic patterns that are symptoms of violence or abuse.
Several studies have investigated the use of NLP approaches to identify examples
of domestic abuse; for example, a study published in the Journal of Interpersonal
Violence [241] analysed a large corpus of discussions on domestic abuse-related
Internet forums using NLP. The authors [241] discovered that their NLP ap-
proach accurately identified posts containing indications of abuse, the study also
acknowledged that there are limitations in solely relying on data that are based
on text and suggested using other modalities.
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NLP is a valuable tool to identify and analyse data from a large corpus of text
and can enable sentiment analysis, topic modelling, and named entity recognition.
The study [242] used NLP techniques to extract features from a dataset of 3
million ISIS-related tweets, which also contained metadata such as follower count
and location. NLP has therefore been applied in a range of academic contexts, and
could potentially be improved through a multimodal approach to support text
classification. The BERT and LIWC models presented in the previous chapter
will be used, due to the richness of the features extracted.

5.3.2 Acoustics

Figure 5.2: A demonstration of the three main types of microphone input pat-
terns, with omnidirectional (left) for even sound quality, bidirectional (middle)
for two directional sound quality, and unidirectional (right) for singular direction
capture. In the context of a smart home microphone, an omnidirection would be
able to capture sounds from across the room, while a unidirectional microphone
would only capture the direction it is facing.

Audio processing combines the time domain, frequency domain, and MFCC
into a single model to detect violent conversations on edge devices. To enable
useful detection of audio patterns, the microphone of both the initial dataset and
the final classification model should be considered as presented in Figure 5.2. For
the purpose of this work, an omnidirectional microphone was selected. The time
domain enables the examination of signal characteristics in the time dimension,
which includes signal energy, signal duration, and amplitude. The frequency do-
main provides insight into the spectral properties of audio signals, which include
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frequency components and the related distribution. By including by time and
frequency domains, the model can process important and contextual information
about the temporal and spectral characteristics of violent conversations, with the
aim of improving the accuracy of detection.

MFCC is then included to transform audio signals into a set of cepstral coeffi-
cients that can process the unique and contextual feature of speech. The MFCC
approach is widely used and has been shown to be effective in identifying lan-
guages and speech patterns; therefore, it is hoped that this processing method
will improve the detection of high-level features of violent conversations and the
language that occurs in them. This enabled the detection of the tone and emo-
tion of the recorded segments, which improves the accuracy of the fusion model.
Using a combination of these techniques enables the algorithm to take advantage
of the strengths of each modality to capture a comprehensive, contextual, and
nuanced understanding of what violent language occurs and violent conversations
to support crime prevention efforts.

5.4 Audio Inference
The literature review and the resulting NLP results highlighted a turning point
in the focus of the research project. This section explores the audio inference
that was implemented in the development of multimodal fusion, highlighting
the process, techniques, and algorithm design used to enhance the possibility
of detecting violent conversations through multimodal fusion. By conducting a
thorough analysis of existing methods and studies, it was determined that audio
inference was possible to implement on edge devices. Furthermore, the inclusion
of audio inference in the overall model had the potential to improve the knowledge
of multimodal data fusion and the effectiveness of detecting violent language on
the edge. Although the audio-based approaches presented are not state-of-the-
art, the techniques used are effective for edge and mobile devices due to processing
speeds. The remainder of this section explores audio inference.
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5.4.1 Experimental Setup

The experimental setup follows that of the methodology defined in Chapter 3.
The experimental setup enabled the design and development of the model archi-
tecture, as well as testing the accuracy against baseline models and other fusion
attempts. The experiments were carried out on audio segments of the dataset,
during which the linked audio files were used as the main source of data, along
with the CSV violence ratings. This dataset had already been pre-processed as
identified in Chapter 3 and therefore any noise and outliers had already been
removed. The algorithm was implemented on Google Colab using Python, with
the necessary parameters introduced within this section. The models were de-
veloped using the TensorFlow Keras library due to development speed and the
opportunity to convert models to TensorFlow Lite for edge computation. Pandas,
NumPy, and sklearn were also used as libraries for the processing and mathemat-
ical formulae used to process audio data. The resulting F1 scores were compared
alongside existing literature to ensure that the algorithms are running effectively.
Overall, this experimental setup ensures that the results are robust and reliable
and allows for a fair comparison of the approach with existing methods.

5.4.2 Audio Processing

Speech recognition, or speech-to-text, is the computational process of identifying
spoken words within an audio signal and preserving those words in readable text.
To enable the accurate recognition of words and the subsequent translation to
text, the audio files need to go through key pre-processing steps. These include the
removal of unwanted background noise that does not correspond to human speech,
as well as the segmentation of the audio signal and the grouping of homogeneous
regions of the audio signal regarding the speaker identity (speaker diarisation).
With this, the aim is to obtain N “noise-free” audio signals corresponding to the
speech of the N speakers who are involved in a conversation.

The original sampling rate of the different audio signals that make up the
proposed dataset is 22050Hz. However, lower sampling rates can lead to higher
classifications, as the far end of the spectrum is not expected to contain informa-
tion for speech-related applications. Given this, the performance of the system
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was studied across different sampling rates (22,050Hz, 16,000Hz, and 11,000Hz)
through the downsampling of the audio signals. Unlike other sensory signals or
data formats such as inertial signals from inertial measurement units (IMUs),
physiological signals, or images. The extraction of patterns from raw audio data
typically involves the extraction of hand-crafted features to achieve competent
performances. This is due to raw audio data already being in the form of time
series data, whereas substantial information about the audio signals can only be
revealed within the frequency domain. The proposed approach is a feature vec-
tor that incorporates a wide array of self-engineered features, revealing relevant
information about the signal in the time and frequency domains, in addition to
the MFCCs extracted.

5.4.2.1 Time Domain

The array of features calculated in the time domain can be defined as follows:

- Amplitude envelope:

AEt =
(t+1)K−1
max
k=tK

s(k), (5.1)

where t refers to the tth frame, K is the frame size and s(k) is the amplitude
of the kth sample of the signal.

- Amplitude envelope discrete derivative:

∆AEt = AEt − AEt−1, (5.2)

where AEt is the amplitude envelope of frame t and AEt−1 is the amplitude
envelope of frame t− 1.

- Root mean square energy:

RMSt =

√√√√ 1

K

(t+1)K−1∑
k=tK

s(k)2, (5.3)
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where t refers to the tth frame, K is the frame size and s(k) is the amplitude
of the kth sample of the signal.

- Root mean square discrete derivative:

∆RMSt = RMSt −RMSt−1, (5.4)

where RMSt is the root mean square energy of frame t and RMSt−1 is the
root mean square energy of frame t− 1.

- Zero crossing rate:

ZCRt =
1

2

(t+1)K−1∑
k=tK

|sgn (s (k))− sgn (s (k + 1))| , (5.5)

where t refers to the tth frame, K is the frame size and sgn(s(k)) is the sign
of the amplitude of the signal at sample k.

- Zero crossing rate discrete derivative:

∆ZCRt = ZCRt − ZCRt−1, (5.6)

where ZCRt is the zero crossing rate of frame t and ZCRt−1 is the zero
crossing rate of frame t− 1.

Following the computation of the above time domain features, basic descrip-
tive statistics, including the mean, the maximum, the minimum, the standard
deviation and the root mean squared from each of the features are calculated,
leading to a 30-dimensional feature vector (6 features x 5 descriptive statistics)
presented in Table 5.1.

5.4.2.2 Frequency Domain

Alongside the features extracted in the time domain, a number of features are
extracted in the frequency domain. To do so, the time series x, corresponding to
the audio signal, is converted into the frequency domain using the Short Time
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Table 5.1: The 30-dimensional feature vector of the time domain features, repre-
sented as a table (6 features x 5 descriptive statistics). The details of the vector
are presented as descriptive values of the feature set.

Feature Mean Max Min STD RMS
AE mean_ae max_ae min_ae std_ae rms_ae
delta AE mean_delta_ae max_delta_ae min_delta_ae std_delta_ae rms_delta_ae
RMS mean_rms max_rms min_rms std_rms rms_rms
delta RMS mean_delta_rms max_delta_rms min_delta_rms std_delta_rms rms_delta_rms
ZCR mean_zcr max_zcr min_zcr std_zcr rms_zcr
delta ZCR mean_delta_zcr max_delta_zcr min_delta_zcr std_delta_zcr rms_delta_zcr

Fourier Transform (STFT) along with a Hann window as follows:

S (m, k) =
N−1∑
n=0

x (n+mH)w (n) e−i2πn k
N , (5.7)

where m refers to the mth frame or temporal bin, k refers to the kth frequency
within the frequency bins, N is the frame size, H is the hop size and w(n) is the
Hann Window function applied to the nth sample within a frame m. The Hann
Window is given by:

w(k) =
1

2

(
1− cos

(
2πk

K − 1

))
, k = 1, ..., K. (5.8)

Once the signal is converted into the frequency domain and the windowing func-
tion is applied to each signal frame, the following features are extracted:

- Band energy ratio (BER):

∆BERt =

∑F−1
n=1 mt(n)

2∑N
n=F mt(n)2

, (5.9)

where mt(n)
2 is the power of the signal at frame t and frequency bin n, F

is the split frequency and N is the highest frequency bin within a frame t.
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- Band energy ratio discrete derivative:

∆BERt = BERt − BERt−1, (5.10)

where BERt is the band energy ratio of frame t and BERt−1 is the band
energy ratio of frame t− 1.

- Spectral centroid (SC):

SCt =

∑N
n=1 mt(n)n∑N
n=1 mt(n)

, (5.11)

where mt(n) is the magnitude of the signal at the nth frequency bin and N

is the highest frequency bin within a frame t.

- Spectral centroid discrete derivative:

∆SCt = SCt − SCt−1, (5.12)

where SCt is the spectral centroid of frame t and SCt− 1 is the spectral
centroid of frame t− 1.

- Spectral bandwidth (SBW):

SBWt =

∑N
n=1 |n− SCt|mt(n)∑N

n=1 mt(n)
, (5.13)

where mt(n) is the magnitude of the signal at the nth frequency bin in frame
t, N is the highest frequency bin within a frame t and SCt is the spectral
centroid at frame t.

- Spectral bandwidth discrete derivative:

∆SBWt = SBWt − SBWt−1, (5.14)

where SBWt is the spectral bandwidth of frame t and SBWt−1 is the spec-
tral bandwidth of frame t− 1.
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- Spectral roll-off:
Rn−1∑
n=0

|mt(n)| = 0.85
N−1∑
n=0

|mt(n)| , (5.15)

where mt(n) is the magnitude of the signal at the nth frequency bin in frame
t, N is the highest frequency bin within a frame t and Rn−1 is the roll-off
frequency bin.

- Spectral roll-off discrete derivative:

Rn−1∑
n=0

|mt(n)| −
Rn−1∑
n=0

|mt−1(n)| , (5.16)

- Spectral Flux (SF)

SFt =
N−1∑
n=0

s(k, i)s(k − 1, i), (5.17)

- Spectral flux discrete derivative:

∆SFt = SFt − SFt−1, (5.18)

where SFt is the spectral flux of frame t and SFt− 1 is the spectral flux
of frame t− 1.

Following the computation of the frequency domain features, basic descriptive
statistics, including the mean, maximum, minimum, standard deviation and root
mean squared are calculated. This leads to a 50-dimensional feature vector (10
features x 5 descriptive statistics), as presented in Table 5.2.

5.4.2.3 Mel-based Features

MFFCs are features commonly used in the processing of speech and audio that
are derived from the power spectrum of a signal and aim to represent its spec-
tral characteristics. They are often used in speech recognition systems, speaker
identification systems, and music genre classification systems. MFCCs can help
extract and classify important features from a signal due to their ability to con-
cisely capture the spectral characteristics of the signal. They can be used to
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Table 5.2: The 50-dimensional feature vector of the frequency domain features,
represented as a table (10 features x 5 descriptive statistics). The details of the
vector are presented as descriptive values of the feature set.

Feature Mean Max Min STD RMS
BER mean_ber max_ber min_ber std_ber rms_ber
delta BER mean_delta_ber max_delta_ber min_delta_ber std_delta_ber rms_delta_ber
SC mean_sc max_sc min_sc std_sc rms_sc
delta SC mean_delta_sc max_delta_sc min_delta_sc std_delta_sc rms_delta_sc
SBW mean_sbw max_sbw min_sbw std_sbw rms_sbw
delta SBW mean_delta_sbw max_delta_sbw min_delta_sbw std_delta_sbw rms_delta_sbw
SRO mean_sro max_sro min_sro std_sro rms_sro
delta SRO mean_delta_sro max_delta_sro min_delta_sro std_delta_sro rms_delta_sro
SF mean_sf max_sf min_sf std_sf rms_sf
delta SF mean_delta_sf max_delta_sf min_delta_sf std_delta_sf rms_delta_sf

represent the spectral characteristics of a signal in a compact form, making them
useful for feature extraction and classification tasks.

The process of implementing MFCC follows a standard method of implemen-
tation, the first stage of this process is the pre-emphasis stage. Pre-emphasis is
used to boost the frequency components of the audio signal to compensate for
potential loss that may occur when recording or processing audio segments. A
first-order high-pass filtering method can be applied through a backward differ-
ence [243, 244] to improve the intelligibility of speech recordings:

y[n] = x[n]− αx[n− 1], (5.19)

where x[n] is the input signal, and α is the pre-emphasis coefficient.
Frame blocking is then used to divide the audio into overlapping frames. A

windowing function is then applied to each of these frames to limit the chance of
spectral problems. The windowing function can therefore be applied, which uses
the Hamming window formula [244, 245] presented below:

w[n] = 0.54− 0.46 cos

(
2πn

N

)
, 0 ≤ n ≤ N − 1, (5.20)

where n is the sample index and N is the window size.
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The MFCCs is then calculated by taking the power spectrum of a Fast Fourier
Transform of the previously windowed signal and then applying a Mel-scale filter
bank to the resulting spectrum. The Mel-scale is a nonlinear scale that is based
on the perceived frequency response of the human auditory system. The filter
bank consists of a set of triangular filters spaced at equal intervals on the Mel-
scale. The equation for a Fast Fourier transform [246] is as follows and provides
the magnitude of the signal at the defined frequency:

X[k] =
N−1∑
n=0

x[n]e−j2πnk/N , k = 0, 1, ..., N − 1, (5.21)

where N is the length of the signal.
The equation for Mel-scale filtering [244] which is a perceptual scale that

models how humans hear frequency is defined as:

mel(f) = 2595 log10

(
1 +

f

700

)
, (5.22)

where f is the frequency of the signal in Hz.
The filter output is then transformed using the discrete cosine transform

(DCT) [244,247], resulting in a set of coefficients that capture the spectral char-
acteristics of the signal in a compact form. The resulting output is the coefficients
which represent the MFCCs.

Cn =
M−1∑
m=0

Mm cos

(
π(n+ 0.5)m

M

)
, (5.23)

where M is the number of filters and n is the coefficient index.

5.4.3 Model

The model for the audio modality is based on the extracted features, including the
time domain, frequency domain, and MFCC. The model is basic in nature due to
the expectation that the algorithm will support the fusion approach. The MFCC
features are fed through three layers of a 2D CNN, with the time-domain features
being fed through a dense NN. In search of the optimal model, the research
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explored the following hyperparameter spaces: number of hidden layer (0, 1, 2,
3), dropout rate (0, 0.1, 0.5), number of hidden nodes (32, 64, 128), activation
function (‘ReLU’, ‘linear’), Adam optimiser with learning rate (6.25e-3, 6.25e-
4, 6.25e-5, 6.25e-6), and number of epochs (1, 5, 10). To reduce over-fitting, a
Regularization lambda of λ=0.01 is utilised and batch normalization after every
layer. The parameters of the final selected three CNN layers are as follows:

L1 = (K : [3, 3], S : (2, 2), D = 0.5, F = 32)

L2 = (K : [3, 3], S : (2, 2), D = 0.5, F = 32)

L3 = (K : [3, 3], S : (2, 2), D = 0.5, F = 64)

(5.24)

where, Li is the layer ID, K is the Kernel, S is the Stride , D is the Dropout
and F is the Filter size.

Based on the test, the remaining model parameters and optimisations could
be selected. Parameter settings were selected based on the collected results, 3
layers were chosen, with 128 hidden nodes each, the dropout value was set to
0.5, and each model is trained using the Adam optimiser (with a learning rate
of 6.25e-4) and a batch size of 32 for 1 epoch. The activation function for both
datasets in the model was selected to be ReLU. ReLU was selected because it
was computationally efficient for the edge processing task; however, awareness
was needed of potential issues with zero-output neurones. The ReLU activation
function can be written as:

g(z) = max(0, z) (5.25)

where z is the input of the activation function.
A DNN was used for the time domain features, which is a type of network

where every neuron in a layer is connected to every neuron in the following layer.
The ReLU activation function is also included to introduce non-linear results into
the network, enabling the ability to learn complex relations between the input
and output data. The formula for a DNN is as follows:

109



5. Audio Inference and Multimodal Fusion

Z [1] = X

Z [l] = g[l](W [l]Z [l−1] + b[l]) for 1 < l < L

Y = g[L](W [L]Z [L−1] + b[L])

(5.26)

where Z[l] is the activation vector for layer l, and Z[0] is equal to X.
An F1 score was selected as the basis for the measurements, allowing the

resulting values to be reported against other articles and research. The F1 score
also allows a single method of comparison to be presented, allowing cross-modality
comparisons to be performed when the existing literature does not yet exist.

5.4.4 Results

Table 5.3: Results displaying the values of the time-frequency domain features
when combined with the MFCC and time-frequency results. The methods are
compared using the F1 score.

Classification Method F1 Score
Time-Frequency Domain + Support Vector Machines 0.6478
MFCC + Time-Frequency Domain 0.8032

The fusion of the extracted audio features resulted in F1 = 0.80, as presented
in Table 5.3. The combination of MFCC and time-frequency features provided
a method of effectively combining the features and produced a relatively high
F1 score. The fusion of audio features is useful in the context of audio data
sources, which can then be further improved by fusion with the transcription
text results. The F1 score for the audio modality is successful compared to
the results reported in a similar literature; for example, an F1 score of 0.67 has
previously been reported in the context of the detection of depression using audio
modalities [248]. This has potential to be further improved through a more in-
depth dataset being curated, to enable a larger corpus of audio-based data to be
processed. Compared to baseline measure, the audio techniques performed well.

The low score of the SVM approach indicates the importance of the additional
context provided in MFCCs as a processing method for violent conversation de-
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tection. The initial measure conducted during the research was SVM, which is
reported in Table 5.3. This model presented a low F1 score of 0.65 for the result-
ing algorithm, highlighting the effectiveness of MFCC + time-frequency domain
model. The contrasting results in this table showcases the importance of MFCC
features being included in the model, where the addition of frequency features
improves the potential detection of violent conversation.

5.4.5 Audio Diarisation

Audio diarisation is the process of dividing audio recordings into several speech
segments to then identify the number of speakers. In this work, audio diarisation
was used to determine if this could be determined from the collected dataset.
A research artefact was developed that extracts the number of speakers from a
set audio segment. To test the usefulness of audio diarisation through speaker
diarisation, a rapid prototype of a method was produced. The prototype was
developed using PyTorch and was based on the pyannote.audio [249,250] library
in version 1.1. Using pyannote.audio, it was possible to examine the effectiveness
of a pre-trained model in extracting the number of speakers from a set audio
recording.

The prototype did not achieve positive results, and the pre-trained model
incorrectly analysed every example conversation tested from the dataset described
in Chapter 3. Some example graphs of these results are presented in Figure 5.3.
The resulting metrics from the pyannote.metrics library were also not positive,
with a high error rate of 81% reported. These results were not positive due to
the lack of an accurate training dataset with a focus on violent multi-person
conversations. Another potential limitation in this regard is the lack of accurate
ground-truth testing for the provided audio segments. A final limitation could
be the small segment size, often meaning that a total of two individuals would be
speaking at one time due to the nature of conversations in the dataset. While a
method of including diarisation could be useful, it was determined to be beyond
the scope of the work in this project.
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Figure 5.3: Two examples of audio diarisation results classified using a pre-trained model for detecting the number
of speakers in the conversational segments. The first examples (first three) present 10-second segments, while the
fourth example (last) presents a longer recording of two speakers with background noise classified as four speakers
with occasional overlaps.
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5.5 Fusion for Mulitmodal Data
The multimodal approach has been used for emotion recognition using audio,
video, and physiological data [236]. Other researchers have incorporated the
fusion of audio, visual and text information [251,251–254] during which the main
focus was to advocate a multimodal approach over a unimodal approach. The
section of the chapter will focus on the multimodal approach taken in this project,
using the fusion of BERT, LIWC, MFCC, and time-frequency features.

5.5.1 Experimental Setup

The experimental setup used for this stage follows the methodology presented in
3. The aim is to design and develop the fusion model architecture, as well as
to test the accuracy with the baseline model and other fusion attempts. For the
implementation of the work, a 2017 MacBook Pro with a 2.5 GHz dual core Intel
Core i7 was used for prep-rocessing of the data. The programming was primarily
carried out on Google Colab which provides a single 12GB NVIDIA Tesla K80
GPU that can be used for up to 12 hours continuously. In addition, the following
libraries were utilised:

• JSON: used for working with JSON data,

• NumPy: used for numerical operations on arrays and matrices

• TensorFlow.keras: used for building deep learning models

• Matplotlib.pyplot and Seaborn: used for creating visualisations of the data

• Pandas: used for data manipulation and analysis

• Math: used for mathematical operations

• Sklearn.preprocessing: used for pre-processing the data before training the
models

• Warnings: for issuing warning messages during the programming process
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5.5.2 Multimodal Fusion Process

The multimodal fusion process includes the identified audio and text modalities
to enable a combined model to be used. The approach taken as part of this work
is a feature-level fusion, where text and audio modality data is taken at a low-level
feature representation and used to enable information to be processed effectively.
The goal of multimodal fusion is to extract complementary information from dif-
ferent modalities and improve the overall performance of the system. Multimodal
fusion has several ways to integrate information from different modalities, these
methods could include:

5.5.2.1 Early Fusion

Early fusion is included early in the machine learning pipeline. Early fusion
vectors are included and combined into a single vector representation before being
included and fed into the model. This approach is similar to the chosen fusion
approach, however, differences relate to the early fusion approach occurring before
any processing or feature extraction is performed on the final vector. The formula
for an early fusion approach could be the following:

X = [T ;A], (5.27)

where T and A represent audio and text features respectively, X is the output
fusion vector, and the “;” represents the concatenation of the data.

5.5.2.2 Late fusion

Late fusion is the opposite of early fusion, where features are not fused together
until very late in the process. In late fusion, the predictions made by models
trained on individual modalities are combined after the models have made pre-
dictions; this is usually achieved through averaging the results. The formula for
late fusion is as follows:

X = wT ∗ T + wA ∗ A, (5.28)
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where T and A represent the audio and text features respectively, X is the output
prediction, and w represents the weights assigned to the audio and text features.

5.5.2.3 Feature-level Fusion

As an alternative to early and late fusion, feature-level fusion is where the outputs
of models on trained modalities are combined at the feature-level. In some cases,
this can be performed through normalisation, transformation, reduction schemes,
or any other form of concatenation approach. The formula for feature-level fusion
is as follows:

X = f(T,A), (5.29)

where T and A represent the audio and text features respectively, X is the output
prediction, and f represents the concatenation of the selected features.

5.5.2.4 Element-wise Fusion

Element-wide multiplication integrates feature vectors from multiple modalities
by outputting the element-wise product of each vector element. Therefore, the
resulting vector element includes the previously identified modalities of the same
length as the input modalities. By multiplying the elements of the feature vectors,
it is possible to capture the interactions between features of different modalities.
The formula for element-wise multiplication is as follows:

X = T ⊙ A, (5.30)

where T and A represent the audio and text features respectively, X is the output
prediction, and ⊙ represents the element-wise product.

When the element-wise multiplication is applied to the specific context of this
task, the formula can be expanded to be written as follows:

X = TbT l ⊙ AtdAm, (5.31)

where T and A represent the audio and text features respectively, X is the output
prediction, b represents BERT, l represents LIWC, td represents time domain, m
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represents MFCC, and ⊙ represents the element-wise product.

5.5.2.5 Selected Technique

In the case of this research, early fusion could not be applied to the large nature
of the dataset, meaning that an early fusion would combine data too early in
the process for meaningful results to be formed. Late fusion was not applied
due to the need for some post fully connected and softmax layers which need to
be applied to the model to improve accuracy. Finally, element-wise fusion could
not be applied due to the complex nature of the modalities, meaning that the
modality layers were not the same size during input or output.

Therefore, these differences must be considered when selecting a multimodal
fusion process. Due to the nature of the work conducted in this research, a feature-
level fusion was applied due to the relevant weightings of the input modalities.
In the case of the presented model, a feature-level approach of equal rankings
is applied for each model, after which additional processing is performed. This
extra processing means that early fusion could not be selected, while also high-
lighting the need for a weighting method to be included for the output algorithm.
Therefore, the output of the model is based on this feature-level approach, which
means that the algorithm is processed before the resulting fusion is applied, which
was chosen to enable a more informed classification.

5.5.3 Model

Upon determining the modalities and the completion of the initial model for each
modality, it was necessary to design and develop the overall fusion model. Figure
5.4 presents the overall framework for the proposed fusion model. Integration of
multimodal fusion is achieved through the combination of four models. The con-
catenation of features and embeddings includes (1) BERT, (2) LIWC applied in a
Bi-LSTM, (3) Time-Frequency domain, and (4) MFCC applied through a CNN.
The concatenated overall model is then fed into a three-layer Fully Connected
(FC) network, followed by a Softmax layer which assesses the type of label using
feature-level fusion. The audio and text concatenation captures short-term, as
well as long-term acoustic and linguistic characteristics to detect violence level
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in conversations. The softmax layer enables a classification on the model to be
determined using binary classification, where 0 is non-violent conversation seg-
ments, and 1 is violent conversation ranking.

To fuse the four types of information extracted from the different modalities,
embeddings generated from both the BERT and the Bi-LSTM model along with
the 2D MFCC CNN representations and the Audio Time Domain Dense layer
are integrated. The concatenated embeddings are then passed to three-layer FC
networks, which serves as a merge step. The concatenation of the embeddings is
defined in the following equation:

a = BiLSTM(Xembeddings),

b = TimeDomainF (Xt),

c = CNN2D(Xrep),

d = BERT (Xembeddings),

xfuse = [a, b, c, d],

(5.32)

where X represents the input modality data from previous processing.
Given that the extracted features exhibit differing formats, different models

are proposed regarding the resultant structure of the different feature sets. The
approach used in this model attempts to use a logicial format of each individual
modality first running, being concatenated, and then the resulting output value
being classified. The first considered in this scenario is MFCC, which, as previ-
ously described, is presented through three 2D CNN layers before being included
in the concatenation process. The time domain features, which represent both
the time and frequency feature extraction, are fed through a DNN to preserve
discriminative information, before the output of this is used in the concatenation
process. The input and output shapes for these modalities are presented in Fig-
ure 5.4, with representations of the overall task also included. At this stage, the
audio modalities are ready for concatenation.

For the text modalities, an extra set of pre-processing is included, to remove
any extra details relating to the text-based content. For the LIWC data, a Bi-
LSTM is used with an attention layer. For this process to be effective on the
edge, the previously identified PCA is completed for dimensionality reduction.
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The post-processed transcribed text is then also used in the BERT model, the
output vectors of which are included in the concatenation process. No further
processing is applied to BERT, due to the already large set of vectors which this
process generates.

The concatenation is then applied through feature-level fusion, with each
model having an equal vote based on the output result, which is then processed
through three more FC layers to ensure an accurate output classification can
be generated and is a common use case in deep learning architectures. The
benefits of applying FC layers to the output of feature-level fusion is four-fold,
this includes: (1) non-linearity can assist in capturing more complex patterns from
data, (2) new features can be learned that are a combination of features from the
input modalities, (3) the model can become more robust and noise from previous
features can be reduced, and (4) the scalability of the model can be improved due
to the high-dimensionality of the feature-level fusion. Therefore, it was necessary
for three FC layers to be applied after concatenation. However, potential risks
of overfitting mean that it is necessary to carefully tune the parameters of the
model to enable good and generalised performance. For the FC layer, a basic
formula can be used:

FC = ReLu(Wx+ b) (5.33)

where x is the input of the concatenation task, W is the weight of the matrix
size, b is the bias vector size, FC is the output and ReLu is the activation function.

The best performing model after testing consisted of 3 hidden layers, with
128 hidden units in each layer. The final layers were selected to be: FC1=128,
FC2=128, and FC3=128. When considering that the FC layers are stacked, this
formula can be applied three times in a recursive sequence, where each output
layer is the input to the following layer. Therefore, the formula for the FC layers
is as follows:

FC1 = ReLu(W1x+ b1),

FC2 = ReLu(W2y1 + b2),

FC3 = ReLu(W3y2 + b3),

(5.34)
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where x is the input from the concatenation task, W is the weight of the matrix
size, b is the bias vector size, FC is the output of each layer and ReLu is the
activation function.

The final aspect of the model, as represented in the framework in Figure
5.4, is the softmax function, which reduces the complex dimensionality of the
model to a single output ranked 0-1. The output represents the probability of a
high classification, and therefore in the context of this work can be considered to
probably be of violent conversation segments. The following formula can be used
as a softmax function for binary classification:

P (y = 1 | x) = ez1

ez0 + ez1
, (5.35)

where z0 is the score for the negative class, z1 for the positive class, P is the prob-
ability output function, x in the input value, and e is the exponential function.

The model loaded data from a number of models, to ensure each imported
shape was correctly imported, each shape was checked. The X, Y training, vali-
dation, and testing values for each of the output shapes for each of the models is
presented in the following code output. The output should be noted that the Y
values relate to the headers of the columns and are therefore single rows of out-
puts. The code output below presents a complete overview of this shapes, and
has been checked to ensure each training/testing split has been correctly applied
and each model correctly imported.

MFCC and Features: (1028, 440, 26) (1028, 145)
LIWC: (1295, 35)
BERT: (30520, 768)
X_train_mfcc shape: (822, 440, 26, 1)
X_val_mfcc shape: (200, 440, 26, 1)
X_test_mfcc shape: (6, 440, 26, 1)
X_train_feat shape: (822, 145)
X_train_liwc shape: (822, 35)
X_train_bert shape: (822, 768)
X_val_feat shape: (200, 145)
X_val_liwc shape: (200, 35)
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X_val_liwc shape: (200, 768)
X_test_feat shape: (6, 145)
X_test_liwc shape: (6, 35)
X_test_liwc shape: (6, 768)
y_train_mfcc shape: (822,)
y_val_mfcc shape: (200,)
y_test_mfcc shape: (6,)
y_train_feat shape: (822,)
y_train_liwc shape: (822,)
y_val_feat shape: (200,)
y_test_feat shape: (6,)
y_val_liwc shape: (200,)
y_test_liwc shape: (6,)
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Figure 5.4: A complete model of the fusion data model, from the initial audio segments to the final binary classifi-
cation output. The multimodal fusion approach uses four main processes (presented from top to bottom): MFCC,
time-frequency domain features, LIWC, and BERT.
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Figure 5.5: A diagram presenting a comparative architecture for the purposes of
emotion classification using multimodal fusion, as presented in existing literature
(diagram source: [2]).

To ensure the novelty of the architecture proposed in this thesis (presented in
Figure 5.4), similar and relevant literature was explored. The alternative mod-
els reviewed are both published in 2024 and highlight the current approaches in
similar contextual areas. The first comparison architecture is presented in Figure
5.5 and presents an emotion classification system based on multimodal fusion [2],
with similarities to the work conducted in this thesis on violent language detec-
tion. The presented architecture [2] introduces a multimodal fusion approach that
emphasises spatial and temporal feature enhancement to address dynamic cor-
relations both within and across different modes. The architecture [2] contrasts
to the method proposed in this thesis by combining three modalities including
audio, text, and video footage. The approach [2] aims to capture and model both
short-term and long-term dynamic interactions between various modes, leverag-
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ing the strengths of the proposed framework [2]. The approach is different to
the method presented in this thesis, with no additional context through methods
such as LIWC or similar. Instead the authors are interested in a spatial-temporal
model, using 2D-3D CNNs and LSTMs for each modality before fusion matching.
The work proposed in the new architecture attempts to focus on more contextual
algorithms such as BERT, LIWC, MFCC, and time-frequency domain features.

Figure 5.6: A diagram presenteing a second comparative architecture for the
purposes of emotion analysis using three multimodal data sources (diagram
source: [3]).

A second example of a multimodal emotion classification architecture is pre-
sented as a diagram in Figure 5.6. The work [3] proposes a network employing
a causal gate attention mechanism for cross-modal fusion was introduced to im-
prove harmony and complementary across the modalities of video, text, and au-
dio. The model makes use of Openface for video, BERT for text, and COVAREP
for speech, each is then used with a LSTM. In contrast to the architecture used
in this thesis, both presented in existing literature [2,3] focus on single algorithms
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for each modality, while also incorporating video-based data. The approach used
by the authors [3] enables the model to enhance interactions between modali-
ties through iterative processes, effectively bridging audio-visual bimodal data
with textual unimodal representations. The work conducted in this thesis in-
stead focuses on adding context to two data formats, which is necessary due to
the expectation of the algorithm working in domestic settings or while on the
edge, where extra context from existing data becomes more important due to
data recording constraints.

5.5.4 Results

Table 5.4: Results displaying the values of the multimodal fusion approach in-
cluding MFCC, time-frequency domain features, BERT, and LIWC combinations.
The methods are compared using the F1 score.

Model F1 Score
MFCC + Time-Frequency Domain + BERT 0.7790
MFCC + Time-Frequency Domain + LIWC 0.6934
MFCC + Time-Frequency Domain + LIWC + BERT 0.8454

This section presents the results of the proposed techniques with the combi-
nation of both the text and audio features and the methods already used in the
analysis. Combining MFCC, time-frequency domain, and BERT resulted in an
F1 score of 0.78, which is an increase of the text-based fusion reported in Chap-
ter 4, however, lower than the audio fusion technique when implemented as an
individual modality. A similar case can be seen with the fusion of MFCC, time-
frequency domain, and LIWC, which resulted in an F1 score of 0.69, which is
also lower than the MFCC and time-frequency domain feature result, indicating
the previously identified issues with the text-based fusion technique potentially
requiring a larger corpus of transcriptions. Finally, the results of the complete
fusion model that includes MFCC, time-frequency domain, LWIC, and BERT is
F1 = 0.85, indicating an improvement in the individual modality methods for
both text and audio. The higher F1 score for the full fusion approach indicates
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that the multimodal features are effective at supporting other modalities, espe-
cially considering the relatively low F1 scores for text as an individual modality
that were reported.

The lack of existing literature on the detection of violent language makes it
difficult to compare results against a baseline; however, the resulting F1 scores
provide an impetus for ongoing work in multimodal, multi-level fusion techniques.
The baseline model was therefore determined to be a random forest of all fea-
tures which achieved an F1 of 0.75, significantly lower than the reported results
for the MFCC, time-frequency domain, LIWC and BERT fusion model. The
improvement of the model over each individual modality and fusion approach in-
dicates how the resulting model is more effective at detecting violent language by
considering a larger selection of both audio and text data. The model indicates
the importance of a careful selection and combination of methods which provide
additional context (e.g., the combination of BERT vectors and LIWC analysis).

Based on the small dataset size, the resulting model of MFCC, time-frequency
domain, BERT and LIWC features was found to be effective. Despite this, the
results should be noted considering that the F1 score of 0.85 means that 15%
of the segments were not correctly identified, which is significant in the context
of detecting violent language, which requires more work to examine the effec-
tiveness of the dataset, before the work could be included in applied situations.
While the output model size is capable of being placed on an edge device, further
considerations such as reducing the dimensionality of MFCC and BERT may be
required.
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5.6 Discussion

Table 5.5: The full results reported throughout this thesis, containing the base-
line methods, text approach, audio approach, and the final multimodal fusion
approach. The methods are compared using the F1 score.

Model F1 Score
All: Baseline Model (Random Forest) 0.7469
Text: CNN + Glove 0.6371
Text: NN + Glove 0.6602
Text: LSTM + Glove 0.5946
Text: LIWC + K-Nearest Neighbors 0.5964
Text: LIWC + Random Forest Classifier 0.5913
Text: BERT + LSTM 0.6602
Text: BERT + CNN 0.6681
Audio: Time-Frequency Domain + Support Vector Machines 0.6478
Audio: MFCC + Time-Frequency Domain 0.8032
Fusion: MFCC + Time-Frequency Domain + BERT 0.7790
Fusion: MFCC + Time-Frequency Domain + LIWC 0.6934
Fusion: MFCC + Time-Frequency Domain + LIWC + BERT 0.8454

This chapter introduced the audio and fusion aspects of the research, within
this discussion the results of these techniques will be further discussed in the con-
text of the application area and in comparison to other reported results. Notably
the results will then be discussed in the context of the overall aim of the project,
and the potential application area of the work to be implemented on edge tech-
nologies such as a mobile phone or smart watch. The techniques reported in this
chapter were overall considered a success, due to the positive demonstration of
the system and the effective results achieved; however, some further findings of
these techniques present novel applications and limitations for future work and
therefore should be considered by future researchers.

The results of the MFCC and time-frequency domain feature extraction method
were positive, with audio features achieving a positive F1 score of 0.80, which
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when compared to existing F1 scores in a similar contextual area is high. For
example, a paper on the detection of depression through vocal, facial, and seman-
tic cues had a F1 score of 0.50 [227]. A slightly higher approach was found in
audio features for detecting depression through multimodal data, in which a F1
score of 0.77 was achieved [226]. The result also performed well in comparison
to the baseline model for fusion reported in Table 5.5, with a baseline F1 score
of 0.75. While the audio results yielded positive results, it was prevalent that
the language and textual context of the spoken language was not being analysed
effectively, meaning that the features collected were effective for statistical and
acoustic analysis, but not useful in the context of the language being used, or
the words spoken. The audio results were overall positive and provided a positive
impetus for using the technique, despite more novel models existing, the proposed
methods found successful improvement on the baseline model and the previous
results.

Using the audio modalities identified in this chapter and the text NLP used
in Chapter 4, it was therefore possible to fusion the resulting modalities from
the initial dataset. The fusion approach yielded varying results, based upon the
fusion methods used and the modalities and processing applied, the results of
which are presented in Table 5.5. The results of the MFCC and time-frequency
domain features was higher than when BERT and LIWC were used individually
(F1 = 0.78 and 0.69 respectively), however when applying both textual models
with both audio methods a higher F1 score of 0.85 was achieved. This may be
due to the models and processing being chosen to effectively support the other
modalities and methods used. For example, the MFCC and time-frequency do-
main features compliment the analysis methods of each method, and the same
applies to the lingusitic approach of LIWC and the comprehensive methods used
in the BERT model. The results, while positive, should be considered in context.
For example, while a F1 score of 0.85 is high, it still leaves 15% of 10-second
segments as an inaccurate classification, which should be the aim of improve-
ment for future work. However, the 0.85 F1 score for the overall model was a
significant improvement on most previous work, and a similar F1 score to the
model presented in [248], however, the dataset used for training and testing the
model presented in this chapter was much smaller, and therefore future work
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could consider the comparison of this approach with other datasets.
The decision to prioritise F1 scores over precision and recall in classifying

audio as violent or non-violent stems from the critical need to carefully balance
the accuracy of predictions against the risks of mislabeling. High precision en-
sures the precise identification of violent content, minimising the chance of falsely
tagging non-violent audio as violent, which is crucial to avoid unnecessary alarm
or action. Conversely, focusing on high recall aims to capture as many violent
instances as possible, but comes with the risk of higher false positives, which
could dilute the seriousness of the actual violent content or misguide subsequent
interventions. In contexts where accurately identifying violence is paramount
to ensure appropriate responses and interventions, mislabeling can have signifi-
cant consequences. Therefore, the F1 score, which provides a harmonic mean of
precision and recall, was selected as the optimal metric to ensure that the classi-
fication is accurate and reliable, minimising the potential for harmful mislabeling
in sensitive scenarios.

The purpose of the fusion model presented in this chapter is to detect violent
conversations for the purposes of crime prevention, it is therefore necessary to
discuss the work within this area. The model provides a novel approach to classi-
fying violent conversations from a multimodal dataset, combining the modalities
of text and audio through MFCC, time-frequency domain features, BERT and
LIWC. The positive results of the methods presented in this chapter imply that
this approach is feasible and achieves good results when the correct methods are
used. However the model, while accurate, could be improved through considering
a larger dataset in the future and applying a wider range of contextual attributes
into the data source (e.g., how many people are speaking for the purposes of
diarisation). However, the consideration throughout the project should ensure
that the dataset and models used can still be transferred to edge devices. The
results provide a positive impact on the area of violent conversation detection,
and suggest a continued approach to using multimodal datasets and fusion mod-
els in the prevention of crime. Considerations will need to be made to the cost
of such systems, requiring a consideration of the edge approach taken in Chapter
6. The next steps for the applied area will be to compare the model to other
models, based on the use and fine-tuning of the model to other datasets and pro-
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cesses, such as depression or mood detection as opposed to just being applied to
a dataset of violent conversations.

5.7 Conclusion
This chapter presented the results of audio and fusion techniques for detecting
violent conversations in the context of crime prevention. The audio results re-
ported in this chapter report a positive F1 score of 0.80, indicating the extraction
and processing of MFCC and statistical features is an effective approach at clas-
sifying violent conversations from audio segments. The audio results provide a
positive method of detecting data from audio, beyond that of the specific con-
textual language used. The fusion approach achieved an effective F1 score OF
0.85, also indicating that the LIWC and BERT research conducted in the previ-
ous chapter can effectively improve the results of the MFCC and time-frequency
domain features. The results of the fusion indicate that the multiple modalities
can provide an effective, but complex method of detecting violent conversations.
In addition to the audio and fusion methods, the chapter reported on audio di-
arisation, which due to limitations of the dataset was not found to be an effective
method of extracting details from the audio segments. The results in the chapter
provide a positive impetus for future work focused on multimodal data for crime
prevention, specifically in audio and text literature. The next aim of the work is
to enable a method of running the complex multimodal model on the edge, which
is a computationally complex challenge in the context of crime prevention.

129



Chapter 6

Real-Time Processing on the
Edge

6.1 Chapter Overview
This chapter presents the real-time processing on the edge of violent language
detection for the purposes of preventing domestic violence. Edge computing refers
to running the processing as close to the periphery of a network as possible. The
edge in this scenario refers to the edge device of the user, as opposed to an
edge node [255]. The work in this chapter presents the model developed during
this project in user-based computing scenarios, which includes a simulated smart
home device and a mobile application for Android and iOS.

There has been a growing interest in using edge computing technologies to
prevent crime [256]. Faster response times, lower bandwidth needs, and enhanced
data security are just a few potential benefits of using edge technologies [257] that
could support the prevention of crime. Law enforcement organisations and other
interested parties can learn a lot about criminal activities and take preventive
action using distributed computing to analyse and react to data from various
sources, including CCTV [46], sensors [258], and smart home hubs [259]. Crime
prevention on the edge is a developing field that could change how crime is pre-
vented in real-time.

This chapter provides an overview of the edge computing system and details
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the overall context of the work. The chapter is split into the following sections:
first an introduction to the work is presented, followed by design considerations for
the work performed including smart home and mobile considerations. The next
section introduces the implementation of the system, which focusses on the setup,
development, and demonstration of edge processing applications for smart homes
and mobile devices. The resulting device is reviewed, features are presented, and
future considerations are identified as part of the results. Finally, a discussion
on the challenges and opportunities presented by edge computing in the scenario
of the study is presented, followed by the conclusion and identification of future
work.

6.2 Background
Real-time processing on the edge refers to the ability to process data and make
decisions close to the data source. This can be contrasted with traditional ap-
proaches in which data is collected, transmitted to a central location, and then
processed. This enables data processing and decision making to occur in real time
using local computing resources [257], rather than relying on a remote server or
the cloud. Allowing faster response times and less dependence on connectivity,
making it suitable for applications that require immediate action or those with
an unreliable connection to the cloud.

Real-time processing can greatly improve crime prevention efforts by enabling
devices to quickly identify and respond to potential threats such as those identified
by crowd sourcing [260]. For example, a mobile device equipped with a camera
could recognise faces through real-time processing [261]. Despite this, most of the
work is not able to compute this analysis on-device or on the edge of a network.
Furthermore, previous reviews of work on mobile crime prevention applications
identify the lack of evidence in some application designs [262]. In general, the
use of edge-based real-time processing or mobile applications has the potential
to significantly improve the effectiveness of crime prevention efforts. There are
several benefits to real-time processing on the edge:

• Low latency: When processing data close to the source, the latency (i.e.,
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the time it takes for the data to be processed and a decision to be made)
could be reduced [263,264]. This is important in applications where timely
decisions are critical, such as in self-driving cars or industrial automation.

• Increased reliability: By reducing the distance that data must travel, the
risk of data loss or corruption due to transmission errors could be reduced
[263].

• Reduced bandwidth requirements: When processing data, the amount of
data that need to be transmitted to a central location is reduced, which
can help reduce bandwidth requirements [257].

• Improved privacy: By processing data on the edge of a network, it is pos-
sible to reduce the amount of personal or sensitive data that needs to be
transmitted to a central location, which can help improve privacy [257,263].

• Real-time processing on the edge can be enabled by distributed computing
technologies, which allow data to be processed at the distributed end of a
network, closer to the source of the data [257, 264]. This can be done by
using specialised computing devices or by leveraging the processing power
of devices such as smart cameras or smartphones.

6.3 Design Considerations
The purpose of the mobile application was to provide a user-centred process to
identify and detect violent language on the device. Ethical concerns related to
individual interviews mean that it is necessary to determine, through the existing
literature and applications, the technical and design considerations that must be
made for the application to work effectively. Design considerations were formed
through an extensive review of the literature [155] and identification of existing
application design processes.

The design considerations formed as part of this work represent the initial
stages of thinking and implementation with regard to an edge processing crime
prevention application. The proposed considerations were then used within the
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development of the application to ensure that the application itself follows mod-
ern techniques and uses academic backing, in addition to providing the best
possible method of processing the complex multimodal model on mobile devices.
Most of the design considerations identified in the following sections relate to the
implementation of the device in the context of the specific edge scenario; how-
ever, they can also be considered for wider applications of the work. The design
considerations formed through the research team are defined as follows:

6.3.1 Self Reporting

Having the user self-report a potential issue was a key design consideration during
the development of the application. As with any automated technology, precision
is not perfect, and therefore users should be allowed to control recording methods
and devices to ensure that reports can be made by the individual user if necessary,
at any time, similar to existing applications [33,265]. These existing applications
present the opportunity for the work to consider how self-reporting could be
combined with the automated reporting techniques proposed as part of the edge
model. Furthermore, this could form a novel user feedback loop, which could be
further used in the future to improve datasets.

6.3.2 Manual Recording

Allowing the user to manually record the audio is also a consideration linked to the
previous concept of self-reporting. While existing applications [31, 33] consider
manual data collection, the main focus of the application is automated data
collection; therefore, it is important for designers to consider whether data can be
recorded manually and how manually recorded data can be trusted. The manual
recording would enable the user to feel in control of the application during use,
which can increase the user confidence in the device, and provide encouragement
to engage with the application to report potential crimes. Limitations of manual
data would be the limited amount of data to be processed and the amount of
contextual detail captured by the recording device.
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6.3.3 Persistent Notification

Notifications are methods of presenting feedback to users; for more modern de-
vices, persistent notifications could support the continuous display of information
through user feedback. As the edge application requires constant data access, a
persistent notification could also be shown for this purpose. A persistent notifi-
cation could also provide a useful method of self-reporting and manual control to
be provided to the user discretely without having to use the application, in a dif-
ferent approach to the shake to activate function used in previous literature [265].
The further usage of a persistent notification could also be to encourage users to
recognise that the device is running and enable the edge processing to be acti-
vated at any point. Risks related to persistent notifications could include the
identification of the notification to someone other than the victim, causing po-
tential issues with the privacy of the content presented as part of the notification,
or awareness of the notification itself.

6.3.4 Privacy

The nature of domestic violence and abuse means that privacy should be the
primary concern when developing applications for this context. For example,
existing work has considered privacy concerns about computer security interven-
tions for survivors of intimate partner violence [25], highlighting the need for
correct data handling and reliable local data storage. Despite concerns about the
use of technology, the potential of technology that considers privacy has previ-
ously been explored [26], and therefore should be critical in the design of future
crime prevention applications. There are several potential privacy issues that
can arise when real-time processing is used to prevent crime. For example, the
collection and analysis of personal data without the knowledge or consent of indi-
viduals can raise concerns about privacy and the possibility of unjust surveillance
or profiling. There is also the risk that data collected for crime prevention could
be misused or accessed by unauthorised parties, leading to the abuse of personal
data. To mitigate these risks, organisations must have strong privacy safeguards
in place and be transparent about their data collection and usage practises. This
may include obtaining consent from individuals before collecting and using their
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data, implementing robust security measures to protect data from unauthorised
access, and clearly communicating the purposes for which data will be used.

6.3.5 Contact Warnings

Trusted contacts have been implemented in similar applications [33,265] and are
individuals the user trusts. Depending on the application, trusted contacts can
link data to Police or security services, close family members, or friends. It is
necessary for an application to consider the export of privacy-aware information to
trusted contacts without revealing personal or compromising details. Therefore,
it is a consideration for application designers to plan and design methods that
can effectively share the results of the data while keeping the original files secure.
There should also be considerations from designers relating to the verification
of contacts, and the potential for trusted contacts to be ignored in favour of
security personnel; this should therefore be considered by the designers as part
of any technology design.

6.3.6 Microphone Quality

The quality of the microphone is an important consideration when designing a
system that used a mobile or smart home recording device; each scenario has
specific limitations for working with such data, for example, a smart home may
be placed in a corner of the room, while a mobile device may be positioned too
close to one individual in a group conversation. Microphone quality can depend on
the quality of the onboard recording devices, such as the considerations regarding
omnidirectional or unidirectional microphones, in addition to the positioning and
placement of the microphone both on the device and in the wider environment
(the room, location, or position of the phone on the individual’s person).

6.3.7 Storage

Device storage is also a design consideration when working with the storage of
data on an end-user device; initially, there is the privacy and access concern
related to the removal or deletion of important recordings. In addition, there
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should be considerations as to the best method of storing the initial model on
the edge system, however, due to more novel technologies such as TensorFlow
Lite and the removal of initial binaries and data during the process of using a
pre-trained model, this is less of a problem for modern devices.

6.4 Implementation
Two implementation methods were chosen as part of the process, to select the
devices, the previous literature identified in Chapter 2 was considered. For imple-
mentation purposes, the smart home device and mobile applications were chosen,
due to their ubiquitous use in modern society, with a reasonable size to perform
edge processing effectively. For the smart home device, a simulated smart home
device in the form of a Raspberry Pi was selected. For the mobile device, de-
velopment was proposed to work effectively on both Apple and Android devices.
The development selection was Python for the smart home device, and Flut-
ter/Dart for the mobile devices due to cross-compatibility and existing libraries
being provided.

The Raspberry Pi smart home device being is often used in static, reasonably
predictable environments; and the mobile application developed in Flutter and
Dart being used in unexpected, rapidly changing environments with a potentially
large pool of other people in a surrounding area. Due to this, both methods are
believed to contribute to the overall study through providing multiple testing
scenarios, to examine the effectiveness of the edge processing device in practice.
How different scenarios work in regard to user feedback and other design con-
siderations could also impact the model; therefore, this will require two separate
development pathways to be followed.

6.4.1 Model Setup

To convert the existing TensorFlow model from the one presented in Chapter
5, a method to reduce the complexity of the model was required. The model
was developed using the TensorFlow library, meaning that the processing model
could be pre-trained and deployed on edge devices rapidly. Initial consideration
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was taken to explore if the full model could be applied on the Raspberry Pi;
however, due to poor performance, this was removed from the consideration due
to inconsistency in the running of the model, and poor support from existing
libraries. TensorFlow Lite enabled the work to be rapidly applied to both smart
home and mobile applications, by pre-training the model and enabling a reduced
size of the overall file. The benefits of TensorFlow Lite follow that of the design
considerations and the overall benefits of edge devices, including reduced latency
due to no server connectivity, size due to the model being pre-trained, and power
consumption due to the lack of network connection.

Due to the existing code being written in Python, the TensorFlow lite model
was able to be generated using existing code. The conversion code was the
entire TensorFlow Lite model implementation stage, after which a file named
outputModel.tf lite can be used to implement the pre-trained model on the edge.
The complexity of the initial model can cause this to still be large; however, the
output tflite file for the final model of this stage was a total of 48.3 MB, indicating
the significantly smaller file size compared to the full implementation. Tensor-
Flow Lite was used to also implement the model on the devices, with supported
libraries in both Flutter and Python environments.

Once applied in the selected programming scenario, the model can be investi-
gated to ensure that the correct input and output shapes are stored. Therefore,
the output shape can be presented as an array with the shape [1, 2], using a 32-bit
float as the output. This is considered correct, due to the overall model imple-
menting binary classification. Therefore, the output details of the model object
can be represented as:

[{
"name":"StatefulPartitionedCall:0",
"index":48,
"shape":"array("[1,2], dtype=int32),
"shape_signature":"array("[-1,2], dtype=int32),
"dtype":"<class""numpy.float32"">",
"quantization":(0.0,
0),
"quantization_parameters":{
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"scales":"array("[], dtype=float32),
"zero_points":"array("[], dtype=int32),
"quantized_dimension":0

},
"sparsity_parameters":{
}

}]

The multimodal nature of the model requires that the input shape of the
model be more complex, with four different data types expected to be included
as part of the input details. The four shapes require differing input shapes, based
on the pre-processing performed in Chapter 5. The shapes should be expected to
match the previous input shapes, apart from the position of the [0] array, which
should instead represent the one input value. As presented in the code below,
the [1, 145] shape matches the expected input shape for the Features, the [1, 35]

shape matches the expected input for the LIWC features, the [1, 768] matches
the expected input shape for the BERT features, and the [1, 440, 26, 1] matches
the expected input shape for the MFCC extraction. The overall input details for
the Lite model are presented as follows:

[{'name': 'serving_default_stat_features:0',
'index': 0,
'shape': array([ 1, 145], dtype=int32),
'shape_signature': array([ -1, 145], dtype=int32),
'dtype': numpy.float32,
'quantization': (0.0, 0),
'quantization_parameters': {'scales': array([], dtype=float32),
'zero_points': array([], dtype=int32),
'quantized_dimension': 0},

'sparsity_parameters': {}},
{'name': 'serving_default_stat_liwc:0',
'index': 1,
'shape': array([ 1, 35], dtype=int32),
'shape_signature': array([-1, 35], dtype=int32),
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'dtype': numpy.float32,
'quantization': (0.0, 0),
'quantization_parameters': {'scales': array([], dtype=float32),
'zero_points': array([], dtype=int32),
'quantized_dimension': 0},

'sparsity_parameters': {}},
{'name': 'serving_default_stat_bert:0',
'index': 2,
'shape': array([ 1, 768], dtype=int32),
'shape_signature': array([ -1, 768], dtype=int32),
'dtype': numpy.float32,
'quantization': (0.0, 0),
'quantization_parameters': {'scales': array([], dtype=float32),
'zero_points': array([], dtype=int32),
'quantized_dimension': 0},

'sparsity_parameters': {}},
{'name': 'serving_default_mfccs:0',
'index': 3,
'shape': array([ 1, 440, 26, 1], dtype=int32),
'shape_signature': array([ -1, 440, 26, 1], dtype=int32),
'dtype': numpy.float32,
'quantization': (0.0, 0),
'quantization_parameters': {'scales': array([], dtype=float32),
'zero_points': array([], dtype=int32),
'quantized_dimension': 0},

'sparsity_parameters': {}}]

6.4.2 Software Loop

Figure 6.1 presents the planned software loop for the edge processing device,
allowing a fully embedded method to engage with, collect, and process the results
on the device. Therefore, this software loop is consistent across both the smart
home and mobile platforms. Having this main software loop means that the
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Figure 6.1: The overall software loop proposed for the edge computing devices,
the loop begins with a form of interaction (notification, device turned on, button
clicked) before the main loop runs.

amount of custom and specific development per platform is limited due to the
overall software loop being used instead for this purpose. The software loop
therefore fits with the specific development and software loops proposed for both
the mobile and smart home platforms, which are presented in the remainder of
this section.

The initial stage of the software loop is for the activation to begin, whether
this is a notification interaction on the mobile platform, or the start recording
button on either the mobile or smart home platform. Following this process,
an audio stream is opened, using the provided onboard microphone or external
microphone recorder; this is activated for 10 seconds before the audio stream
is stopped and used for processing. This audio stream is then again opened
concurrently, to ensure that no audio content is missed during the loop.

The processing stage then begins, where the input data is pre-processed; this
includes saving the file to the device storage, assigning a timestamp, calculating
the input features, extracting the audio features, extracting the BERT and LIWC
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features, and transcribing the text for the processing. These stages largely follow
similar methods as mentioned previously in Chapter 3 of the thesis. Using the
pre-processed data, it is then possible to calculate the input matrices, using the
previously defined input matrix sizes. Once the input matrices are formed using
the collected data, the TensorFlow Lite model is run on the data, forming a binary
classification that can be presented back to the user.

The overall process therefore forms part of a larger loop as part of the work,
where this process loops until the recording is ended by the user. Should the
process therefore need to be modified or analysed for its effectiveness, the times-
tamps of each recording should be able to confirm both the capture time and if
any latency is caused by the edge processing.

6.4.3 Smart Home Device

The smart home device was implemented on a Raspberry Pi 4, to simulate a smart
home device. Raspberry Pi was chosen due to similar specifications, performance,
and size to mid-range smart home devices. The implementation of the code on the
Raspberry Pi was completed using Python and Raspberry Pi OS. The Raspberry
Pi enabled existing tools, technologies, and peripherals to be used as part of the
project. Although the simulated smart home device using a Raspberry Pi is not a
perfect solution, existing smart home devices are often closed, meaning that these
would not be possible as a test method. The remainder of this section identifies
the specifications of the system, the setup of the system, the development process,
and the features of the system.

6.4.3.1 Specifications

The smart home device was developed using a Raspberry Pi, which is an inex-
pensive computer built on the Linux operating system by the Raspberry Pi Foun-
dation. It was developed with the aim of providing a portable, cost-effective, and
adaptable platform for teaching computer science and programming to students
and enthusiasts. The Raspberry Pi 4 is a single-board computer developed by
the Raspberry Pi Foundation. It was released in June 2019 and offers a number
of improvements over the previous version, the Raspberry Pi 3 Model B+. The
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technical specifications of the Raspberry Pi 4 models are presented as follows:

• CPU: Broadcom BCM2711 quad-core Cortex-A72 (ARM v8) 64-bit SoC @
1.5GHz

• GPU: Broadcom VideoCore VI

• Memory: 2GB, 4GB, or 8GB LPDDR4-3200 SDRAM (depending on model)

• Storage: MicroSD card slot (up to 2TB)

• Audio: 3.5mm audio jack, HDMI audio

• Video: 2x micro HDMI ports (up to 4Kp60)

• Networking: Gigabit Ethernet, 2.4/5GHz 802.11b/g/n/ac WiFi, Bluetooth
5.0

• USB: 2x USB 2.0 ports, 2x USB 3.0 ports

• GPIO: 40-pin GPIO header

• Power: 5V/3A USB-C power input

The requirements identified during the initial research as part of the develop-
ment required a device with an ARM processor, which meant that the Raspberry
Pi 4 was the selection for the project. In addition to the Raspberry Pi, some addi-
tional technologies were used, including an omnidirectional microphone, which is
a type of microphone that is designed to pick up sound equally from all directions.
Omnidirectional microphones are characterised by their spherical shape and by
having a uniform frequency response in all directions. The nature of the algorithm
means that to form the most accurate recordings, an omnidirectional microphone
should be used when possible, especially within a domestic environment. When
compared to other microphone types, the omnidirectional microphone performs
better in larger environments or locations where multiple people will be speaking.

Finally, a touch screen and a case for the Raspberry Pi were used. The screen
allowed visual feedback to be presented to the end user and interacted with using
either on-screen prompts or the included stylus. The screen was a 320x480 pixel
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LCD display, which could display the output of the code, or a simulated logo,
representing the smart home system that the project was looking to simulate. The
screen also contributed to the overall project, providing visual feedback during
the design and development stages, indicating how the algorithm was running
and determining if any errors were occurring in the processing or detection of
violent language.

6.4.3.2 Programming Environment

To develop the smart home device on the Raspberry Pi, Python programming
was used on the Raspberry Pi OS. Python was selected because of the wide array
of supporting packages available, and the initial TensorFlow model was developed
using Python technologies. Python also supported the use of TensorFlow Lite on
edge Raspberry Pi devices and was effective at completing the remaining required
tasks. Due to this, the numpy library was used for basic matrices calculations
and ensuring that the data were formatted correctly for the TensorFlow model.
The tflite_runtime.interpreter library was used to interpret and run the model,
which then ensured that the previously identified .tflite model file could be used
on smart home devices.

The audio was recorded using the PyAudio library, which provides a method
of recording audio segments at 10 seconds in length, aligning with the initial
dataset. Therefore, the PyAudio library enabled audio recordings to be made,
stored, and accessed within the smart home device through the Python interface.
Transcriptions were produced using the SpeechRecognition library, which enables
multiple different transcription methods to be used; this includes Google Speech
Recognition, Google Cloud Speech API, Microsoft Azure Speech, in addition to
a number of offline-capable solutions. The SpeechRecognition library therefore
enabled the transcriptions to be performed both offline (for edge processing) and
online (for higher performance), as required. The nature of the user-based device
meant that only a limited number of libraries were required to work with the tflite
model, which meant that the overall size of the developed system was minimal
when not considering the storage of audio files.
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6.4.3.3 Development

To begin the development process, the initial model was transferred to the Rasp-
berry Pi, enabling the previously defined main software loop to be implemented
on the system. The development of the system focused on implementation of
the overall software loop, with the audio recordings being captured and saved
using PyAudio, and the pre-processing stage of transcribing the data with the
SpeechRecognition library was completed. This processing was then transformed
into the correct sized arrays, which enabled the lite model interpreter to run on
the data. The initial stage had little complexity, due to mainly focussing on
the audio and data transformations, which have already occurred within Python.
Figure 6.2 presents the complete output of this system with two different types
of input, showing the outputs of the overall method on the edge device, with the
presented transcriptions and the audio being saved.

Figure 6.2 also presents how the initial completion of the model setup was then
further integrated into a main software loop. This was initially completed by im-
plementing a timed loop, which was instructed to run concurrently at 10-second
intervals; this ensured that while data was processing in the background, the loop
would still be able to queue and capture the recordings as required. The initial
stage of the loop was the audio recording, from which a saved audio segment
from the omnidirectional microphone would be stored based on the timestamp
of the recording. This audio segment would be processed as a transcript, from
which BERT vectors and LIWC rankings would be formed. The audio aspect of
the data would be processed using feature extraction and input into the relevant
input shapes for the time domain and frequency features. The local version of
Tensorflow Lite was then used to run the model and the BERT, LIWC, time-
frequency Domain, and MFCC features were fed into the input shapes. The
model was then used to perform binary classification on the verbal and conver-
sation utterances. At present, the classification and edge-based normalisation
is presented to the user in text form, and can be stored for future analysis by
a trusted individual or trained support officer. The formula for calculating the
normalisation of the array can be calculated as follows:
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(x) =
x− min

max − min (6.1)

Where x is the input value of the matrix, min is the minimum value, and
max is the maximum value of the array.

Finally, advanced functionality was included; this includes adding function-
ality for output of basic text to the portable screen and the presentation of the
values and transcripts back to the user. In addition, the model and related code
was set to run immediately on the device starting, which means that the user
could then organise the recording as and when necessary, as opposed to having
to specifically turn on/off the device when needed. The development was then
concluded by ensuring that the BERT vectors were the same as those processed
during the initial development of the BERT model, ensuring that the input and
output shapes matched the word embeddings.
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Figure 6.2: An overview of the full fusion model applied to the Raspberry Pi edge device. The diagram initially
presents the overall process, including the transfer to a lite model, before highlighting how the main software loop
is used within the smart home environment.
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6.4.4 Mobile Device

The mobile application was designed to accompany the previously described Ten-
sorFlow Lite model. The mobile platform provided a novel challenge due to lim-
ited processing power and access compared to other formats of devices. Despite
this, the mobile platform provided the best method to ensure ubiquitous access
to devices and the highest probability that at-risk individuals use the technology
for which they already have access to. The mobile device was in contrast to the
smart home device due to the location and use of the device; the mobile device
would usually be used by a user on the go with a speaker-facing microphone, or
be on their person.

6.4.4.1 Specifications

Using Flutter as a development tool means that iOS, Android, and web-based
devices would be supported by the system. Flutter is the deciding factor as to if a
mobile platform will be supported by the developed prototype, Flutter supports
Android SDK versions between 21-30, iOS version 16, and web-based technologies
on modern web browsers. The platform was tested on the Pixel 3a x86 mobile
emulator. For practical use, the device was also tested on a Samsung Galaxy
S10 + for evidence of the working platform on a physical device. However, the
platform specifications did mean that no guarantee of microphone quality could
be ensured, meaning that this would largely be based on the hardware of the
device, which would need to be verified before widespread use.

6.4.4.2 Programming Environment

The development of the mobile application was completed using Flutter, with
Dart used as the main programming language. Flutter enabled cross-platform
development to be performed easily when compared to Java and Swift, addition-
ally the TensorFlow Lite Flutter plugin enabled custom TensorFlow models with
multiple inputs to be ran on the edge. Despite this ease of use, Dart did make
array manipulation difficult to perform, which was required due to the complex
input shapes used by the multimodal algorithm, with multidimensional arrays be-
ing used for most data storage, specifically in the context of the audio modalities.
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However, most of the data for the input in these modalities was easily accessi-
ble through the Flutter APIs, which provided access to the on-device audio, file
storage, and notification systems.

The complex nature of the application required several packages to be used
during the development process. The main package used was tflite_flutter [266],
which enabled the interaction with TensorFlow Lite models using Dart. The
application also used the record [267] package, which provided access to recording
audio in 10-second segments. The application used the Flutter eventify [268]
library, which allowed smoother communication of the outputs to be displayed
on the application user interface. The matrix2d package [269] was used to perform
matrix operations. The libraries highlighted in this section were used alongside
other supporting technologies, which allowed the mobile application to be quickly
prototyped throughout the development process.
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Figure 6.3: An overview of the full fusion model applied to the mobile phone device. The diagram initially presents
the overall process, including the transfer to a lite model, before highlighting how the main software loop is used
within the mobile environment.
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6.4.4.3 Development

The mobile application was developed as a standalone system compared to the
smart home system, which could use the same code as the initial Python pro-
cessing. Figure 6.3 presents the overall processing flow of the mobile application,
which is first started when the user opens the mobile application. An overall
processing loop was implemented in Dart to ensure that the audio recordings and
processing can occur in a multi-threaded process. The main operation loop was
activated through two different methods: interaction with the large on-screen
button, or through a persistent notification displayed to the user once the app
had been opened. The notification selection was attached the users first inter-
action with the application, which is also the first time Android allows such a
notification to be attached, upon interaction with the notification it can either
be hidden or selected to start recording. The notification code was asynchronous,
so that it could run at the same time as other processing within the applica-
tion, which is important to consider when working with visual, processing, and
notification threads.

Five files were used for the development of the Flutter mobile application,
these were organised as follows: (1) the main file contained the main application
code such as launching the application and importing the other required files, (2)
the timer loop file managed the 10-second timer, (3) the sound recorder which
manages the recordings and end of sounds in addition to storing the output file,
(4) the classification file which processes the matrices and interpreter result, and
(5) the notification manager which is required for notifications to be displayed.
Therefore, the overall application is much larger than the one implemented for
the smart home device, mostly due to the increased set of features and the visual
elements of the application.

Following the main software loop, the application used a 10-second loop im-
plemented in Dart, the loop can be activated using the notification service, or
by selecting the button on the main screen. This button, the application theme,
and the text content change based on the state and the result of the recording.
This was then linked to the sound recorder file, which would activate or end the
sound recording and save this to local storage. The end of the recording would
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be saved along with a timestamp and stored on the user’s mobile device. User
data such as the sound recordings is tricky to store; thus, user application data
storage is chosen as the location for recordings to be stored, often hidden from
end users, while also accessible to be deleted or removed as needed.

To perform the classification task, the file is provided with data in the form
of a timestamp which can be used to identify the location of the file. Using the
sound file, the matrices storing the data for the model are formed, and the local
speech to text processing can be attempted, an online service can also be used due
to issues with speech-to-text when using Flutter. The transcription is then also
transformed into the required matrix format and stored in an array for processing.
Upon the completion of these tasks, and assuming no queue in processing, the
matrices and features are interpreted using the TensorFlow Lite interpreter. The
interpreter performs the processing on the edge and returns the values required
for binary classification; using these values it is then possible to understand the
model prediction of if a violent conversation has occurred or not. The results of
the classification are then emitted from the class into the main code, updating
the visual elements of the application such as the background colour and text,
and providing other visual feedback to the user.

To enable feedback and recording while the application is closed, a persistent
notification is used, which can provide feedback from the application without
the need to have the application directly open. Using the notification service,
it is possible to use the eventify package to inform the user of recent results,
or enable an emergency recording to be started. The application loop in either
case continues to run and enables 10-second recordings to be captured, processed,
and stored as part of the application. Design considerations at this stage include
the storage of data on the local device, the local edge processing of the complex
algorithm, and the potential for close contact or police warnings to be sent during
this process.

The overall loop was preserved and the classification would effectively be per-
formed. Some issues were identified during development, which required careful
consideration when implementing. For example, the interpreter would sometimes
have a small delay while processing the recording due to latency in the mobile de-
vice implementation; to prevent this issue from occurring, the application would
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queue the required classifications, ensuring that the order based on timestamps is
preserved. Another issue identified during the development process was the var-
ied support for onboard speech-to-text transcriptions to be performed on some
devices, due to this, and the common connectivity of mobile phones, a backup
service of using a speech-to-text cloud service is provided, to ensure an accurate
transcription is formed and a more accurate violence classification is provided.

6.5 Results
To test the research artefacts developed as part of this project, it was necessary
to test both the smart home device and the mobile device and provide proof-
of-concept versions of the system. Unfortunately, due to the ethical limitations
of the study, it was not possible to perform user testing at this stage; instead,
each of the applications is presented as a demonstration of the features using
text-based descriptions and screenshots of the working application. In addition
to this, a brief overview of the testing performed is provided and any notable
errors or changes made are explained.

Both systems provided an effective method of conducting violent language
detection on user devices, the smart home device was able to effectively record,
process, and present the results of the violent language classification, while also
allowing the processing of the extra features such as local value normalisation to
ensure values are contextual to the system being used and to dynamically change
the system values based on the known recorded data. For the mobile device, a
complete and useful mobile application is provided, in which the user can interact
with the model and its data effectively. The mobile application enables the user
to capture violent conversations using either the main control interfaces, or the
persistent notification that was displayed. The mobile device also provided a
useful method of presenting the data of the system, running on the edge, for the
purposes of demonstration through animating and modifying the user interface
based on the violence detection rating.
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Figure 6.4: The smart home device application running as a Python application
on a Raspberry Pi. The image displays the resulting system on the touchscreen
local display, the omnidirectional microphone, and an input device for the pur-
poses of testing.

6.5.1 Smart Home Device

The resulting application for the smart home device is run-able on a Raspberry
Pi, due to the nature of TensorFlow Lite, it is possible to run the application on
any platform that supports the package. The produced application is provided as
a standalone system, with minimal required packages to be imported as part of
the software. The nature of the smart home device system means that minimal
visual representations are provided as part of the system; however, Figure 6.4
presents the resulting system, highlighting the interactive touch screen display,
the omnidirectional microphone, and the Python code running within the appli-
cation. The system overall is small and relatively cost-effective to set up, with
the only required technologies being the Raspberry Pi and the omnidirectional
microphone, which are both widely available and connectable through USB.

The resulting system is a useful method of engaging with the model on edge
devices, and while, as shown in Figure 6.4, the device is not visually engaging,
the system is built to match a smart home device, which often does not have
a display, works in the background and only allows engagement through a mo-
bile application. Therefore, the result of the smart home device is that it is a
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good method of running the model on the distributed devices, with performance
benefits due to the powerful system being used. The downside of this method is
that the system produces limited visual feedback and can be difficult to control,
but assuming that the system would be used to captured violent language and
conversations and only be run when needed in the background, this would be an
effective method of capturing such data.

6.5.2 Mobile Device

The developed application provides an effective method of running the novel mul-
timodal algorithm on an edge device, the mobile device method was implemented
using Flutter and Dart and therefore these technologies allow the application to
run across Android, web, and iOS devices. The application can also be applied to
tablets and other smart devices that are compatible with these technologies, or
that support Flutter as an implementation method. The mobile application is the
most effective method produced during this project, due to the well-performing
algorithm on edge devices and the contextual user feedback presented while the
application is running. For this purpose, the mobile application is very useful, as
it enables the overall system to present visual feedback while in operation.

The basic application flow, using the same method as for the smart home
device, follows the planned software loop. For the mobile device, the activation
is caused by a notification or the selection of the main operation button, as
presented on the opening screen of the application in Figure 6.5. The main
button is animated, and is also the main feature of each screen in the application,
with the other content maneuvering around the button when being displayed, to
ensure that the user is able to activate the recording, or cancel the recording at
any stage during the process. Once the recording has started, the user is shown
a small toast notification, and the icon changes to present that the system is now
recording; in addition to this, a small animation is played to visualise that the
system is currently recording in the background. This animation is featured in
Figure 6.6, and is also evidenced in the change icon between the two figures.

After the first 10-second recording has been completed, the visual feedback
on the application changes. Background and text-based description changes ac-
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Figure 6.5: Screenshot of the mo-
bile application for detecting violent
language. The screenshot displays
the initial application opening screen
that contains a button which can be
used to start the recording.

Figure 6.6: Screenshot of the appli-
cation, displaying the main screen
upon the button being tapped. A
visual change in the icon and an-
imation is presented to the user
which occurs while the application is
recording.

cording to recorded content and the produced classification. This enables rapid
understanding of the recorded results and also presents the determined violent
language rating to the user. Figure 6.7 presents how this is presented when the
recording is classified as potentially being violent language, similarly, Figure 6.8
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Figure 6.7: Screenshot of the appli-
cation displaying a red background
after a recording loop has been de-
tected as potentially violent. A
percentage and text description of
the potentially violent result is dis-
played.

Figure 6.8: Screenshot of the ap-
plication displaying an orange back-
ground after a recording loop has
been detected as uncertain. A per-
centage and text description of the
uncertain result is displayed.

presents an orange background and related text when the recording is determined
to be within the midpoint of the classification, and finally, Figure 6.9 presents the
user interface when the model is determined to be normal conversation, with no
violent conversation captured. Although the classifications are not perfect, based
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on the previous results these are fairly accurate, especially when considered as a
group of values.

Figure 6.9: Screenshot of the ap-
plication displaying a green back-
ground after a recording loop has
been detected as normal conversa-
tion. A percentage and text descrip-
tion of the normal conversation re-
sult is displayed.

Figure 6.10: Screenshot of the user
notification menu displaying the per-
sistent notification from the applica-
tion. When this notification is se-
lected a recording loop is toggled
with the application.

Figure 6.10 presents the notification display, which is displayed to the user
once the application has been activated in the background. Selecting the notifica-

157



6. Real-Time Processing on the Edge

tion allows the user to immediately start recording, should a violent conversation
start occurring or the user feels like they are in danger. The notification is an
effective method of matching some of the design considerations, due to the impor-
tance of control in the application and the importance of the application having
some form of notification that is persistent while running.

Overall, the proposed system was effective in classifying violent conversations
on the edge, with the same model used as the full TensorFlow implementation.
The latency on the mobile application is minimal; however, a queue-based system
was implemented to support the classifications being performed in the correct
order. The overall system also provided good feedback to the user, which is
covered by changing the background, identifying the recording, and providing
the notification and button control to the user. The mobile application could
be further improved by adding additional features, such as location or other
modalities, to the dataset, but this would require changes to the overall model.

6.6 Discussion
The application has successfully demonstrated that a novel multimodal algorithm
can be processed in near-real time on an edge device. Furthermore, the contextual
application area for the detection of violent conversations has also been shown
to work effectively on a mobile device. The area of mobile devices presents an
interesting research scenario, due to the ubiquitous nature of the devices and the
accessibility to a user in domestic environments. These domestic environments
are expected to be the main area of use for the application; however, there is
potential for location-based data to be used in the future to attach extended
contextual information to the application (e.g., geofencing, location alerts, Blue-
tooth sensing) [270]. The application presented positive aspects of running the
algorithm on the edge, with the potential for recordings to be more accurate in
the future by curating a larger dataset of audio recordings that occur on a similar
microphone to one that could be found on a mobile device.

Several potential issues were discovered during the design and development
stage of the application. First, the processing power of the mobile device should
be considered due to the time required for both audio and text modalities to
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be detected and converted. It will still be possible for the model to run on
less powerful phones; however, the queue system used to manage the order of
processing may become backlogged. Potential users and security services should
also consider the accuracy of the overall algorithm, despite the high accuracy
rate of the contextual situation reported [271]. However, this high accuracy is not
perfect, which means that extra precautions should be taken to ensure user safety
while using the application. This also highlights a need for further development
using the multimodal model to occur, encouraging future work to focus on gaining
the best possible accuracy alongside the application design giving the user overall
control and reporting abilities.

Considerations will need to be made should the application be further devel-
oped. In addition to improved accuracy and features, should the application be
used by Police to collect or capture data, improvements will need to be made
with respect to data storage. While existing data is encrypted in the users’ local
storage to ensure privacy, should the tool be used as a method of capturing ev-
idence, changes to the security would need to be made for this. For example, a
secure key may need to be generated for access, and a log of deleted recordings
and times may need to be kept to ensure that the data collected can be used as
evidence in a policing situation.

Both applications provided different functionality; the smart home Raspberry
Pi was the initial implementation, which initially took a long time for develop-
ment. The complexity of the applications is also different, the Python imple-
mentation has more complexity in code, such as contextual normalisation of the
recording values, however, the mobile application is more complex in terms of
overall features and the amount of actions happening within the application.
The mobile features such as the feedback and the notification do make the mo-
bile application the more impressive in the context of features.

6.6.1 Challenges and Opportunities

The violent conversation crime prevention application was designed to prioritise
safety and security. The application was designed to protect user privacy through
processing all data on the edge, specifically on the end-users’ device. This enabled
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all potentially sensitive data to be accessible only through the end-user mobile
device, which is often encrypted; however, future investigations may need to
consider devices that are not always encrypted. User data is collected through
the on-device microphone, data is stored on the local device, and only used for the
purposes of detecting violent conversations. Should data need to be transferred
in future iterations, it will be necessary to consider encryption and secure transfer
of user data, which is a common concern in edge literature [257]. At present, the
application does not contain the ability to transfer transcriptions or recordings,
and therefore only the resulting binary classification could be transferred.

Further consideration needs to be taken to ensure user safety while using the
application; this might include an option to hide the application under the name
of a different application such as a chat or messaging device. Therefore, this
option would allow the application to share the name, icon, and interface of a
different application, with recordings occurring then without the victim opening
the named application.

Future work should look to gain ethical approval for investigating the use of
such systems with users, although this is out of scope for the research conducted
as part of this work. Improving the testing stage through user studies would be
the next step in the process of achieving results through the edge application. As
identified in previous literature [262], mobile crime prevention applications need a
stronger evidence basis for design and implementation. The model implemented
works well, but to analyse how the users interact with the functionality would be
interesting, in addition to exploring how the privacy of the data implemented in
a edge system could support user confidence in this regard. Therefore, further
work should look at taking the application to workshops with experts or user
studies to investigate this as the next step in the process.

6.7 Conclusion
The application presented in this article was an effective method of running a
novel multimodal audio-text model on the edge. The work highlights the po-
tential of distributed and user processing for sensitive topics such as domestic
violence and crime prevention. The work considered the design considerations
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needed for working with sensitive data, while also developing a solution to run a
complex machine learning model. The application could be improved by increas-
ing accuracy, which could be through more realistic recordings on devices with
similar microphones.

Future work will now focus on fine-tuning the algorithm and the application
design considerations. This could include lab-based testing scenarios, with the
hope of future work that would then test the application in domestic environ-
ments. Due to the sensitive nature and subject area of the application, these
domestic environments can be simulated with expert interviews to determine the
effectiveness of the application. Overall, the work will aim to measure the appli-
cation in both qualitative and quantitative scenarios, enabling effective results to
be reported.
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Chapter 7

Conclusions and Future Work

7.1 Chapter Overview
This chapter serves as the culmination of the research project on the use of tech-
nology in crime prevention, providing an overview of how the objectives were
met and carried out successfully. The chapter delves into the objectives of the
work, including dataset curation, NLP, multimodal violent language processing,
edge processing of violent language, legal and ethical considerations, as well as
the discussion of findings related to violent language detection and edge process-
ing. As the final chapter, it offers a comprehensive discussion of the research,
summarising the different contributions, providing recommendations, identify-
ing potential areas for improvement, and outlining conclusions and directions for
future investigation.

7.2 Review of Aims and Objectives
The introduction of this thesis provided an aim and five objectives, which are
critically reviewed with respect to the topic. The aim and objectives were followed
throughout the project, to ensure that each planned aspect of the study was
completed on time and effectively. The aim was defined and reviewed as follows:

1. To analyse the data fusion of multimodal sources to determine if
a conversation contains violent or aggressive content on the edge.
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The aim of the research, which was to analyse the use of data fusion of text
and audio sources to determine if the conversation was violent or not, was
successfully achieved, the multimodal and single model attempts were all
effective at analysing the content and context of conversation that formed
part of the dataset. The evaluation of results and the discussion of each
section, each highlighted how the models implemented were effective, and
compared the techniques to baseline measures and previous work. The
application of the model at the edge was also effective, as the model was
able to record and process the audio and text features effectively using
edge technologies, including mobile applications and smart home devices.
Overall, the aim of the project can be considered to have been met during
the course of the research.

The objectives form the more specific aspects of the study, which were defined
and reviewed as follows:

1. To perform a review and evaluation of the existing literature,
sources, and applications relating to the use of technology and Ai
in crime prevention.

The objective of conducting a review and evaluation of existing literature,
sources, and applications related to the use of technology in crime preven-
tion has been achieved successfully. A comprehensive review of scholarly
articles and publications in the field was conducted that included various
technological approaches used in crime prevention, this includes CCTV,
data analytics, biometrics, AI, and IoT devices. The evaluation process
involved a thorough analysis of the strengths, limitations, emerging trends,
challenges, and ethical considerations associated with these technologies.
Through the synthesising of the findings, valuable insights were gained,
gaps were identified, and areas for further research were proposed. This
comprehensive review provides a deeper understanding of the effectiveness
and potential impact of technology in preventing crime.

2. To curate a multimodal dataset of linked audio and text features
that can be employed to test and train data fusion models.
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The objective of curating a multimodal dataset of linked audio and text
features was successfully achieved for the testing and training of data fusion
models. A comprehensive dataset was collected, organised, and prepared
consisting of paired audio recordings and corresponding transcriptions or
textual representations. The audio data was sourced from British TV series,
capturing conversations or speeches that contained screaming and abuse,
while the text data were meticulously aligned with the content of the audio
recordings. Through careful curation, the dataset ensured accurate linking
and annotation of the audio and text pairs, allowing effective training and
evaluation of the data fusion models. This curated dataset served as a
valuable resource, allowing the evaluation of data fusion models to integrate
audio and text information for tasks such as detecting violent or abusive
language and sentiment analysis.

3. To investigate the results of natural language processing feature
extraction, and determine the most effective combination of text-
processing models.

Investigating combinations of NLP approaches to identify the most accu-
rate method was successful in achieving its goal. Performance metrics were
used to compare the effectiveness of different models such as LIWC, BERT,
and GloVe through methodical experimentation and careful analysis com-
pared to the baseline models and existing work. Through evaluation, the
best combination was found to accurately identify violent or aggressive
language using BERT and CNN, while LIWC was deemed useful for fusion
approaches. This discovery directs the development and use of the model
during the later phases of the research.

4. To develop a data fusion model that combines audio and text
modalities to accurately identify violent language from conversa-
tions.

In the research project, a robust data fusion model was built and improved
using machine learning techniques. To accurately categorise conversations
as violent/aggressive or non-violent/non-aggressive, this model combines
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text (LIWC and BERT) and audio (MFCC, time-frequency domain) modal-
ities. The model was meticulously trained on a large dataset with labelled
annotations, allowing it to recognise patterns and extract pertinent features
that are indicative of violent or aggressive language. The overall F1 score
of 0.85, among other exact performance evaluations, confirmed the model’s
high accuracy in identifying this language. Especially in areas such as pre-
vention of domestic violence, public safety, and online content moderation,
this achievement offers a useful automated tool for crime prevention.

5. To perform model reduction on the data fusion model to embed
the model on edge devices in real-world scenarios.

Through careful optimisation and refinement, the data fusion model was
adapted to meet the computational constraints of smart home and mobile
edge devices. Techniques such as model compression were used to reduce
the size and computational complexity of the model while preserving its
accuracy and effectiveness in detecting violent or aggressive language. By
developing a lite version of the data fusion model, the research has paved the
way for its seamless implementation on resource-constrained devices. This
implementation enables the processing and detection of violent or aggressive
language in real-time, empowering users to prevent and address potential
violent conversations in domestic contexts.

7.3 Discussion of Findings
This thesis presented the overall results of a text-based NLP model, an audio
feature extraction model, a multimodal model, and an edge processing device to
classify and report violent language or violent conversations. This section will
discuss the overall findings of the work, including a discussion on the curation of
the custom text-audio multimodal dataset that was produced, the NLP method
used and the results achieved, the multimodal and audio processing techniques
that were used to further augment the text processing, and the edge processing
applications which were produced as part of the work.

This thesis presents a complete overview of the algorithm results reported
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during the research project, and a selection of existing models to compare with
the work. As presented in the table, the work produced and the final F1 score
was the combination of MFCC, time domain, LIWC and BERT characteristics,
which achieved a F1 score of 0.85. Compared to existing work, the model is close
to the augmented model attempted previously [248], while showing improvement
compared to existing fusion attempts, which scored 0.77 [226] and 0.67 [248]. The
fusion model also presents an improvement over the initial baseline model, which
achieved an F1 score of 0.75 when considering a random forest on all features. The
combined model also showcased improvement over all the individual and small
fusion models that were produced, with the BERT and CNN model achieving
0.67, the MFCC and time domain feature model achieving 0.80, and the LIWC
model achieving 0.65, indicating how the work produced has been effective in
achieving this purpose.

7.3.1 Dataset Curation

Finding a suitable dataset for this study was challenging, as there are several
issues in the dataset acquisition process that focus specifically on domestic abuse
may be a challenge for several reasons. First, domestic abuse is a highly sensitive
and private issue that raises ethical and legal considerations regarding the collec-
tion, storage, and sharing of data. Second, domestic abuse is often unreported,
making it difficult to collect comprehensive and representative datasets. Third,
the protection of the privacy and confidentiality of the individuals involved, in-
cluding victims and perpetrators, is of the utmost importance and leads to the
limited availability of publicly accessible datasets. Finally, it is also difficult to
obtain informed consent from individuals affected by domestic abuse due to power
dynamics and security concerns. Researchers and organisations often establish
specialised collaborations or initiatives to collect data in accordance with ethical
standards and the priority for the well-being of survivors and victims. However,
in this case, it was not possible to obtain actual data and thus it was necessary to
create one using scenes from British TV series. As discussed above, the dataset
was very well conceived and was labelled and overlooked by professionals.

However, the limitations of the dataset is the size, with a limited number of
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classifications included. To further enhance the accuracy of the detection system,
the research recognised the importance of a larger training dataset. By expanding
the dataset, the models can capture a wider range of linguistic variations and
contextual nuances, ultimately enhancing the ability to accurately recognise and
classify instances of anger and abuse. This improvement to the dataset could
be completed by adding more contextual data to the initial recordings or by
implementing the produced edge application as a feedback loop, meaning that
the data collected would then be used to further improve the standards and
number of recordings available. It would be necessary for future work to further
add to the dataset and explore possible methods of capturing more realistic data
using a range of smart home and mobile phone microphones. Further work in
this regard could therefore support more effective models and encourage more
detailed comparisons of results.

7.3.2 Natural Language Processing

The research findings demonstrate the application of NLP techniques in detect-
ing violent conversations by analysing language cues. By incorporating multiple
modalities and using two specific feature sets, significant improvements in the
accuracy of the detection process were achieved based on the combination of the
text features.

The combination of LIWC and BERT played a crucial role in enhancing the
results. Where initial F1 results were reported to be 0.67 for BERT and 0.65
for LIWC. The overall model showed a .05 improvement when further combined
with the text modalities, highlighting the importance of the NLP on the overall
success of the multimodal attempt. The integration of this set of characteristics
provided a comprehensive understanding of the linguistic patterns associated with
anger and abuse, leading to a more precise identification and increasing the range
of characteristics identified about the language through the implementation of
BERT and LIWC. Compared to existing text models presented in Table 5.5, the
work produced performed well compared to the context-free text model [226] and
the weighted text model [226] F1 scores. While the results of the overall work
were similar to the sequence text model [226] and the complete transcription and
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audio model [248].
The limitations of the natural language processing relate to the size of the

BERT vectors and to the performance of the individual LIWC modality. For this
to be improved dimensionality reduction could be integrated with the BERT vec-
tors, and additional contextual attributes from LIWC or similar analysis software
could be used. The successful integration of NLP techniques and the synergistic
effect of combining LIWC and BERT feature sets underscore the contribution
of the research. Furthermore, the findings highlight the potential for continuous
improvement through the expansion of training data. Additionally, the expan-
sion of the dataset could also contribute to improved outcomes in detecting and
addressing anger and abuse using NLP.

7.3.3 Multimodal Violent Language Processing

The results of this study provide insight into the efficacy of multimodal techniques
in the identification of violent language to prevent crime. The combination of
audio and text modalities with MFCC, time-frequency domain features, LIWC,
and BERT produced encouraging results and showed the potential of the research.
The full fusion model presented in Table 5.5 achieved a remarkable F1 score of
0.85, which is notable for its improvement over individual modality methods and
scored higher than other methods such as the 0.67 [248] transcription and au-
dio method reported previously. The model also showed improvement over the
previous literature, through the increase in the score of the 0.77 F1 score re-
ported using both audio and text features [226]. Impressively, the model scored
similar to specific models, such as an augmented transcript and audio model,
which had an F1 score of 0.87 [248]. This demonstrates the value of combining
different modalities to improve the precision of identifying violent conversations.
Although they have slightly lower F1 scores than audio fusion and individual
audio features, text-based fusion techniques still need to be improved and ex-
plored further. Expanding the corpus of transcriptions used in the analysis could
potentially improve the performance of text-based fusion approaches.

The main limitation of this finding is the application of the model, where
further examination on the effectiveness and applicability of multimodal fusion
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techniques in context-specific scenarios, such as actual instances involving violent
conversations, should be further explored. This ongoing emphasis on enhancing
and assessing the model’s performance in real-world situations will advance efforts
to prevent crime. It is critical to recognise the constraints of this study, as 15%
of the segments were incorrectly classified, the F1 score of 0.85 indicates that
there is still room for improvement. Future research can take this into account
by using a larger dataset and more contextual information, such as taking into
account the number of speakers.

The study’s findings demonstrate the potential of the work in multimodal
violent language processing for preventing crime. While there are obstacles to be
overcome, the encouraging findings and ongoing research in this area provide a
strong incentive for more research and method improvement.

7.3.4 Edge Processing of Violent Language

The findings demonstrate the potential of edge processing in preventing crime,
particularly when it comes to identifying violent conversations. Through im-
plementing a multimodal algorithm that runs in real-time on edge devices, this
method not only demonstrates the viability of edge processing in the context of
domestic environments but also ensures enhanced privacy and data security by
processing the data locally on the user’s device. The use of the algorithm on
mobile devices produced encouraging results, proving potency in spotting violent
language in real-world situations.

Edge processing in crime prevention has a number of benefits when used
effectively. First, it gives users more power by enabling them to keep control of
their data and avoid any potential privacy issues caused by centralised processing.
Second, it takes advantage of the widespread use of mobile devices to offer a
simple method to address violent language in domestic settings. The use of edge
processing also creates possibilities for incorporating location-based data, such as
geofencing, location alerts, and Bluetooth sensing, to improve the application’s
contextual understanding and offer more comprehensive situational awareness.

The findings of the thesis highlight how edge processing can revolutionise the
field of crime prevention. The result of this finding requires further investigation
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and optimisation of the algorithm for the purpose of achieving higher accuracy
rates while giving users a full range of control and reporting options. To en-
sure the application’s successful deployment and adoption, model quantisation,
processing power, algorithmic precision, and data storage security needs to be
considered and studied in user-based scenarios. Edge processing can continue to
enable more efficient and privacy-preserving crime prevention solutions by inte-
grating technological advances with user-centric design principles, however, the
new approaches require further study.

7.4 Legal and Ethical Considerations

7.4.1 Violent Language Detection

The implementation of violent language detection systems for crime prevention
raises important legal and ethical considerations. These include privacy rights,
data protection, bias and fairness, potential misuse of technology, legal compli-
ance, and ethical implications. It is crucial to respect individuals’ privacy rights
and comply with relevant privacy laws when collecting and analysing audio and
text data. Strong data protection measures, such as encryption and secure stor-
age, must be in place to protect sensitive information. Addressing biases in lan-
guage models and data sources is essential for fair outcomes, and regular auditing
can ensure equitable treatment. Transparent guidelines are necessary to prevent
technology misuse and protect against false accusations or rights infringement.
Compliance with applicable laws and regulations, such as data privacy and con-
sent requirements, is necessary. Ethical considerations should guide the develop-
ment and deployment of these systems, promoting responsible use, transparency,
and respect for individual rights.

7.4.2 Edge Processing

Legal and ethical considerations are crucial when using edge processing for a crime
prevention tool that records conversations. From a legal perspective, adherence
to relevant laws and regulations is paramount. Compliance with data privacy
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and protection laws and consent requirements must be ensured. Proper consent
from all parties involved would be essential, and collected data should be handled
according to privacy rights and legal obligations.

Ethical considerations include transparency, informed consent, and fairness.
Considerations about which users would need to be fully informed about the mon-
itoring of their conversations and understand the purpose and implications of the
technology. The development and deployment prioritised fairness, accountabil-
ity, and the avoidance of discrimination or bias; however, this is something that
requires further work to improve accuracy. Regular audits and tests would need
to be conducted to address any biases or ethical concerns.

Data security is of utmost importance to protect against unauthorised access,
breaches, and misuse. Robust measures such as encryption, access controls, and
secure storage practices should be implemented. Mitigating false positives, where
non-abusive conversations are wrongly flagged, is critical to avoid unnecessary
harm or accusations. Proper oversight and accountability structures would need
to be established, including regular monitoring, auditing, and review processes,
to ensure responsible use of technology and prevent potential abuse or misuse. It
should be noted that this technology would only be given out by authorities in
extreme cases where the victim would ask for it as a form of security to stay safe
from the abuser without any direct involvement from the police.

7.5 Recommendations
In an era marked by technological advancements, the integration of crime preven-
tion devices into everyday technologies has emerged as a promising approach to
enhancing personal safety and combating domestic abuse. This section delves into
three distinct scenarios where crime prevention can allow victims to remain safe:
Public safety policies, user safety, and commercial gains. By leveraging text-
audio analysis and sophisticated algorithms, these devices are able to actively
monitor conversations and detect signs of domestic abuse, ultimately providing
a safety net for individuals in need.
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7.5.1 Policy

If used in policy, this research offers a number of compelling benefits that will
improve the safety and well-being of victims. The ability to help early inter-
vention is one of its main advantages. Law enforcement can respond quickly to
these upsetting situations by quickly seeing indicators of domestic violence in
real time, thus protecting victims from additional injury. In addition, the device
can improve victims’ protection as it guarantees that victims receive prompt as-
sistance and the necessary support by quickly alerting authorities. The ability
of the tool to record audio as a method of proof of domestic abuse is another
important benefit. These recordings can dramatically improve the chances of a
successful prosecution, strengthen the case against offenders, and aid police inves-
tigations. The tool helps in the pursuit of crime prevention by offering additional
documentation beyond the victim’s statement.

The device could also provide important safety safeguards for responding po-
lice officers. Before they arrive at the site, real-time notifications provide officers
with crucial information about ongoing abuse, allowing them to take the neces-
sary precautions and provide more effective help. However, it is crucial to set
precise legal and ethical rules to protect the rights and privacy of everyone con-
cerned. Consent, data protection, and transparency issues must be addressed
through policy. For the device to be used effectively while providing the highest
level of protection for the interests of the victims, law enforcement professionals
must undergo regular training on its responsible usage and ethical considerations.

7.5.2 User

The implementation of a crime prevention device that can detect domestic abuse
in real-time and promptly alert the authorities offers significant benefits in im-
proving the safety and protection of victims. By enabling law enforcement to
react quickly to domestic abuse incidents, this research offers the possibility of
preventing more crime against victims. The research also provides a covert way
for victims to obtain help without disclosing their situation to the abuser, acting
as a silent distress signal that gives them a sense of security.

The ability of this device to record abusive conversations through audio is
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one of the benefits, as it provides the victim with documentation to support their
allegations and improves their legal case against the abuser. This supporting evi-
dence could be vital in informing the appropriate authorities about the abuse and
supporting a thorough and effective legal procedure. Additionally, the awareness
that discussions are being recorded serves as a deterrent, possibly discouraging
potential abusers from acting abusively and making the environment for victims
safer.

7.5.3 Commercial

In the competitive landscape of consumer electronics, innovation is the key to
attracting and retaining customers. Manufacturers are constantly developing new
features and functionalities to address urgent social problems. Domestic violence
is one of those issues that needs to be addressed due to it being a widespread
problem that affects millions of people around the world. Companies have begun
investigating how to incorporate crime prevention technology into mobile device
such as iPhones and smart home systems. These technologies give an extra layer
of safety through recording and looking for indicators of violent conversations.

7.6 Limitations and Future Work
A limitation of this work pertains to the challenging task of detecting mental ma-
nipulation within conversations. Mental manipulation encompasses subtle tactics
such as coercion, gaslighting, and emotional manipulation, which are not easily
discernible through automated audio analysis or text transcriptions alone. The
intricate nature of mental manipulation relies on nuanced cues, tone of voice, non-
verbal communication, and contextual understanding. These factors pose diffi-
culties for the proposed system in accurately identifying and flagging instances of
mental manipulation, potentially leading to missed detections or false negatives.
To overcome this challenge, alternative approaches must be explored. Integrating
advanced techniques, such as behavioural analysis, could improve the capabili-
ties of crime prevention systems, allowing them to detect and respond to cases
involving mental manipulation more effectively.
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Another limitation of this study is related to the curation of a labelled mul-
timodal dataset. The dataset consisted primarily of recordings from television
series, which may not accurately represent real-life scenarios in terms of audio
quality and conversational dynamics. To obtain more precise sound samples, it
would be preferable to record data directly from phone conversations or smart
home devices. Furthermore, the nature of the research made it impractical to con-
duct actual testing or validation in real-world settings. This limitation hinders
a comprehensive assessment of the system’s performance and practical viabil-
ity in real-time situations. To address these limitations in future research, it
is essential to gather a diverse and comprehensive dataset that closely reflects
authentic conversations while ensuring participant privacy and consent. Addi-
tionally, conducting extensive field testing and validation would provide stronger
evidence of the system’s capabilities and enhance its practical utility in detecting
and addressing abusive conversations.

While the work conducted in this thesis used the F1 score to measure the
harmonic mean, the precision and recall of the algorithm used to classify au-
dio as violent or non-violent also presents potential limitations of this research.
Limitations arise from the trade-off between precision and recall. Although high
precision indicates a low rate of false positives, ensuring accurate predictions of
violent segments, it may result in lower recall, meaning some instances of actual
violence may be missed. Conversely, high recall captures a greater proportion of
violent instances but increases the risk of false positives, classifying non-violent
segments as violent. The model results presented in this thesis attempt to strike
a balance between precision and recall using the F1 score, although limitations
with a binary classification of subjective human language still presents challenges
to the work, future work could include collecting a larger selection of data to
expand the classification possibilities.

Another limitation stems from the algorithm’s performance in specific con-
ditions. Factors such as audio quality, background noise, accents, and speech
variations can influence the algorithm’s ability to accurately classify audio seg-
ments, leading to potential misclassifications and reduced overall effectiveness.
Concerns regarding audio quality can also impact the text-based transcriptions,
causing problems for both modalities. To address these limitations, ongoing re-
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finement and optimisation of the algorithm is essential. This involves collecting
various training data representing real-world conditions and continuously fine-
tuning the algorithm to improve both precision and recall rates. Rigorous testing
and validation procedures should be implemented to evaluate the algorithm’s per-
formance across scenarios, ensuring its reliability and practicality in real-world
applications.

This research demonstrates promising potential for future development and
expansion of crime prevention research that investigates conversations and de-
tects violence or danger. There are several avenues for further enhancement and
augmentation of the research. For example, integrating additional modalities,
such as Bluetooth, could enable distance tracking between the abuser and the
victim, triggering proximity alerts. The current implementation has been carried
out on a computer using a Raspberry Pi and a mobile phone, but the next stage
could involve transferring the research to wearable technologies. This transition
opens opportunities to incorporate more sensors and gather richer data for more
accurate classification.

By deploying the research approach on a wearable device, such as a watch,
could assist in getting closer proximity to the microphone, reducing the risk of
missing crucial information during conversation analysis. Additionally, a wearable
device offers the potential to integrate a heart rate sensor to detect patterns
of distress and assess the impact of the surroundings on the individual. These
advancements will contribute to a more comprehensive and nuanced classification
process, enhancing the overall effectiveness of the crime prevention tool.

7.7 Conclusion
This thesis presents the use of digital technologies to process, identify, and classify
violent language on edge devices. The work carried out throughout the investi-
gation has provided a novel methodology for working with complex, large, and
multimodal datasets on edge processing devices such as mobile phones and smart
home technologies. The overall results of the project can be considered a success,
due to the effective demonstrations of individual modalities, the positive results
of the multimodal algorithm (F1 = 0.85), and the technical complexity of the
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edge processing applications for mobile and smart home technologies. Therefore,
the results of the overall project have been positive, with the work conducted
effectively investigating the use of edge technologies to detect violent language.

Techniques such as BERT, LIWC, time-frequency domain feature extraction,
and MFCC were effective in being used for the purposes of violent language de-
tection. The BERT and CNN model, for example, achieved an F1 score of 0.67,
which, although still low, was then further improved upon being combined with
the LIWC, MFCC and time-frequency domain features, successfully achieving
an F1 score of 0.85, a big increase on the single modality studies that were per-
formed. This improvement in results shows how the techniques used in this thesis
were effective in improving the classification of violent language in conversations
through the use of multimodal models. The resulting algorithm, while effective,
could be further improved by implementing a larger data source, meaning that
both the audio and text modalities would have improved results during the fusion
stage. However, retaining the relatively low size of the model did mean that the
overall version could then be implemented on edge devices, demonstrated in this
work as a mobile application and a smart home device. Therefore, the developed
implementations could be applied as examples of using contextual but complex
multimodal models on edge devices through model reduction.

In general, this technique would be an effective method of classifying violent
language to prevent and deter domestic violence; this is due to the proposed
application that forms an evidence capture tool which could be used for crime
prevention, safety enhancement, and evidence collection. Techniques, methods,
and research conducted as part of the Ph.D. have highlighted how such methods
could be used in other contextual examples, such as detecting depression, violent
language online, or violent actions. Overall, the research conducted was able to
successfully apply a text-audio fusion technique using BERT, LIWC, MFCC, and
time-frequency domain features to achieve an F1 score of 0.85, and then apply
this rich multimodal algorithm on edge devices. Edge devices such as mobile
phones and smart home devices were tested, which evidences how the contextual
study scenario could work, due to the domestic nature of such devices. The
work presented in this thesis can be further expanded into other disciplines and
contextual study areas, but future work should focus on three main activities:
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(1) curating a larger dataset of violent conversations with both text and audio
features, (2) developing more contextual models to explore how the results of
this work could be applied to other study areas, and (3) testing edge devices
through user studies, to analyse how users interact with such technologies in a
HCI approach. Therefore, conducting this future work would allow technology to
be further evaluated for its potential use as a crime prevention tool.
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Appendix A: Extended
Literature Review

A.1 Audio-Visual Technologies
Audio and visual technologies, such as CCTV surveillance and facial recognition,
have become increasingly popular and widely used for the prevention of crime in
recent years. These technologies have the potential to provide real-time informa-
tion and enable automatic detection and response to various threats to safety.
The development of smart cities and smart home technologies has further ex-
panded the capabilities of audio and visual technologies, enabling the integration
and coordination of multiple sensors and systems. This section reviews the state-
of-the-art in audio and visual technologies for crime prevention and discusses
their potential and challenges in the context of CCTV surveillance, facial recog-
nition, smart cities, and smart home technologies. In addition, multimedia (or
multimodal) technologies are considered, which attempt to combine audio and
video data for the purposes of crime prevention.

A.1.1 Video Technologies

Video technologies refers to technology that uses camera or video data to prevent
crime. Crime prevention video technologies are wide ranging, with well-known
systems such as CCTV being prevalent in modern society in both public and
private scenarios. This section provides a review of this associated literature,
considering how video technologies can be used for crime prevention in scenar-
ios such as public safety, crowd control, and facial recognition. Therefore, video

218



Appendix A: Extended Literature Review

technologies are used for both safety, crime prevention, and access control, high-
lighting their impact on modern society. For example, CCTV systems are the
most popular choice of crime prevention technology around the world [46], which
is due to the ease of use of setting up such systems, but also the effectiveness of
the systems in capturing meaningful data.

A.1.1.1 CCTV Surveillance

Figure 1: A diagram representing the different forms of CCTV application areas
as themes that can be supported through digital video technologies for crime
prevention.

In recent years, CCTV surveillance has emerged as the most popular choice
of crime prevention technology worldwide [46]. It is a technology that is already
readily available and installed in many public places such as airports, train sta-
tion offices, school buildings, university buildings, and on the streets. In 2005
it was estimated that there are 4 million CCTV cameras installed in the United
Kingdom, which is estimated in a ratio of 1 camera per 14 citizens [272]. Al-
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though CCTV cameras have previously been known to be employed as a means
of reporting and reducing crime by supporting police officers as a form of evidence
in the court of justice or in the prosecution process. However, with increasing de-
velopments in computer vision and machine learning, it gives opportunities to use
footage as a mechanism to prevent crime by investigating CCTV surveillance [46].

CCTV cameras are installed to provide safety and a mechanism to control
crime rates. For example, offenders could be deterred by the fear of being on
record while committing any crime. Another example of how CCTV cameras
help law enforcement agencies intervene to reduce crime rates is by providing
them with the opportunity to identify crimes while they are in progress or the
ones that are about to happen. If these two instances fail, the recording from
the cameras can be used as evidence for prosecution and to identify the people
involved. Although all methods have been of use, they can still be ineffective
if, for example, with the first example the offender does not perceive the CCTV
as a risk to them and it will not stop them from committing the crime. The
second mechanism requires staff monitoring to identify any suspicious behaviour
in real-time to be able to take action; however, this can easily be missed if there
are several camera feeds to monitor them. The last method requires the crime
to occur in the camera view with clarity for the video footage to be of any use,
and that could be a hindrance as that may require the camera to register the
incident and have the camera follow it by tilting and moving. Hence, there are
many factors that can emerge and, understandably, cause incidents to be missed
due to human error. However, with constant development in the field, technology
has been evolving in computer vision and machine learning, leading to continuous
improvement in applications such as object and face recognition [273,274] or gait
analysis [275, 276], clearly providing opportunities for CCTV surveillance that
could improve its effectiveness [46]. The uses of CCTV are identified in Figure 1.

With the constant change in technology, CCTV surveillance systems are being
upgraded to incorporate the latest features of software technology [150], such
as advanced feature extraction algorithms and machine learning classification
algorithms. Therefore, it is now possible to record and extract personal biometrics
and surveillance patterns that can be used a posteriori for the identification of
people. CCTV technology has been around for a long time and therefore has been
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investigated in different applications. These compromise of iris recognition-based
security systems that deny access to buildings to unauthorised personnel [277],
object and human posture detection for automatic robbery detection in banks
[278], automatic detection of suspicious anomalies such as unattended bags in
mass transit areas or crowded venues [279], and can also be a means of congestion
analysis and crowd detection for safety [280].

A.1.1.2 Facial Recognition

Facial recognition technology has advanced in recent years and has been identified
as a source of effective evidence-based policing since the early 2000s [281]. In more
recent years, facial recognition has been integrated into mobile phones by leading
smartphone providers, such as Apple and Samsung. This technology has also
been proposed in several different systems that have been developed to unravel
the faces of criminals through facial recognition technologies. Technologies used
in facial recognition systems vary, with most systems implementing AI to detect,
compare, and store faces in databases for future comparisons. A transfer learning
approach has been described [282], which uses average pooling and MobileNetV2
to detect faces, which the authors describe as being for crime prevention. The
authors preprocess the data on raw image data before testing the system. The
model is successful when working with existing known face datasets using artificial
light and achieves results of 98.89% and 99.01% on the training and test data.
While successful, more work is needed in this regard, especially considering the
lower quality, night environment, or obfuscation of an individuals face that could
occur in outdoor environments or areas where crime prevention is needed more.

Previous work has presented a review of concepts related to face detection,
computer vision, and facial recognition [283]. The analysis showed the benefits
of using the CCTV camera feed for crime prevention and investigations. The
categorisation highlights potential improvement from the model identified pre-
viously, as a description of each environment is provided to aid the design and
development of facial recognition systems considering respective environmental
factors. TIRFaceNet [284] investigate thermal Infrared facial recognition, which
is demonstrated for security purposes in the detection of unauthorised individ-
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uals at night. The authors propose a convolutional neural network (CNN) that
uses preprocessed images of an individual’s face, before the system extracts the
features of the face (e.g., nose, eyes, mouth) with the system then training faces
on the deep network. The features are then compared to a dataset, to detect
unauthorised individuals. The results indicate positive results, with accuracies
of 98.70% - 98.50% depending on the dataset used. Despite this, further work is
needed to place such systems in a contextual environment, where uncertainty is
common.

Previous research [71] has examined the use of digital police tools in predic-
tive police, especially on the use of data-driven algorithms, facial recognition, and
biometric identification technologies. This study examined the literature in sev-
eral databases and selected 29 sources for analysis. Research has concluded that
these technologies are increasingly being used for predictive police operations and
more research is needed to understand the impact of these tools on police decision
making. Several concerns have been raised about the privacy of individuals, with
previous articles identifying inadequate protection afforded to privacy rights, and
human rights of those subjected to facial recognition surveillance by the Police in
England and Wales [285]. Therefore, it is necessary to keep the law up-to-date
with technological innovation to ensure that facial recognition is used ethically
and without infringing on the rights of individuals, and researchers recommend
the ethical application of biometric facial recognition to support appropriate laws
and regulations regarding the technology [286].

A.1.2 Audio Technologies

Audio-based technologies have been around for many years and have been used
to anticipate different types of criminal action. A common example involves the
interception of calls by the police force, wire tapping; or the collection mechanism
as a form of evidence by recording devices [156]. The scope of audio-based tech-
nologies has experienced great expansion with the current advancement in audio
processing and machine learning techniques, as several parameters and biomet-
rics can be automatically computed from raw audio recordings. For example,
the United States has recently evaluated the use of audio-based technologies for
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the detection of gunshots [287]. Gunshot detection is a novel technology that
employs a network of microphones that are mainly installed in areas with a high
crime rate to minimise the chance of false gunshot detections, as it discriminates
gunshots from other types of noise and computes the spatial coordinates of the
location where the shot was fired from.

A.1.2.1 Smart Cities

Smart cities are on a rise and are becoming more and more common around the
world to improve the quality of citizens’ lives in large cities and make them more
sustainable and streamline urban services using technology and data. Several
major cities around the world, such as London, New York, Singapore, Barcelona,
and Amsterdam, have adopted various degrees of Smart City Initiatives. These
initiatives often focus on areas such as transportation, energy, and public safety.
There are several challenges [288] that come with having smart cities, such as
complexity and integration, sustainability, privacy and security, inclusion and
equity, funding and governance, and cyber security.

For example, an article [289] discusses the use of gunshot detection systems
such as ShotSpotter and its impact on the reporting of police incidents. The study
found that the implementation of the ShotSpotter system increased the number
of reports and arrests related to gunfire. Furthermore, the study found that the
system had a positive effect on reporting gunshot incidents by police officers.
The authors conclude that the implementation of gunshot detection systems can
positively affect the accuracy and completeness of police reports.

A research project [290] explores the potential impact of smart city technology
on police and law enforcement and how these technologies can be used to improve
public safety and community relations. It also examines the potential challenges
and ethical considerations associated with the use of these technologies in police.
They argue that although smart city technology can improve public safety, it also
raises important ethical and social concerns that must be addressed.

The study [291] examined the smart crime prevention services of the Incheon
Free Economic Zone (IFEZ) in South Korea and identified ways to improve smart
city security systems. The study collected IFEZ data in four functional areas and
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10 scenarios between 2017 and 2018. The study found that in order to provide
effective intelligent crime prevention services, the precision and coherence of the
data must be verified, consistent processes must be established to link all crime
prevention services, and experts from specialised institutions must be encouraged
and ensured. The conclusions indicate that to develop intelligent city security
services in an optimal manner, in-depth discussions about data collection and
sharing are necessary.

A paper [292] focusses on urbanisation challenges, particularly in cities with
high crime rates, and on how new technologies can help police access and analyse
crime data to understand patterns and trends. The authors propose a predic-
tive approach to detect high-risk areas of crime in urban areas and to forecast
crime trends in each region with spatial analysis and automatic regression mod-
els. The result of this algorithm is a spatio-temporal crime forecast model that
can estimate the number of crimes that may occur in a particular region. The
methodology was tested using two real datasets from Chicago and New York City,
and the results show that it is accurate in space and time crime forecasting.

The study [293] explored the problem of street crime in Russia and the poten-
tial use of modern digital technology to prevent it. The study found that street
crime is a widespread problem in Russia and is on the rise, with a high proportion
of mercenaries and violent crimes. It also found that street crime occurs mainly in
empty urban spaces and is influenced by daytime, weekdays, and years. Further-
more, theft of mobile phones is a common problem and street crime is sudden
and unpredictable. The study pointed out that the current way of preventing
street crime was not effective and recommended that digital technology be used
to improve it.

A.1.2.2 Smart Home Technologies

Computational detection of violent language is of interest due to its potential
use in smart home devices; across a variety of domestic locations, for example
kitchens, lounges and other living spaces. These living spaces provide a variety
of scenarios in which smart home devices can be used, for example, to order
ingredients, change lights, and record family moments.
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Likewise, with the presence of Chatbots or Intelligent Virtual Assistants
(IVAs) such as Google Assistant and Amazon Alexa, are becoming increasingly
popular around the world [294]. Such IVAs incorporate speech recognition capa-
bilities that allow users to ask questions and make requests to different interfaces.
In addition to speech recognition, it is now possible to count the number of speak-
ers in a conversation by speaker diarisation [295], to infer the sentiment (mood)
of individuals by analysing their voice [296], or to recognise a speaker by their
voice with considerably low error rates [297,298]. These advances clearly indicate
the success of their respective areas and provide the opportunity for them to be
implemented in audio-based crime prevention tools.

However, with such technologies also comes a significant security risk. For
example, [299] discusses the security risks of the Internet of Things (IoT) and how
it can threaten user security, privacy, and safety. The study showed that many
IoT devices on the market lacked security features and consumers did not always
use the available security features. They analysed 270 consumer IoT devices’ user
manuals and support pages from 220 different manufacturers, and it was found
that manufacturers provide limited information about the security features of
their devices, making it difficult for consumers to make informed decisions about
the safety of devices before purchasing.

Smart home technologies can offer many things, for example, a project that
[300] aims to create low-cost smart home security systems using Zigbee technology
to protect Sarawak residents from flooding, smoke and invasion. The system
includes hubs, battery sensor nodes, and Android apps. Sensor nodes send alerts
to the hub and the Android app when detection of intrusion, flooding, or smoke.
The system also captures intruder photos, has live mobile monitoring, and is
controlled by the Internet.

Another paper [259] discusses the security concerns of existing home automa-
tion systems and their inability to prevent sophisticated intruders. Highlighting
the need for advanced technology to identify and protect homes from skilled in-
truders. It also emphasises the importance of security in the development and
implementation of home automation systems to provide residents with a sense of
security.

This article [301] examines the IoT and the privacy and security needs of
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different applications. It identifies that the needs of critical engineering infras-
tructures and sensitive commercial operations differ from those of the smart home
environment in the house. It studied existing solutions to improve IoT security
and identified future key requirements for reliable smart home systems. Gateway
architectures are considered to be best suited for resource-limited devices and
high system availability. The project suggested two key technologies to ensure
safe system operation: automatic system configuration and automatic update of
system software and firmware.

A.1.3 Multimedia Technologies

Multimedia technologies, such as live streaming and video sharing platforms, have
become increasingly popular and widely used in recent years. These technologies
have the potential to be valuable tools for crime prevention, allowing real-time
monitoring and detection of criminal activities. Recent studies have explored
the use of multimedia technologies for crime prevention. For example, a study
used machine learning to automatically detect and classify violent scenes from
videos [302].

This paper [117] presents a modular approach for law enforcement authorities
to effectively manage and process large amounts of heterogeneous data gener-
ated by digital technologies to support criminal investigations. The proposed
platform will use new technologies and efficient components capable of transfer-
ring and disseminating multimedia information and provide a single secure point
for analysing and multidimensional visualisation of criminal information. The
increased volume, mode, and frequency of the data generated by tools and in-
dividuals makes it critical that law enforcement agencies use this information
effectively.

A chapter called “Influence of Social Media on Deviant Acts: A Closer Ex-
amination of Live-Streamed Crimes” in the “Introduction to Cyber Forensic Psy-
chology” book discusses the impact of social media on illegal and criminal acts,
especially live streaming technologies [303].It also explores how live streaming
may contribute to facilitating or facilitating criminal behaviour and the possible
impact of this phenomenon on crime prevention and law enforcement. The chap-
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ter also highlights the perception and experiences of live broadcasting crime and
its potential impact on social norms and values.

In general, these studies show that multimedia technologies are effective in
crime prevention and can provide real-time information and automatically detect
criminal activity. However, more research is needed to assess the effectiveness
and limitations of these technologies and address potential ethical and privacy
concerns.

A.2 Ubiquitous Sensing
Ubiquitous sensing refers to the use of a wide range of sensors and other tech-
nologies to collect data from the physical environment in real time and to enable
various applications and services. Existing research [291] suggests that ubiqui-
tous sensing can be a valuable tool to improve safety in cities, providing real-time
information and allowing automatic detection and response to various threats to
safety. However, the authors also recognise that there are challenges and limita-
tions to the use of this technology for crime prevention, such as privacy concerns,
cost, and reliability.

Previous work [258] discusses the various types of sensors and technologies
that are used in ubiquitous sensing, such as wireless sensors, cameras, and micro-
phones. The authors also discuss various applications of ubiquitous sensing, such
as health care, transportation, and environmental monitoring. Similar work [304]
provides a comprehensive overview of the state-of-the-art in ubiquitous sensing
technology for healthcare applications. The authors discuss the various types of
sensors and technologies used in this context, as well as their potential applica-
tions and benefits. In general, the paper suggests that ubiquitous sensing has the
potential to enable a wide range of applications and services for health care, but
that there are significant challenges that need to be addressed to realise its full
potential.

EM and GPS are technologies that allow for the tracking and location of
individuals or objects in real-time [53]. These technologies have been widely used
for various applications, including criminal justice, transportation, and logistics.
In recent years, the development of short-range sensing technologies, such as Wi-
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Fi and Bluetooth Low Energy (BLE), has further expanded the capabilities of EM
and GPS, enabling new applications and opportunities. This section covers the
basics of long-distance sensing, and discusses the potential of short-range sensing
technologies in this context.

A.2.1 Long-Distance Sensing

Long-distance sensing refers to sensors, whose main purpose is to communicate
information over long distances consistently but through a wireless network. Due
to the nature of some offences, it is necessary for technologies to effectively and
continuously map the signal to ensure that victims are safe and that any parole
or similar rules are being followed. This has traditionally been performed using
EM, which is a method of supervision through constant location monitoring [305].
Through more modern methods such as GPS [306] or connecting to mobile net-
works, it is possible to augment the data collected by an EM device to be more
precise and mapped for effective surveillance.

A.2.1.1 Electronic Monitoring

EM began in the early 1980s in the US and spread rapidly after positive initial
claims in reducing control deficits in community supervision [305]. The first EM
systems employed radio frequency identification (RFID) technology. RFID tech-
nology is based on a tag with a unique identifier that sends data to an electronic
reader through wireless radio frequency waves, allowing identification and track-
ing of it. RFID technology was first employed to confine offenders (or pre-trial
defendants) to a particular location (usually their home) [307]. The work in [308]
showed that placement of sex offenders in EM programmes reduced the proba-
bility of their return to prison and postponed their return to prison. The use
of RFID technology was then extended to the protection of victims of domestic
violence. Victims were provided with receivers so that they were alerted when
an offender was present within a pre-established control perimeter, which was
normally set to be around the victim’s home [309] (see also Fig. 2).

Concerns about the effectiveness and privacy of EM have also been consid-
ered; for example, a study on the effectiveness of EM in reducing crime was not
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supported by existing data [310], the authors identified the need for future studies
to investigate and draw conclusions on the effectiveness of technology in reducing
crime before recommendations can be made regarding the use of technologies. A
similar conclusion has also been found in a study on EM after prison in Argentina,
in a comparison between two judges who allocate EM differently [311], with the
authors identifying a large and negative effect on criminal recidivism compared
to the case of prison. Despite this, other work has considered the cost-benefit
analysis of using EM technologies, where data from a national survey were used
to estimate the costs and benefits on EM technologies [312]. The authors found
that EM technologies would avert an estimated 781,383 crimes every year, which
would provide a social value of the reduction in crime of $481.1 billion, highlight-
ing the potential of technology to be cost effective for wide scale deployments.
There is only a limited selection of literature on EM effects on the privacy of
those it is provided to, however, work has been conducted considering the effect
of EM in the workplace, where it is considered a potential privacy risk when
implemented for non-crime related populations [313].

A.2.1.2 Global Positioning System

The second generation of EM technologies incorporated the use of GPS. GPS is
a satellite-based global navigation system that provides geolocation through the
use of a network of satellites orbiting the Earth at an altitude of approximately
20,200 km. To estimate the geo-location, a GPS receiver intercepts the signals of
at least three network satellites at regular intervals of time. A posteriori, based
on the time it takes to receive each of the satellite signals, the geo-location of
the GPS receiver is calculated via trilateration. The use of GPS technology as a
crime prevention tool has gained increasing attention since the late 1990s [306].
The ability to customise exclusion zones and provide instant alerts when they
are violated has extended the use of electronic monitoring to sex offenders and
post-work release offenders [51]. A pictorial example of how GPS technology is
used in this context can be seen in Fig. 2. More applications, such as tracking
terrorist suspects to gain insight into their spatial and temporal behaviour, have
recently been proposed [314].
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Figure 2: Diagram presenting how GPS geo-location can be applied to electronic
monitoring in the context of urban or suburban neighbourhoods. The illustration
presents an exclusion zone around the victims house, with the GPS tracker being
outside of the exclusion zone.

A.2.2 Short-Range Sensing

Short-range wireless communication transceivers, such as Bluetooth and WI-FI
are widely incorporated into many portable and mobile devices, including lap-
tops, mobile phones, and smart watches. During the manufacturing process, a
wireless module is assigned a unique identification (ID) in the form of a 48-bit
Medium Access Control (MAC) address [315]. This address is then used to iden-
tify and authenticate a device when communicating with other wireless devices.
Short-range sensing makes use of the MAC address or Bluetooth identifiers to
count the number of devices within range of the sensors, this enables approxima-
tions as to specific devices or the number of individuals in a crowd [316]. The
dimensions of the crowd can then be used for several applications, including for
the purposes of crime prevention. Despite this, concerns relating to the privacy
of such implementations are common, with manufacturers implementing MAC
address randomisation to counter tracking methods using probe requests [317].
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A.2.2.1 Wi-Fi

Wireless sensing is an emerging area of information tracking in the population;
wireless sensing is the process by which information is collected about the pub-
lic through wireless signals (e.g., [318–321]). Data capture techniques that are
possible often focus on monitoring crowds or individuals based on data collection
requirements. For example, Wi-Fi sensing research will often use aggregation of
individual device clusters, making it useful for crowd sensing, such as in the case
of crowd detection for Covid-19 overcrowding prevention [316]. Although Wi-Fi
sensing can be used to detect wireless packets in transit by individual devices,
there are limited examples of this; most Wi-Fi sensing work has a focus on large
groups, and Bluetooth sensing on individual devices. There is a small focus on
crime prevention, such as detecting emerging problematic crowds or using it as a
method of detecting intrusions of specific Wi-Fi devices on a local network [322].

There are two main approaches to using Wi-Fi for sensing; these can be iden-
tified as the use of individual Wi-Fi probe requests for node-node communication
and Wi-Fi access point scanning for identifying the number of devices connected
to a hub:

• Wi-Fi probe requests refers to the use of Wi-Fi packet sniffing and intercept-
ing to count and collect data from IEEE802.11 Wi-Fi probe requests [317],
which can be used to collect large amounts of data according to the pack-
ets shared by mobile devices. This data, while useful in context, cannot
capture rich details about individuals due to MAC address randomisation.
Despite this, the ability to link data from similar devices is possible [323],
including using methods such as Wi-Fi fingerprinting or crowd analysis.

• Wi-Fi access point scanning is the scanning of public wireless access points
and monitoring changes in signal strength to gather estimation insights
[324, 325] on the size of a crowd. This method uses access points that
already exist in most locations, which can then be linked to a wider network
area.

Although only minor examples of the use of Wi-Fi sensing technologies in
crime prevention are described in the existing literature, the potential use of
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such technologies in practise is widespread, with commercial entities using this
data to analyse the urban environment and co-locate potential shopfronts. Ques-
tions about the effectiveness of these approaches in direct identification and pri-
vacy concerns related to General Data Protection Regulation (GDPR) commit-
ments [326] may be the reason why crime prevention professionals consider al-
ternative and more interoperable approaches. There are still opportunities to
deploy existing resources to emerging situations [315], however, there are ques-
tions about the usefulness of this approach over the more widespread and reliable
CCTV networks available in most urban areas.

A.2.2.2 Bluetooth

Bluetooth devices can interact with other nearby Bluetooth devices within their
signal range (10m to 100m, depending on the radio transceiver) by sending and
receiving radio waves within a band of 79 different frequencies centred at 2.45
GHz. Using such radio waves, along with the identification capabilities provided
by the unique MAC address assigned, a Bluetooth device can continuously mon-
itor other Bluetooth devices nearby (within its signal range) and also identify
the type of device associated with such MAC address (for example, whether it
is a smart phone or a laptop) [327]. The Received Signal Strength Indicator
(RSSI) provides an estimated measure of the power present in a received radio
signal. As shown in previous research [328–330], RSSI can be used to estimate
the approximate distance that a Bluetooth receiver is from a Bluetooth emitter.

Using the above characteristics of this technology, various researchers have
employed Bluetooth technology to estimate the social context surrounding a per-
son [160] (see Fig. 3) or to estimate pedestrian flows in specific locations [331,332].
The authors of [161] discuss how such monitoring capabilities could be used to
prevent or investigate infant and elementary school kidnapping. They note that
kidnappings tend to take place when children are alone and that a system could
be used to continuously log the Bluetooth devices near a child and, when none
are detected, an accelerometer is used to monitor their activity. Ultimately, they
suggest, a mobile application (where the Bluetooth logs can be visualised) could
be provided to the child’s parents so that they can monitor their children’s social
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context throughout the day.

Figure 3: A illustration of social context monitoring via Bluetooth device scan-
ning. The examples presented in the diagram display a n=0 situation where no
other devices are scanned, and a n=5 situation where multiple other devices are
scanned.

A.2.3 Affective Computing

Affective computing is a field of study based on designing and developing technol-
ogy that can recognise, interpret and respond to human emotions. In the context
of crime prevention, affective computing could potentially be used to develop sys-
tems that can identify individuals who are at risk of committing a crime, based
on their emotional state and behaviour. Affective computing research has become
aware that there is a relationship between physical health and emotional state of
an individual [333] and given this, the field has gained a significant amount of
attention in the past few years [334–336].

Affective computing, or emotional intelligence, is the study and development
of systems for the recognition, processing, and interpretation of human affects.
Typically, this is performed with the use of wearable devices or smart textiles by
which various physiological signals related to stress levels are measured, processed
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and interpreted. Electrodermal activity and heart rate variability are two main
examples of physiological signals used in affective computing. Although affective
computing is still in its infancy, several studies have shown that such signals
can be translated into relevant features, which ultimately lead to estimates of
human stress levels. For example, research studies in [337,338] have used the MIT
Stress Recognition in Automobile Drivers Database [339] to classify between three
different stress levels (low, medium and high) in three different driving scenarios.

Affective computing has not been shown to be used in the context of crime
prevention when conducting a literature review; however, anticipating high levels
of stress could help prevent crime. The literature in the field suggests that both
mental disorder and violence can be caused by the stress an individual experiences
[340]. Mental disorders have been shown to increase the chances of committing
a crime. For example, in the study conducted by [341] using a random Swedish
birth cohort, it was found that men with major mental disorders were more than
ten times more likely than men without mental disorders to have a criminal
history and four times more likely to be registered for a violent offence. Similar
research [342–344] suggests that on average victims of domestic violence have
poorer mental health, which can lead to other problems, such as depression or
anxiety.
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