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Abstract: A strong predictor of children’s language is performance on non-word rep-
etition (NWR) tasks. However, the basis of this relationship remains unknown. Some
suggest that NWR tasks measure phonological working memory, which then affects
language growth. Others argue that children’s knowledge of language/language expe-
rience affects NWR performance. A complicating factor is that most studies focus on
school-aged children, who have already mastered key language skills. Here, we present
a new NWR task for English-learning 2-year-olds, use it to assess the effect of NWR
performance on concurrent and later vocabulary development, and compare the chil-
dren’s performance with that of an experience-based computational model (CLASSIC).
The new NWR task produced reliable results; replicating wordlikeness effects, word-
length effects, and the relationship with concurrent and later language ability we see
in older children. The model also simulated all effects, suggesting that the relationship
between vocabulary and NWR performance can be explained by language experience-
/knowledge-based theories.

Keywords vocabulary development; non-word repetition; syntax development; phono-
logical working memory; computational modelling; CLASSIC

Introduction

A strong predictor of children’s language ability is performance on the non-
word repetition (NWR) task, in which children are asked to repeat nonwords
of varying lengths (e.g., pomaguv). Despite its simplicity, performance on
this task robustly correlates with language knowledge. The relationship holds
across the whole of middle childhood (Adams & Gathercole, 1995, 2000;
Gathercole et al., 1992; Gathercole & Adams, 1993; Gathercole & Baddeley,
1989; Roy & Chiat, 2004), in multiple languages (see Coady & Evans, 2008,
for a review), and in children with and without language disorders (see Graf
Estes et al., 2007, for a meta-analysis). It also holds across different language
measures, such that NWR performance both correlates with vocabulary and
predicts children’s ability to learn novel words in the lab (Bowey, 2001; Chiat
& Roy, 2008; Gathercole & Baddeley, 1989, 1990). The relationship cannot be
explained by variables such as age, reading ability, or nonverbal intelligence,
or by appealing to children’s articulation skills (Adams & Gathercole, 1995,
2000; Baddeley, 1986a; Gathercole et al., 1992, 1999).

When Gathercole and Baddeley first assessed the relationship between
NWR performance and language, they assumed that NWR tasks measured the
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capacity of phonological working memory (Baddeley, 1986b, 2000; Baddeley
& Hitch, 1974; Gathercole, 2006; Gathercole & Baddeley, 1989). However,
we now know that successful performance calls on a number of different skills
(Coady & Evans, 2008; Snowling et al., 1991). Most pertinently, although the
task uses nonwords to minimize the effect of known words (Gathercole et al.,
1992), there is still a strong influence of prior linguistic knowledge on perfor-
mance. For example, there are strong wordlikeness effects, such that nonwords
that contain phoneme sequences that occur in the child’s native language are
repeated more accurately (Dollaghan et al., 1993, 1995; Edwards et al., 2004;
Gathercole, 1995; Gathercole et al., 1991; Keren-Portnoy et al., 2010; Munson
et al., 2005; Szewczyk et al., 2018), and there is evidence that performance
correlates with increases in linguistic knowledge in monolingual and bilingual
children (Messer et al., 2015). Because of this, some recommend that NWR
tasks be “used as a method to assess the structural organisation of the phono-
logical lexicon,” rather than as a measure of phonological working memory
capacity (Coady & Evans, 2008, p. 3), and some modeling work provides evi-
dence supporting this suggestion (see below).

One influential idea is that differences in NWR performance reflect not
just linguistic knowledge in general but, more specifically, differences in chil-
dren’s knowledge of sublexical representations (representations corresponding
to parts of words, e.g., the phoneme [d] or the phoneme sequence [dɒ]). For
example, Szewczyk et al. (2018) investigated a range of potential predictors
including length, phonotactic probability, lexical neighborhood, and phono-
logical complexity. Performance across the 150 different nonwords tested was
best explained by the amount of support that a nonword received from sub-
lexical representations of all grain sizes, which led the authors to propose a
new index of sublexical support (average phonemic ngram frequency) to mea-
sure these representations. Additional evidence comes from a series of simula-
tions by Jones and colleagues (see, e.g., Jones, 2016; Jones et al., 2007; Jones
& Macken, 2018), who demonstrated that an experience-based model with a
fixed processing limit that learns both lexical and sublexical representations
can model developmental changes in children’s NWR performance as well as
the relationship with vocabulary.

The assumption behind Jones and colleagues’s model (originally EPAM-
VOC, now CLASSIC) is that, although there is a limit on the amount of in-
formation that we can process at any one time (three to five chunks or mean-
ingful items in young adults; Cowan, 2010), this limit does not vary across
individuals or development.1 Rather, the driver of individual and developmen-
tal differences is the amount of linguistic material already stored in the child’s
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lexicon. Experience with language leads children to build both lexical (word-
level) and sublexical chunks of linguistic information in long-term memory.
Children who hear more input build more lexical chunks (i.e., have bigger vo-
cabularies) and, at the same time, build more and longer chunks of sublexical
knowledge (which they can use to solve NWR tasks). In other words, different
amounts of linguistic experience explain individual differences and develop-
mental increases in NWR performance, and also explain why there are strong
correlations between NWR performance and vocabulary.

The CLASSIC model predicts, in particular, that we should find strong as-
sociations between NWR performance and vocabulary development in 2-year-
olds (i.e., children who have already learned to segment speech into words
and are now rapidly expanding their vocabulary), since it suggests that, with
exposure to language, a larger repertoire of both sublexical chunks (used in
NWR tasks) and lexical chunks (vocabulary) is acquired. This means that high
scores on NWR tasks should be related to larger vocabularies. However, al-
though there is substantial evidence for a link between NWR performance and
vocabulary, the majority of both experimental and modeling work on this topic
has been with school-aged children, who have already mastered many key lan-
guage skills. There are only a handful of studies with preschool-aged children,
very few of which assess development over time (e.g., Chiat & Roy, 2008;
Gathercole & Adams, 1993; Hoff et al., 2008; Jones et al., 2007; Newbury
et al., 2016; Roy & Chiat, 2004; Stokes et al., 2013; Stokes & Klee, 2009;
Torrington Eaton et al., 2015; Verhagen et al., 2019). Given the substantial
cognitive and linguistic advances made during the first years of life, we cannot
assume that effects found in school-aged children will be replicated at younger
ages. In fact, there is some evidence that, although the direction of the corre-
lation remains the same, the direction of the causal relationship changes with
age; for example, that NWR ability plays a causal role in vocabulary growth
before, but not after, age 5;0, perhaps because it is only in younger children that
the constraint measured by NWR performance is limited enough to affect ev-
eryday speech processing (Cheung, 1996; Gathercole et al., 1992; Gathercole
& Adams, 1993). This means that it is not possible to draw conclusions about
the size or direction of the causal relationship between NWR performance and
language development in preschoolers from work on school-aged children.

The first goal of the present study was to create a new NWR task specif-
ically for 2-year-olds and to use this to assess the effect of NWR perfor-
mance on concurrent and later vocabulary development. The second goal was
to then compare the performance of the children with that of an experience-
based model (CLASSIC), to determine if the model can simulate NWR
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performance and the relationship with vocabulary in the preschool years.
Our overarching aim was to test whether the relationship between language
and NWR performance in English speaking 2-year-olds can be explained by
language-experience-based theories.

Testing the Relationship Between Nonword Repetition Performance and
Language Growth in 2-Year-Olds with a New Age-Appropriate Nonword
Repetition Task
Studies of NWR performance and its relation with vocabulary in preschool
children are scarce and sometimes contradictory. For example, of the three
studies that measure whether 2-year-olds’ NWR performance predicts later
language growth, one reported a clear relationship over time (Chiat & Roy,
2008), one reported no evidence of NWR performance predicting unique vari-
ance (Newbury et al., 2016), and one reported a reciprocal relationship, but
with stronger predictions from early vocabulary to later NWR performance
than vice versa (Verhagen et al., 2019). One of the reasons for the scarcity
of studies is the difficulty of administering experimental tasks to children this
young. For example, it is difficult to encourage 2-year-olds to repeat nonwords
in a laboratory situation, which means that, even if the number of children re-
cruited to a study is initially large, the number of children who contribute to
the final analysis can be small (see, e.g., Gathercole & Adams, 1993). Then,
when young children do try to repeat the nonword, it is difficult to determine
whether errors simply reflect the articulation problems that are common at this
age (e.g., producing chor as tor; Keren-Portnoy et al., 2010; Krishnan, 2017).
In fact, there is some evidence that substantially smaller correlations between
2-year olds’ NWR performance and vocabulary are observed when the effects
of articulatory difficulty are controlled for (e.g., when clusters are removed to
avoid cluster simplification; Torrington Eaton et al., 2015).

To address these issues, we created a new NWR task designed to be suitable
for children as young as 24 months. We evaluated the robustness of the new
task by investigating whether the results were reliable over time and whether we
could replicate two classic effects from the literature: the effect of wordlikeness
(that wordlike nonwords will be repeated correctly more easily than nonword-
like nonwords) and that of word length (that nonwords with fewer syllables will
be repeated correctly more easily than longer nonwords). We then assessed the
relationship between NWR performance and vocabulary not just concurrently
but also longitudinally, using data from parent report checklists (Communica-
tive Development Inventories [CDIs]) of children’s vocabulary completed at
multiple time-points between 27 and 37 months and from a standardized test
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of receptive vocabulary (the British Picture Vocabulary Scale, Third Edition
[BPVS-3]) administered at 36 and 42 months.2 If NWR tasks are capturing in-
dividual differences that have an effect on language acquisition, we expect that
NWR performance will not only correlate with concurrent linguistic knowl-
edge, but also predict subsequent language growth in 2-year-olds.

Simulating the Relationship Between Nonword Repetition Performance
and Vocabulary Growth in 2-Year-Olds
Our second goal was to compare the performance of the children with that
of an experience-based computational model fitted with a fixed processing
limit. This allowed us to test whether we can explain individual differences in
NWR performance, and its relationship with vocabulary, in terms of different
amounts of linguistic experience. This model is CLASSIC (Chunking Lexical
and Sublexical Sequences in Children), a computational cognitive model that
has been used to simulate the learning and processing of lexical content in
child-directed speech and experimental tasks (Jones, 2016; Jones et al., 2007,
2014; Jones & Macken, 2018; Jones & Rowland, 2017).

CLASSIC is a derivative of the EPAM/CHREST3 architecture (Gobet et al.,
2001) that uses an associative chunking mechanism to both process incom-
ing utterances and expand the current knowledge base. Chunking is a process
where multiple individual elements are compressed and recoded into a sin-
gle perceptual unit (Cowan, 2010; Gobet et al., 2001; Miller, 1956), such as
when strings of phonemes are grouped to form a word. This process of build-
ing chunked representations through association is a fundamental part of hu-
man learning and processing, explaining both why experience leads to more
efficient processing of a stimulus within the confines of a limited processing
window (Cowan et al., 2004; Gobet & Clarkson, 2004; Miller, 1956) and why
experience influences acquisition (Christiansen, 2019; Jones & Rowland, 2017;
McCauley & Christiansen, 2011, 2017; Perruchet, 2019; Perruchet & Pacton,
2006).

Figure 1 provides a schematic representation of how CLASSIC learns. At
the outset of learning, CLASSIC has no knowledge of the target language
(here, British English) other than an inventory of phonemes.4 Learning pro-
gresses in a very simple way: First, an utterance is coded into as few chunks as
possible based on whatever chunks CLASSIC has learned (the Processing layer
in Figure 1), and second, adjacent chunks are grouped to form a new chunk (the
Learning layer in Figure 1). Initially, CLASSIC represents an entire utterance
phonemically; for example, it will require nine chunks to fully comprehend
a nine-phoneme utterance such as Where’s the dog ([w/e/ə/z] [ð/ə] [d/ɒ/g]; in
this notation, chunks are separated by “/”). Learning will form new chunks
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Figure 1 Learning in CLASSIC after three presentations of Where’s the dog. Pink
and yellow squares represent how CLASSIC chunks the input. Yellow squares indi-
cate the chunks that CLASSIC has accessed in its processing window (on average 4.5
chunks per parse) which probabilistically favour the ends of utterances (here, the model
processes 4, 4, and 5 chunks at each presentation respectively). Blue squares repre-
sent chunks learned from the input after each presentation. CLASSIC starts with only
knowledge of phonemes. 1st presentation: Processing: CLASSIC is limited to process-
ing 4 chunks. Since it starts out with only knowledge of phonemes, it parses the input as
9 one-phoneme chunks, only 4 of which are accessed for learning ([ə],[d],[ɒ] and [g]).
Learning: From the 4 one-phoneme chunks it has accessed, it creates (learns) two new,
bigger chunks by combining adjacent accessed chunks and storing them in the lexicon
([d/ɒ/] and [ɒ/g/]; note that CLASSIC does not chunk phonemes across different words
unless the words themselves are full chunks. 2nd presentation: Processing: CLASSIC
is limited to processing 4 chunks. It has already chunked [d/ɒ/], which enables it to pro-
cess this two phoneme sequence as one chunk. This means that it can process more of
the utterance than it did at the 1st presentation (5 phonemes as 4 chunks: [ð], [ə], [d/ɒ/],
and [/g/]). Learning: From the 4 chunks it has accessed, it again combines adjacent
chunks, resulting in two new, bigger, chunks: [ð/ə/] and [d/ɒ/g/]. Note that CLASSIC
has now learned two complete words, each represented as 1 chunk: the ([ð/ə/]) and dog
([d/ɒ/g/]). 3rd presentation: Processing: CLASSIC is limited to processing 5 chunks:
the newly learned words [ð/ə/] and [d/ɒ/g/] together with 3 more chunks [w], [ə] and
[z]. Learning: Adjacent chunks are then chunked again: [ə/z], [ð/ə/ d/ɒ/g/]. Note that
because [ð/ə/] and [d/ɒ/g/] are whole words. (the, dog), CLASSIC chunks them into a
phrase.

that pair adjacent chunks such as /dɒ/ and /ɒg./5 Later, after some experience
with the language, the model starts to learn word-level chunks, representing the
dog using two single lexical chunks: /ðə/ and /dɒg/. Still later in development,
phrases are learned, such as /ðədɒg/.

CLASSIC has a processing constraint set to an average of 4.5 chunks,6

which probabilistically limits the number of chunks it can parse and access for
learning. For example, if the is coded as two phonemes (/ð/, /ə/), the /ðə/ chunk

7 Language Learning 00:0, xxxx 2024, pp. 1–45
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will only be learned if both /ð/ and /ə/ are accessed. However, the processing
constraint does not vary across individual models or across development. This
means that if CLASSIC simulates differences in NWR performance, it does so
because of differences in the amount and type of linguistic knowledge stored in
long-term memory, not intrinsic differences in processing capacity. For exam-
ple, early in learning, a three-syllable nonword such as doitervab will need to
be coded using many chunks (e.g., six: /d/, /ɔɪ/, /tə/, /v/, /æ/, /b/), so is unlikely
to be processed in full or repeated correctly. However, later in learning it will
be coded using a smaller number of chunks (e.g., four: /dɔɪ/, /tə/, /væ/, /b/), at
which point there is a strong probability that the whole utterance will fit within
the 4.5-chunk processing window, and be repeated correctly. In other words,
“young” CLASSIC models, and CLASSIC models that receive less language
input, perform less well on NWR tasks because they know less language. The
more language CLASSIC is exposed to, the better it performs.

CLASSIC has been used previously to simulate NWR performance and its
relationship with vocabulary development (e.g., Jones, 2016; Jones et al., 2007,
2014; Jones & Macken, 2018). Most relevant are Jones et al. (2007) and Jones
(2016), both of which report successful simulations of 2–3- and 4–5-year-old
children’s NWR performance and its relationship with concurrent vocabulary.
In the research presented here, we built on these studies in a number of ways.
First and perhaps most importantly, we collected extensive longitudinal data on
children’s NWR performance and growth in vocabulary knowledge between 25
and 42 months of age. This enabled us to investigate whether the model’s NWR
performance predicted the relationship between NWR performance and vocab-
ulary not just concurrently but also longitudinally over the next 2 years. We also
widened the range of language experience levels tested by combining all utter-
ances in a number of corpora of child-directed speech and extracting varying
quantities to use as input. Finally, we created a novel method of matching chil-
dren and simulations on vocabulary knowledge, which allowed us to make di-
rect comparisons between them. To do this, we estimated the point in learning
at which the simulations were equivalent to 25- and 31-month-old children in
terms of vocabulary scores (these being the ages at which the NWR tests were
administered), then compared the NWR performance of children and simula-
tions at those ages, and assessed the effect of NWR performance at those points
in learning on the simulation’s concurrent and subsequent vocabulary growth.

To sum up, the present study had two goals. First, we created a new NWR
task that was designed to be engaging for children as young as 24 months,
validated it by determining whether the results were reliable over time (by
comparing performance at 25 and 31 months), and tested whether it yielded
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wordlikeness and word-length effects. We then tested whether performance on
this new task predicted vocabulary growth over the next 2 years. Second, we
simulated the data using a computational model to determine whether the re-
lationship between NWR performance and vocabulary could be explained as
emerging from differences in the amount and/or type of knowledge (particu-
larly sublexical knowledge) stored in the mental lexicon.

Method

Participants
This study formed part of a longitudinal project (the Language 0–5 Project)
approved by the University of Liverpool Research Ethics Committee. Ninety-
five monolingual British English-speaking families were recruited: an initial
sample of 89 families when the child was 6 months of age and an additional six
families at 15 months of age. One child was excluded because of a persistent
ear infection, and four families did not continue after the initial visit. By the
end of data collection (at age 4;6), a further 13 had dropped out. All infants
were born at full term, none were of low birth weight, and all were typically
developing when recruited.

NWR tasks were administered at the 25- and 31-month age-points, and
data on vocabulary were collected from parent report instruments (Lincoln
CDI, CDI-3) at regular intervals between 25 and 37 months (seven age-points
in total) and from a standardized test (BPVS-3) at 36 and 42 months. At 25
months, 75 children took part in the NWR task, 67 of whom (89%, 35 fe-
male) provided usable data (i.e., at least one valid response; mean age 25.86
months, range = 25.17–26.73). At 31 months, 74 children took part in the
NWR tasks, 71 of whom (95%, 37 female) provided usable data (mean age
31.96 months, range = 31.03–32.93). CDI scores for vocabulary were avail-
able from all participants for at least one age-point; 85.3% provided data at all
three Lincoln CDI age-points (25, 27, and 30 months), 71.6% provided data at
the four CDI-3 age-points (31, 34, 36, and 37 months), and 94% provided data
at both BPVS-3 age-points (36 and 42 months).

Materials
Nonword Repetition Test
We created a NWR task for 2-year-olds that was designed to be engaging,
and that avoided, as much as possible, nonwords containing phonemes that
are commonly misarticulated by 2-year-olds. Full details of the stimulus cre-
ation procedure and scoring, including which nonwords were included or ex-
cluded and why, can be found in Appendix S1 in the Supporting Information

9 Language Learning 00:0, xxxx 2024, pp. 1–45
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online and in the Open Science Framework (OSF) repository. We started with
a large list (n = 123) of one-, two- and three-syllable nonwords that had been
used in previous tasks (Dollaghan & Campbell, 1998; Gathercole & Badde-
ley, 1996; Jones et al., 2007, 2010, 2014; Roy & Chiat, 2004; Stokes & Klee,
2009; Tamburelli et al., 2012). We first coded the nonwords for articulatory
ease based on work by Grunwell (1981). We then discarded, as much as possi-
ble, nonwords containing phonemes or phoneme combinations with which 2-
year-old English-learning children are likely to make articulation errors, such
as consonant clusters (e.g., bl) that are likely to be simplified and late-acquired
sounds (e.g., coronal fricatives and liquids) that are likely to elicit stopping-
and gliding-type substitutions (see also Keren-Portnoy et al., 2010). We coded
items for word length in syllables and for wordlikeness (defined in terms of
biphone probability and neighborhood density) and then chose and adapted
items to reduce the possibility that regional accent differences could be misin-
terpreted as errors.

This resulted in 36 suitable nonwords divided into two lists of 18 nonwords
for the 25-month and 31-month age-point respectively, which each included
six 1-syllable, six 2-syllable, and six 3-syllable nonwords. Half of the non-
words at each word length were wordlike and half were not wordlike. The non-
words were placed in semirandom order within the lists (order of presentation:
1-syllable – 2-syllable – 3-syllable). We added natural English stress patterns
(strong–weak for two syllables, strong–weak–weak for three syllables) and cre-
ated phonetic transcriptions for training purposes.

Communicative Development Inventories
The Lincoln CDI (Meints et al., 2017) was administered at the 25-, 27-, and
30-month age-points. It is a British English adaption of the MacArthur-Bates
CDI Words & Sentences, and comprises a parent report checklist that con-
tains, among other sections, a vocabulary scale of the most common vocabu-
lary items in UK children’s vocabulary between 18 and 30 months of age (total
possible vocabulary score = 689). The CDI-3 (Dale, 2007) was administered
at the 31-, 34-, 36-, and 37-month age-points. It is a British English CDI cre-
ated for the UK-based Twins Early Development Study and comprises a brief
parent report checklist for children between 30 and 37 months that contains a
short vocabulary scale (total possible vocabulary score = 100) and a short syn-
tactic complexity section (not reported). Information about CDI construction,
validity, and reliability is provided by Fenson et al. (2007).
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Rowland et al. NWR and Vocabulary Growth in Two-Year-Olds

British Picture Vocabulary Scale, Third Edition
The BPVS-3 was administered at 36 and 42 months of age. It is a standardized
measure of receptive vocabulary for 3- to 16-year-old British English children,
with good reliability and validity (Dunn et al., 2009). Children are asked to
point to the picture that best matches a word’s meaning, choosing from an array
of four images. A stopping rule is applied when children respond incorrectly
to eight or more target items in a set (14 sets, each containing 12 target items;
total possible score = 168).

Other Materials
A puppet (Franklin the Frog), a Fuzzy Felt picture board and stickers, a video
camera to record the session for offline coding, and a score sheet were also
used.

Procedure
The NWR task was embedded in a longer lab session, including additional
tasks not reported here. The experimenter explained, “We are going to play
a copying game; Franklin [the frog hand puppet] will say some words and we
have to copy them. Some of the words sound funny, but we’ll try and copy them
anyway.” The session began with three real-word practice items (cow, button,
elephant) followed by the 18 nonwords. Parents could help the children repeat
the practice items only. Each time the child attempted to copy the nonword,
they received a Fuzzy Felt sticker to place on a board. By the end of the study,
the child had created a full picture on the board.

All nonwords were produced live by the experimenter using a natural
prosodic pattern (see also Keren-Portnoy et al., 2010; Roy & Chiat, 2004;
Stokes & Klee, 2009; Torrington Eaton et al., 2015). Each nonword was mod-
eled a maximum of twice, always in a carrier phrase (e.g., “Can you say … ?”).
If the child failed to respond to the second iteration, the experimenter encour-
aged the child once more but without repeating the word (e.g., “Can you say
it? What did he say?”). If there was still no response, they moved on to the next
item.

Simulations
The CLASSIC model was rebuilt using the Python 3.10 programming lan-
guage. As input, we used the childesr package (Sanchez et al., 2019) to ex-
tract from the CHILDES database (MacWhinney, 2000) all fully intelligible
utterances addressed by British English caregivers to children aged 1;10 to
4;10. This resulted in 712,441 utterances directed to 2-year-olds (1;10–2;10),

11 Language Learning 00:0, xxxx 2024, pp. 1–45
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294,670 utterances directed to 34-year-olds (2;10–3;10), and 67,130 utterances
directed to 4-year-olds (3;10–4;10). Each word in the transcripts was converted
to its constituent phonemes using a lexicon (https://github.com/cmusphinx/
cmudict), with phonemic transcripts for unknown words added manually for
all words occurring with a frequency of 100 or more across all transcripts.
This enabled us to retain 96% of the original orthographic utterances in their
phonemic form. The boundaries between words were also retained.

Our prediction was that variance in language experience would predict in-
dividual differences in NWR task performance and its relationship with vocab-
ulary. Thus, the number of utterances presented to CLASSIC was manipulated
to capture the variance in language input that different children hear in their
learning environments. Data from all CHILDES transcripts were pooled, and
novel input samples were generated by randomly selecting utterances from the
pooled data. Temporal characteristics of the utterances were retained by cre-
ating 10 sample bins to randomly select utterances from, each reflecting the
time-point at which the utterance occurred; for example, Bin 1 contained utter-
ances to children aged 1;10∼2;2, bin 2 from 2;2∼2;6 etc. The number of utter-
ances in the resampled transcripts ranged from 1,500 to 120,000, increasing in
equal increments of 1,500 utterances and retaining the temporal characteristics
of the original transcripts; for example, the 1,500-utterance samples contained
150 utterances from Bin 1, then 150 utterances from Bin 2, and so on. Thus,
we simulated learning at 80 unique input quantity levels from low (1,500 utter-
ances) to high (120,000). Note that all inputs captured utterances that appeared
across the whole age range and captured individual differences in exposure to
language by varying from 1,500 utterances to 120,000 utterances. Utterances
aimed at 2–3-year-old children constituted one third of each input, which is
consistent with previous simulations (e.g., Jones et al., 2007).

Since learning in the model is dependent on a processing constraint that
averages 4.5 chunks, the results were slightly different each time the models
were run. Thus, five separate samples were generated for each quantity level
and were individually presented to the model. In total, the results of the present
work were based on 400 (5 × 80 input levels) simulations.

Comparing Children and Simulations
To compare child and simulation performance, we identified the stages in the
learning cycle at which the simulations could be considered to be equivalent
to a 25- and 31-month-old child in terms of vocabulary. We estimated this
based on the median number of words on the MacArthur CDI Words & Sen-
tences known by English-learning children according to the data from the CDI
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available on Wordbank (Frank et al., 2016; N = 4,868). To match to the 25-
month age-point, we extracted from Wordbank the median number of words
that were produced by 25-month-old English-learning children: Mdn = 373.
We then identified the point in the learning cycle at which the median model
also knew approximately 373 words on the CDI, which was after 13% of input
had been seen (see below for how we calculated how many words the simula-
tions knew). We used this point in the learning cycle (13%) as the 25-month
age-point for all models. To match to the 31-month age-point, we extracted
from Wordbank the median number of words that were produced by 30-month-
old English-learning children: Mdn = 558 (no 31-month data are available on
Wordbank). The median model knew approximately 558 words after 48% of
input had been seen, so we used this point in the learning cycle (48%) as the
31-month age-point for all models.

Coding the Nonword Repetition Task
Children
Responses were phonemically transcribed in ELAN (https://archive.mpi.nl/tla/
elan) and exported into a CSV file for coding. The following were excluded:
null responses, unclear responses (e.g., a mumbled response or a response ob-
scured by something in the child’s mouth), responses to targets in which the
experimenter’s voice was obscured (e.g., by background noise), and responses
in which the experimenter made a pronunciation error or exceeded the number
of presentations allowed. We also excluded items repeated spontaneously by
the child (e.g., not immediately preceded by the target), and those for which
the parent accidentally prompted the child. If a child repeated a nonword more
than once, we scored their first scorable attempt. There were, on average, 16.43
valid responses per child at 25 months (range = 8–18, SD = 2.56) and 17.23
at 31 months (range = 7–18, SD = 1.68). Most invalid responses were unclear
or null responses (67% of invalid responses at 25 months, 62% at 31 months).

Although we had excluded most phonemes or phoneme combinations that
young children find difficult to articulate, this had not always been possible,
so we created two coding schemes, one that allowed for common articulatory
substitutions and one that did not. We also coded for errors at different lev-
els: at the word level (1 = all consonants correct; 0 = at least one error) and
the phoneme level (proportion of consonants correct7), since there is no cod-
ing consensus on this in the literature. We ran assumption tests for normality
and chose the scheme that best fitted the assumptions for statistical analysis:
the word-level coding scheme that allowed for common articulatory errors.
However, note that the pattern of results reported below was replicated across

13 Language Learning 00:0, xxxx 2024, pp. 1–45
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all four schemes. Interrater agreement, calculated on the 25-month data from
eight participants (items = 276) by two coders trained in phonemic transcrip-
tion, was 93.8% (Cohen’s kappa = .86). The outcome variable for item-level
analysis was simply whether the item had been repeated correctly or not (0/1).
Participants’ total NWR scores were calculated as a proportion of trials out
of the total number of trials where the item was successfully repeated at 25
months and 31 months.

Simulations
The simulations were given the same NWR items as the children at the 25-
month age-point (after 13% of training input) and 31-month age-point (after
48%). No learning took place during this test battery. Each nonword was pre-
sented 100 times to gain a reliable estimate of nonword accuracy because the
probabilistic processing constraint accesses 4.5 chunks on average. The out-
come variable for item-level analysis was the proportion of times all the chunks
that were needed to process the nonword fitted within the 4.5-chunk process-
ing constraint (i.e., the proportion of times out of 100 that the nonword could
be considered to have been “repeated” correctly; from 0 to 1), which was then
averaged across the five simulations at each input level. The simulations’ total
NWR score was calculated by averaging across the scores for each nonword to
yield a score out of 1 at the equivalent of 25 months and 31 months.

Coding: Vocabulary
Children
Expressive vocabulary CDI scores were calculated according to the instruc-
tions in the manual. BPVS scores were calculated by summing the total num-
ber of correct picture choices made by the child before the stopping rule was
applied.

Simulations
CDI scores were calcuated by identifying how many vocabulary items from
the Lincoln CDI and CDI-3 existed as a single chunk in the model’s learned
chunks (i.e., had been learned as one whole entity; this included phrases such
as thank you). Where the CDI offered alternatives (e.g., telly/TV/television),
knowledge of any of the items as a single chunk was taken as knowledge of the
vocabulary item. BPVS scores for individual items were assessed as correct if
the model knew the word as a single chunk. The score was the total number of
correct items identified before the stopping rule was applied. When children do
not know the correct answer in the BPVS-3 test, they tend to point to a picture
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at random, so we enabled the simulations to do the same (i.e., if the simulation
did not know a word, it guessed at random). A similar pattern of results was
obtained whether guessing was allowed or not.

Results

Analyses were conducted in R (Version 4.3.2; R Core Team, 2023). Models
were fitted using the lme4_1.1-35-1 package (Bates et al., 2015). The level of
significance was set at .05 (two tailed). Glmers were fitted using maximum
likelihood estimation and lmers using restricted maximum likelihood estima-
tion. Both used the nloptwrap optimization algorithm unless otherwise spec-
ified. All categorical variables were effect coded (1, −1), and all continuous
predictors were centered and standardized on a standard deviation scale un-
less otherwise specified. Confidence intervals were computed using paramet-
ric bootstrapping (1,000 iterations), and p values were obtained via t tests with
Satterthwaite’s method for lmers and Wald’s tests for glmers. Maximal models
were reduced systematically if they led to convergence errors or a singular fit,
first by removing the random correlation parameter and then by systematically
removing random slopes. The assumptions of the relevant test were met for
all final models used. Output, including assumption testing, is available at the
project’s OSF site.8

Reliability and the Effects of Wordlikeness and Word Length
Children
There was a moderate, significant correlation between the participants’ NWR
task scores at 25 and 31 months (Pearson’s r = .49, bootstrapped 95% CI
[.28, .76], df = 60, p < .001), suggesting that the task captured individual
differences in performance that remained stable over the 6-month interval.

To test for wordlikeness and word-length effects, binomial generalized lin-
ear mixed-effects models were fitted to the 25- and 31-month data. The out-
come measure was NWR score, binomially coded (1 = correct, 0 = incorrect),
and the fixed-effects structure consisted of wordlikeness (sum coded; high = 1,
low = −1) crossed with nonword length (in syllables) as a continuous predic-
tor. The maximal models supported by the data included random intercepts for
subjects and items and by-subject random slopes for wordlikeness and length
but not their interaction. The model for 31 months also included the correlation
parameter between random effects.

Descriptive statistics are illustrated in Figure 2, and parameter estimates
and fit metrics are provided in Table 1. As predicted, the children were
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Figure 2 Children: Effect of wordlikeness and length on nonword repetition scores.

significantly better at repeating the highly wordlike nonwords and the shorter
nonwords at both 25 and 31 months.

Simulations
There was a strong correlation between NWR scores at 25 and 31 months
(Pearson’s r = .89, bootstrapped 95% CI [.83, .90], df = 78, p < .001), sug-
gesting that, as with the children, the task was capturing differences that re-
mained stable over time. To test for wordlikeness and word-length effects,
linear mixed-effects models were fitted separately to the 25- and 31-month
data. The outcome measure was the proportion of correct repetitions for each
item (see the section on coding above). The fixed-effects structure consisted
of wordlikeness (high = 1, low = −1) crossed with nonword length (in sylla-
bles) as a continuous predictor. For both models, the maximal random-effects
structure supported by the data included random intercepts for subjects and
items. At 25 months it also included by-subject random slopes for length (but
not wordlikeness) but no correlation between random effects. At 31 months
it included by-subjects random slopes for length and wordlikeness, and their
interaction, but no correlation between random effects.

Descriptive statistics are provided in Figure 3, and parameter estimates and
fit metrics are provided in Table 2. Like the children, the models showed sig-
nificantly better performance with the highly wordlike nonwords and shorter
nonwords at both 25- and 31-month age-points.
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Figure 3 Simulations: Effect of wordlikeness and length on nonword repetition scores.

Nonword Repetition and Vocabulary Development Based on Scores From
Communicative Development Inventories
Children
To test for the strength of the relation between NWR performance and concur-
rent vocabulary, we fitted Pearson’s correlations with bootstrapped confidence
intervals to NWR scores and vocabulary as measured by the Lincoln CDI at 25
months and the CDI-3 at 31 months. There were significant, medium-sized cor-
relations at both 25 months (Pearson’s r = .51, bootstrapped 95% CI [.34, .71],
df = 60, p < .001) and 31 months (Pearson’s r = .32, bootstrapped 95% CI
[.10, .55], df = 66, p = .01).

We then tested whether children’s NWR scores predicted vocabulary
growth over the subsequent 6 months. Because growth was not linear, we fitted
two growth curve mixed-effects models, one using NWR scores from the 25-
and one from the 31-month age-point. The outcome measures for each model
were, respectively, (1) Lincoln CDI scores between 25 and 30 months and (2)
CDI-3 scores between 31 and 37 months. Development was modeled using
linear (age1) and quadratic (age2) effects of age in months (not centered or
standardardized). NWR scores (proportion of responses correct) were entered
as a continuous predictor, crossed with both polynomial age predictors. The
maximal random-effects structure supported by the data included subject as a
random intercept, with age1 and age2 as random slopes but with the correlation
parameter between random effects removed.
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Rowland et al. NWR and Vocabulary Growth in Two-Year-Olds

Figure 4 Children: Effect of nonword repetition (NWR) performance at 25 and 31
months on subsequent vocabulary growth as measured by Communicative Develop-
ment Inventory (CDI) scores. Blue and orange lines illustrate language growth for chil-
dren with NWR scores below and above the median, respectively. Light gray lines show
the developmental trajectories of individual children.

The results are presented in Figure 4 and Table 3. In both models, a main
effect of linear age on vocabulary (and quadratic growth at 25 months) indi-
cated that the children’s vocabulary grew steadily with age. In both models,
a main effect of NWR performance indicated that children with higher NWR
scores had larger vocabularies, and that this difference was sustained over the
next 6 months. There was a significant interaction between NWR performance
at 25 months and linear growth, but this was because children with better NWR
performance showed decelerating, rather than accelerating, vocabulary growth
over time (see Figure 4A). This is almost certainly because the fastest develop-
ing children reached ceiling on the Lincoln CDI before the end of the testing
period.

Simulations
To test for the strength of the relation between NWR performance and concur-
rent vocabulary in the simulations, we fitted Pearson’s correlations with boot-
strapped confidence intervals to NWR and vocabulary scores as measured by
CDIs (Lincoln CDI at 25 months; CDI-3 at 31 months). There were large, sig-
nificant correlations between NWR performance and vocabulary at both 25
months (Pearson’s r = .93, bootstrapped 95% CI [.90, .96], df = 78, p < .001)
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Rowland et al. NWR and Vocabulary Growth in Two-Year-Olds

Figure 5 Simulations: Effect of nonword repetition (NWR) performance at 25 months
(13% of learning) and 31 months (48% of learning) on subsequent vocabulary growth
as measured by Communicative Development Inventory (CDI) scores. Blue and orange
lines illustrate vocabulary growth for simulations with NWR scores above and below
the median, respectively. Light gray lines show the developmental trajectories of indi-
vidual simulations.

and 31 months (Pearson’s r = .90, bootstrapped 95% CI [.85, .96], df = 78, p
< .001).

We assessed the effect of NWR performance on subsequent vocabulary
growth by fitting two separate growth curve mixed-effects models, one using
NWR scores from the simulations’ equivalent of 25 months (1) and one from
31 months (2). The outcome measures were, for Model 1, Lincoln CDI scores
after the simulations’ equivalent of 25 months up until 31 months, and, for
Model 2, CDI-3 scores after 31 months to the end of the learning cycle. De-
velopment was modeled using the linear (age1) and quadratic (age2) effects of
“age” (i.e., learning progress, not centered or standardardized). NWR scores
(proportion of responses correct) were entered as a continuous predictor. The
maximal random-effects structure supported by the data included subject as a
random intercept with a by-subject random slope for age1 and age2 and the
random-effects correlation parameter.

For results, see Figure 5 and Table 4. The results of the simulations mir-
rored those of the children. In both models, there were main effects of linear
(and quadratic) growth, indicating that the simulations’ vocabulary grew over
the learning period. There was a significant effect of NWR performance, in-
dicating that simulations with higher NWR scores at both 25 and 31 months

Language Learning 00:0, xxxx 2024, pp. 1–45 22

 14679922, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/lang.12671 by T

est, W
iley O

nline L
ibrary on [11/09/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Rowland et al. NWR and Vocabulary Growth in Two-Year-Olds

T
ab

le
4

S
im

ul
at

io
ns

:
R

es
ul

ts
of

gr
ow

th
cu

rv
e

m
ix

ed
-e

ff
ec

ts
m

od
el

s
es

ti
m

at
in

g
th

e
ef

fe
ct

of
no

nw
or

d
re

pe
ti

ti
on

(N
W

R
)

pe
rf

or
m

an
ce

on
su

bs
eq

ue
nt

vo
ca

bu
la

ry
gr

ow
th

as
m

ea
su

re
d

by
C

om
m

un
ic

at
iv

e
D

ev
el

op
m

en
tI

nv
en

to
ri

es

N
W

R
ag

e-
po

in
t

Te
rm

b
[9

5%
C

I]
SE

t
p

25
m

on
th

s
(I

nt
er

ce
pt

)
45

7.
87

[4
50

.8
5,

46
4.

66
]

3.
35

13
6.

52
<

.0
01

A
ge

1
31

5.
98

[2
91

.1
6,

34
2.

64
]

14
.0

4
22

.5
1

<
.0

01
A

ge
2

−4
18

.6
6

[−
43

6.
59

,−
39

9.
12

]
9.

36
−4

4.
72

<
.0

01
N

W
R

99
.2

1
[9

2.
92

,1
05

.4
6]

3.
35

29
.5

7
<

.0
01

A
ge

1
×

N
W

R
−1

05
.4

1
[−

13
5.

27
,−

77
.2

3]
14

.0
4

−7
.5

1
<

.0
01

A
ge

2
×

N
W

R
−6

3.
11

[−
80

.5
9,

−4
6.

81
]

9.
36

−4
.9

7
<

.0
01

31
m

on
th

s
(I

nt
er

ce
pt

)
58

.6
1

[5
6.

58
,6

0.
77

]
1.

06
55

.3
5

<
.0

01
A

ge
1

92
.6

2
[8

8.
04

,9
7.

05
]

2.
24

41
.4

2
<

.0
01

A
ge

2
−1

3.
25

[−
14

.9
4,

−1
1.

68
]

−0
.8

4
−1

5.
88

<
.0

01
N

W
R

15
.9

6
[1

3.
92

,1
8.

13
]

1.
06

15
.6

7
<

.0
01

A
ge

1
×

N
W

R
4.

93
[0

.3
5,

9.
70

]
2.

24
2.

21
.0

3
A

ge
2
×

N
W

R
−2

.3
2

[−
4.

08
,−

0.
69

]
0.

83
−2

.7
8

.0
1

25
m

on
th

s:
A

IC
=

10
,1

48
.2

8,
B

IC
=

10
,2

19
.4

3,
R

2
m

=
.9

2,
R

2
c
=

1.
00

,I
C

C
=

0.
99

,R
M

S
E

=
3.

03
31

m
on

th
s:

A
IC

=
4,

24
8.

68
,B

IC
=

4,
32

4.
70

,R
2

m
=

.7
8,

R
2

c
=

1.
00

,I
C

C
=

1.
00

,R
M

S
E

=
0.

40

N
ot

e.
C

on
fi

de
nc

e
in

te
rv

al
s

w
er

e
co

m
pu

te
d

us
in

g
pa

ra
m

et
ri

c
bo

ot
st

ra
pp

in
g

(1
,0

00
it

er
at

io
ns

).
T

he
p

va
lu

es
w

er
e

ob
ta

in
ed

vi
a

t
te

st
s

w
it

h
S

at
te

rt
hw

ai
te

’s
m

et
ho

d.
A

IC
=

A
ka

ik
e

in
fo

rm
at

io
n

cr
it

er
io

n;
B

IC
=

B
ay

es
ia

n
in

fo
rm

at
io

n
cr

it
er

io
n;

R
2

m
=

m
ar

gi
na

lR
2
;R

2
c
=

co
nd

it
io

na
l

R
2
;I

C
C

=
in

tr
ac

la
ss

co
rr

el
at

io
n

co
ef

fi
ci

en
t;

R
M

S
E

=
ro

ot
-m

ea
n-

sq
ua

re
er

ro
r.

23 Language Learning 00:0, xxxx 2024, pp. 1–45

 14679922, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/lang.12671 by T

est, W
iley O

nline L
ibrary on [11/09/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Rowland et al. NWR and Vocabulary Growth in Two-Year-Olds

had larger vocabularies. There were also significant interactions between NWR
performance and linear growth (and with quadratic growth), but this was in the
predicted direction only at 31 months. At 25 months the direction of the ef-
fect indicated that the interaction was because simulations with better NWR
performance showed decelerating, rather than accelerating, growth over time.
Again this is because the fastest developing simulations reached ceiling on the
Lincoln CDIs before the end of the testing period.

Nonword Repetition and Vocabulary Development Based on BPVS-3
Scores
Children
Using CDI data, the analyses above revealed no significant evidence for an
effect of NWR performance on the speed of vocabulary growth, but this was
confounded by the fact that the fastest developing children and simulations
reached ceiling on the CDIs, limiting the capacity for growth. Thus we ran new
analyses using vocabulary scores from the BPVS-3 administered at 36 and 42
months of age. We fitted two separate linear mixed-effects models (one for 25-,
one for 31-month NWR scores) with total BPVS raw score at 36 and 42 months
as the outcome measure. Development was modeled using age in months (cen-
tered and standardized), and NWR test performance (proportion of responses
correct) was entered as a continuous predictor. The maximal random-effects
structure supported by the data included subject as a random intercept and a
by-subject random slope for age, but with the correlation parameter between
random effects removed.

For results, see Figure 6 and Table 5. At 25 months, there was a main effect
of both age and NWR scores, and an interaction between age and NWR scores
such that children with higher NWR scores not only maintained their initial
advantage in vocabulary but also showed slightly faster rates of growth. How-
ever, at 31 months, NWR scores did not significantly predict either vocabulary
knowledge or the speed of vocabulary growth from 36 to 42 months.

Simulations
We fitted two separate growth curve mixed-effects models, one for 25- and one
for 31-month NWR scores. The outcome measures were total BPVS scores (1)
after the model’s equivalent of 25 months and (2) after the model’s equivalent
of 31 months. Development was modeled using the linear (age1) and quadratic
(age2) effects of “age” (not centered or standardized). NWR scores (proportion
of responses correct) were entered as a continuous predictor. For both models,
the maximal random-effects structure supported by the data included subject
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Rowland et al. NWR and Vocabulary Growth in Two-Year-Olds

Figure 6 Children: Effect of nonword repetition (NWR) performance at 25 and 31
months on subsequent vocabulary growth as measured by BPVS-3 at 36 and 42 months.
Blue and orange lines illustrate language growth for children with NWR scores below
and above the median, respectively. Light gray lines show the developmental trajectories
of individual children.

as a random intercept with a by-subject random slope for age1 and age2, and
the correlation parameter between random effects. Note that the simulations’
BPVS scores model a slightly earlier developmental period than the children’s
(median simulation’s score at the end of training = 46.8, median child’s score
at 36 months = 49).

The results are illustrated in Figure 7, and parameter estimates and fit met-
rics are shown in Table 6. In both models, there were main effects of linear
growth (and quadratic growth at 25 months), a significant effect of NWR per-
formance, and significant interactions between NWR performance and linear
growth; simulations with higher NWR scores not only maintained their advan-
tage in vocabulary but also showed faster rates of growth.

Simulating Individual Children
The results in the previous section demonstrated that we are able to simulate
the relationship between NWR performance and vocabulary growth when we
match the median simulation with the median CDI vocabulary score of 2-year-
old children. In this section we test the relationship more directly by match-
ing the vocabulary of individual simulations to individual children. As can be
seen from Figures 2 and 3, the model’s NWR performance was better than that
of the children, with less variation in performance across simulations, which
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Rowland et al. NWR and Vocabulary Growth in Two-Year-Olds

Figure 7 Simulations: Effect of nonword repetition (NWR) performance at 25 months
(13% of learning) and 31 months (48% of learning) on subsequent vocabulary growth
as measured by BPVS-3. Blue and orange lines illustrate vocabulary growth for sim-
ulations with NWR scores above and below the median, respectively. Light gray lines
show the developmental trajectories of individual simulations. Note that the slopes for
individual simulations are not smooth because, like the children, the model is allowed
to “guess” if it does not know the answer.

means that increases in vocabulary may have a limited effect on the simula-
tions’ NWR performance when matched to individual children.

For each child, we determined their CDI vocabulary score at 25 and 31
months, and then identified the simulation that was the closest match in terms
of vocabulary at the same “age” (i.e., after 13% of learning for the 25-month
age-point, and after 48% of learning for the 31-month age-point). This yielded
38 matched child–simulation pairs at 25 months and 53 pairs at 31 months.
The other children knew substantially more words than the best performing
model so were excluded.

At each age-point, we correlated NWR and vocabulary scores for the sub-
set of the simulations and children matched on vocabulary, and also correlated
NWR performance between matched simulation–child pairs. Figures 8 and 9
and Table 7 illustrate the results.

For this subset of simulations, despite substantially less variance across the
board, there were still strong and significant correlations between vocabulary
and NWR scores at both 25 and 31 months. For this subset of the children,
there were significant large (at 25 months) and medium-sized (at 31 months)
correlations between vocabulary and NWR scores at 25 months. There were
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Rowland et al. NWR and Vocabulary Growth in Two-Year-Olds

Figure 8 Relation between nonword repetition (NWR) performance and vocabulary
for simulations (panels a, b) and children (panels c, d) matched on vocabulary at 25
and 31 months (M). Regression lines illustrate the strength of the linear relationships;
points represent individual children or simulations. CDI = Communicative Develop-
ment Inventory.

also moderate (at 25 months) and small (at 31 months) positive correlations
between NWR scores for the children and simulations matched on vocabulary,
though these were only significant at 25 months.

We next assessed whether NWR performance predicted longitudinal vo-
cabulary growth as measured by BPVS-3 scores in the subset of simulations
matched to the children. We do not include an analysis of growth as mea-
sured by CDI scores because the ceiling effects make it hard to draw strong
conclusions about growth trajectory (though see supplementary materials on

29 Language Learning 00:0, xxxx 2024, pp. 1–45
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Rowland et al. NWR and Vocabulary Growth in Two-Year-Olds

Figure 9 Relation between nonword repetition (NWR) performance in children and
their matched simulation at 25 months (panel a) and 31 months (panel b). Regression
lines illustrate the strength of the linear relationships; points represent individual child–
simulation pairs.

Table 7 Results of bootstrapped correlations (1,000 iterations) for a subset of the chil-
dren and simulations matched on vocabulary

Correlation pairs Pearson’s r [95% CI] df p

Sims: NWR & Lincoln CDI at 25 months .92 [.88, .95] 36 < .001
Sims: NWR & CDI-3 at 31 months .86 [.77, .95] 51 < .001
Children: NWR & Lincoln CDI at 25 months .54 [.35, .73] 36 .01
Children: NWR & CDI-3 at 31 months .40 [.17, .62] 51 .03
NWR: Children & simulations at 25 months .52 [.34, .68] 36 .01
NWR: Children & simulations at 31 months .31 [.03, .63] 51 .13

Note. Sims = simulations; NWR = nonword repetition; CDI = Communicative Devel-
opment Inventory.

the project OSF site for the results of these analyses). We fitted two separate
growth curve mixed-effects models, one for 25- and one for 31-month NWR
scores. The outcome measure was total vocabulary as measured by BPVS-3.
Development was modeled using the linear (age1) and quadratic (age2) effects
of “age” (not centered or standardized). NWR scores were entered as a con-
tinuous predictor. The maximal random-effects structure supported by the data
included subject as a random intercept with random slopes for age1 and age2

and the random-effects correlation parameter.
Table 8 and Figure 10 show the results. There were main effects of linear
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Rowland et al. NWR and Vocabulary Growth in Two-Year-Olds

Figure 10 Matched simulations: Effect of nonword repetition (NWR) performance at
25 months (13% of learning) and 31 months (48% of learning) on subsequent vocabu-
lary growth as measured by BPVS-3. Blue and orange lines illustrate vocabulary growth
for simulations with NWR scores above and below the median, respectively. Light gray
lines show the developmental trajectories of individual simulations.

age and NWR performance (and quadratic age at 25 months). Thus, even in
this smaller subsample matched to the children, simulations with better NWR
scores had better vocabulary. There was, however, no significant interaction
between NWR and linear age at either age.

Discussion

In this study, we showed that a NWR task designed for 2-year-olds reduced
dropout rates, was reliable over time, revealed the same length and wordlike-
ness effects seen in older children, and predicted vocabulary over time. These
effects were also successfully simulated in the CLASSIC model. The results
from the children suggest that our NWR task is a reliable tool that can com-
plement existing tests in this age range, and the results from the simulations
suggest that NWR performance is grounded in the gradual buildup of linguis-
tic knowledge based on increased exposure to language. We expand on these
points below.

The new NWR task was extremely successful at eliciting valid responses
from 2-year-old children. It yielded a very low dropout rate (at least one valid
response from 89% of the 25-month-olds and 95% of the 31-month-olds) and
a high number of valid responses per child: M/total (SD) = 16.43/18 (2.56) at
25 months, 17.23/18 (1.68) at 31 months. We attribute this success to three de-
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sign features. First, we embedded the task into an engaging game; the children
enjoyed copying Franklin the Frog and building a Fuzzy Felt scene. Second,
since 2-year-olds are often reluctant to repeat a recorded voice, the nonwords
were produced live by the experimenters, who were trained to pronounce the
phonemes in a particular way (to remove accent differences) using a natu-
ral prosodic pattern. Third, we avoided, as much as possible, phonemes and
phoneme combinations that 2-year-olds find difficult to pronounce, and al-
lowed common articulation errors where this was not possible.

The results were reliable. There was a significant, moderate correlation
between individual children’s performance at the two age-points, suggesting
stability over time. We also replicated the effects of wordlikeness and word
length that have been reported in the literature for older children; the children
were better at repeating highly wordlike and shorter nonwords. Thus, we con-
clude that this new task is a reliable tool that researchers can use to assess
NWR in 2-year-olds, which complements, in particular, the Preschool Rep-
etition Test (for children aged 2 to 6 years; Chiat & Roy, 2007). The task
might also prove useful for identifying language disorder, given that perfor-
mance in NWR tasks provides a robust behavioral marker of developmental
language disorder (Bishop et al., 1996; Conti-Ramsden et al., 2001; Dollaghan
& Campbell, 1998). However, please note that this task was designed for En-
glish speakers living in the northwest of England, so may need to be modified
to accommodate other variants of English. All task instructions and materials
are freely available at the project OSF site.

We also determined whether NWR performance in 2-year-olds was asso-
ciated with language growth. In line with our prediction, NWR performance
not only correlated with concurrent vocabulary, but also predicted later vocab-
ulary scores up to 2 years later. Thus, the present study is one of only a handful
of studies showing a long-term relation between NWR performance and vo-
cabulary in 2-year-olds, the age at which vocabulary grows most rapidly. That
said, with vocabulary assessed using CDIs, there was no evidence that children
with better NWR performance also showed faster rates of subsequent vocab-
ulary growth. In fact, at 25 months the highest performers on the NWR task
showed decelerating, not accelerating, growth. However, this is almost cer-
tainly because the fastest developing children reached ceiling on the Lincoln
CDI. When we tested the relationship between NWR scores and language at
a later age (36 and 42 months) using a different language scale (BPVS-3), we
tentatively concluded that higher NWR scores at 25 (though not 31) months
were associated not only with bigger vocabularies later in childhood but also
with faster vocabulary growth.
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Finally, we simulated the data using a computational model (CLASSIC)
to determine whether NWR performance and vocabulary can be explained as
emerging from differences in the amount and/or type of knowledge (partic-
ularly sublexical knowledge) stored in the mental lexicon. The results from
the simulations largely mirrored those of the children. There was a signifi-
cant correlation between performance at the two age-points and an effect of
wordlikeness and word length. The simulations’ NWR performance predicted
subsequent vocabulary as measured by CDIs. At 31 months, there was some
evidence that the simulations with better NWR performance had accelerated
vocabulary growth, but at 25 months, the simulations with the highest NWR
scores showed decelerating rates of growth, indicating that, like the children,
the fastest simulations reached ceiling on the Lincoln CDI before the end of
the learning period. Turning to vocabulary as measured by BPVS-3, there was
a positive effect of NWR performance on both vocabulary knowledge and on
the speed of vocabulary growth at both ages in the full models. In the subset of
simulations matched to the children, there was an effect of NWR performance
on vocabulary size but not the speed of growth.

Our results replicate those of Jones et al. (2007) and Jones (2016), showing
that children’s NWR performance and the relationship between NWR perfor-
mance and language in the preschool years can be explained by simulations
that vary in language experience alone. The results extend those studies by
showing that this finding holds longitudinally over the next 2 years. Using vo-
cabulary scores to match the simulations to children allowed us to make direct
comparisons between child and model performance at critical age-points (25
months old = 13% of learning cycle; 31 months = 48% of learning cycle).
These results suggest that the driver of individual and developmental differ-
ences in 2-year-olds may not be intrinsic differences in phonological working
memory size but differences in the child’s current knowledge in terms of lexical
and sublexical representations (Jones et al., 2007; Szewczyk et al., 2018). Ex-
perience with language leads the simulations and the children to build lexical
and sublexical chunks of linguistic information in long-term memory. Simula-
tions and children that receive more input have larger stores of sublexical and
lexical chunks, which they can use to solve NWR tasks and to build subse-
quent vocabulary more quickly (see Jones & Rowland, 2017, for evidence that
simulations with a bigger store of sublexical chunks learn new words more
quickly).

That said, there were differences in how the simulations and the chil-
dren performed. Although, like the children, the simulations showed signifi-
cantly better performance with more wordlike and shorter nonwords, overall
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performance was higher than that of the children and showed substantially less
variance. The simulations also learned to repeat the nonwords more quickly
than the children (e.g., mean proportion correct at 25 months: .59 for simula-
tions vs. .31 for children), and, because of this, there was very little subsequent
growth in NWR performance (on average, a .03 increase from 25 to 31 months
for the simulations, .16 for children), though the simulations still outperformed
children at the later time-point. Even with a small amount of language input,
the simulations could accurately repeat many of the nonwords, indicating that
some of their constituent phoneme sequences were quickly learned as chunks
by virtue of occurring often in the language input. Thus it seems that children
may not be as able to capitalize on information shared across nonwords in the
same way as the model.

One obvious explanation is that the model simulates a simplified learning
process because it is designed to investigate the effects of language experience,
not to mimic child performance exactly. For example, the model begins with
perfect phonological representations of English phonemes, whereas 2-year-old
children are still constructing their phonological representations (Dollaghan
et al., 1995; Snowling et al., 1991). In addition, for the model, knowledge
of a chunk equates to perfect reproduction of the chunk contents, whereas 2-
to 3-year-old children are still developing proficiency in articulation (Roy &
Chiat, 2004). To account for this, Jones et al. (2007) added an additional er-
ror parameter, but we chose not to include this in order to focus on knowledge
gained from language experience alone. A further, substantial difference is that
CLASSIC simply learns the phonological form of words without any seman-
tic or syntactic knowledge. Within CLASSIC, as in children, word learning
is influenced by the frequency with which a word occurs and the frequency
with which the phonological material within the word has occurred (Bragin-
sky et al., 2019), but word learning in children is also influenced by a number
of other variables, including semantic density (Borovsky, 2022), concreteness,
and valence (Braginsky et al., 2019). None of these predictors are captured in
CLASSIC.

Another difference betweeen child and simulation performance was that
the effect sizes for children at 31 months were smaller both than those for chil-
dren at 25 months and for the simulations at both age-points. The correlations
between the subset of children and their matched simulations were also smaller
at 31 months than at 25 months. It is unlikely that this is due to the properties
of the nonwords used at 31 months, because children and simulations received
the same set, and because both 25- and 31-month sets were created using the
same parameters.
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One explanation is that the processing window (as measured by NWR
tasks) is less of a constraint on vocabulary learning at 31 months in the chil-
dren, because by then the store of lexical and sublexical representations avail-
able is big enough to enable children to process most of their incoming input.
This idea is supported by the fact that the simulations had lower vocabulary
scores than the children on average, and none of the simulations matched the
vocabulary scores of the most advanced children by the end of the training
period. This is almost certainly due to the restricted nature of the simulations’
input compared to that of 2-year-old children, who will have heard both sub-
stantially more utterances over their 2-year lifespan and a much wider range of
word types. This can be solved by increasing the amount and diversity of the
input given to simulations.

More generally, our results raise questions about what constructs are mea-
sured by NWR tasks, and the relationship between these constructs and lan-
guage. In CLASSIC, NWR task performance is driven by the interaction of
linguistic knowledge and an intrinsic, but fixed and unchanging, constraint on
how much of the input can be processed, implemented by a 4.5-chunk pro-
cessing window. A key question, then, is: What is the equivalent of this pro-
cessing window in children? It might be a constraint on phonological working
memory (Baddeley, 1986b, 2000; Baddeley & Hitch, 1974; Gathercole, 2006;
Gathercole & Baddeley, 1989), but could also be a constraint on phonological
processing, phonological analysis and/or assembly, retrieval speed of represen-
tations from a phonological store, speed of speech motor planning, integration
of perceptual and motor wordforms, or a combination of some or all of these
capacities (Bowey, 1996, 1997; Davis & Redford, 2023; Dollaghan et al., 1995;
Gathercole, 2006; Snowling et al., 1986). In fact, it may even be a general prop-
erty of the language processing network itself; MacDonald and Christiansen
(2002) have argued that “processing capacity emerges from network architec-
ture and experience and is not a primitive that can vary independently” (p. 35).
We are agnostic about what the constraint might be, but see this as an area
where more work is needed.

Another question concerns the role of linguistic knowledge in NWR task
performance. Gathercole (2006) suggested that linguistic knowledge affects
the quality of phonological storage in phonological working memory. Hulme
and colleagues (Hulme et al., 1991, 1997) suggested that linguistic knowledge
contributes to redintegration: Children use stored phonological specifications
retrieved from long-term memory to fill in incomplete phonological represen-
tations in phonological short-term memory. Schwering and MacDonald (2020)
argued, more radically, that verbal working memory is simply the activated
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portion of linguistic long-term memory, and is thus an emergent property of
linguistic knowledge. The approach we favor, supported by our simulations, is
one in which greater exposure to linguistic input leads learners to store phono-
logical knowledge in chunks of information of varying size. This approach
explains not only the relationship between NWR performance and language
reported here, but also a number of other phenomena in both NWR perfor-
mance (wordlikeness effects, word-length effects, individual differences, de-
velopmental changes; Jones, 2016) and in vocabulary acquisition (e.g., effect
of input diversity and quantity, phonotactic probability, neighborhood density;
Jones et al., 2021; Jones & Rowland, 2017).

Conclusion

We have demonstrated that a new NWR task designed for 2-year-olds can re-
liably and robustly capture NWR performance in young children, including
wordlikeness effects, word-length effects, and the strong relationship between
NWR performance and vocabulary. Our results do not support the view that
NWR tasks measure a capacity that intrinsically differs across individual chil-
dren and increases with age. Instead, we suggest that exposure to linguistic
input, filtered through a fixed-capacity processing constraint, leads learners to
store phonological knowledge in chunks of information of varying size, and it
is this stored knowledge that influences both NWR performance and voabulary
growth.
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Notes

1 Differences in processing constraints such as phonological working memory could
also potentially be a relevant variable, but, thus far, the model has been able to
explain differences using input alone.

2 We added the analyses of BPVS-3 scores after review, because a ceiling on the CDI
scores limited the conclusions we could draw.

3 EPAM stands for Elementary Perceiver and Memoriser and CHREST for Chunk
Hierarchy and REtrieval STructures (see http://www.chrest.info/).

4 The fact that the model begins with phonemes is at odds with the view that infant
speech perception does not (see, e.g., Vihman, 2017). However, this is an
implementation decision, and, in fact, individual phoneme representations are
quickly subsumed by phoneme sequences during learning. The model could equally
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begin with syllables, biphones, or even “indistinct representations from which
distinct elements begin to emerge with the child’s ability to segment incoming
speech,” as pointed out by a reviewer.

5 Learning is not allowed to cross word boundaries unless the chunks themselves are
words, to simulate the fact that 2-year-old children can already segment words from
the speech stream (see, e.g., Johnson & White, 2019). However, this constraint is
not essential; see Jessop et al. (2024) for a modified version of CLASSIC that
learns both to segment the speech stream and to acquire words through chunking.

6 A limit of 4.5 chunks was chosen to bridge the initial concept of chunking from
Miller (1956), who suggested people can hold 7 ± 2 chunks, and more recent work
that has suggested this limit may be 4 or fewer chunks (e.g., Cowan, 2001; Gobet &
Clarkson, 2004). A limit of 4.5 chunks has been used in all previous work with
CLASSIC.

7 We did not code vowels because the transcription of vowels is much less reliable
than that of consonants (see, e.g., Davis et al., 2002).

8 A previous version of this paper included an analysis of the effect of NWR
performance on syntactic growth. The results can be found in the output file in the
supplementary materials on the OSF site.
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