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ABSTRACT 

Cryptography is crucial in the digital age for protecting data integrity, verifying users and entities, 

and maintaining the secrecy of sensitive information. This is accomplished by utilizing various 

cryptographic techniques such as symmetric-key and asymmetric-key encryption, digital 

signatures, and secure communication protocols. These strategies collectively create a thorough 

defense strategy to prevent unauthorized access, enhancing the overall security of digital data in 

today's environment. This study has pinpointed various research gaps linked to the two categories 

of cryptographic algorithms and proposed innovative approaches to address these gaps. The study 

not only identified areas where further research is needed but also recommended novel strategies 

to tackle these gaps effectively. This dissertation's primary contributions are: 

(1) This study empirically evaluates the performance of widely utilized symmetric algorithms, 

including AES, Blowfish, 3DES, and Twofish. The assessment includes important measurements 

like encryption and decryption times, throughput, and memory utilization. The objective is to 

conduct a thorough investigation of the efficiency and usefulness of these cryptographic methods 

in real-world situations. The findings reveal that the AES algorithm with a 256-bit key size exhibits 

the highest encryption time compared to AES with 128-bit and 192-bit key sizes. The specific 

average encryption times are as follows: (1) AES-128: Average encryption time of 0.057 seconds 

(2) AES-192: Average encryption time of 0.049 seconds and (3) AES-256: Average encryption 

time of 0.038 seconds. The experimental results demonstrate that AES excels over alternative 

symmetric encryption techniques in terms of both encryption and decryption speeds, along with 

overall throughput. Furthermore, the findings establish that the Blowfish algorithm can compete 

with AES in terms of encryption and decryption speed. 

(2) This study conducts a practical evaluation of commonly used asymmetric algorithms, 

specifically RSA and ECC, focusing on key parameters such as key exchange time, encryption 

and decryption times, and signature generation and verification times. The investigation uses 

secure email communication as a case study to analyze the real-world performance of these 

cryptographic algorithms. Additionally, the research proposes a hybrid cryptography algorithm 

that combines both RSA and ECC to enhance security and confidentiality in secure email 

communication. The proposed hybrid algorithm demonstrated an average key exchange time of 

0.064191 seconds, which is faster compared to ECC and RSA. For a larger file size of 500 MB, 

the proposed hybrid algorithm achieved average encryption and decryption times of 0.832917 

seconds and 0.636395 seconds, respectively. In comparison, the ECC algorithm recorded average 
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encryption and decryption times of 0.866455 seconds and 0.753799 seconds, respectively with a 

minimal disparity in runtime compared to ECC, indicating improved efficiency. Experimental 

results also highlight ECC's advantages in Key Exchange Time, making it a preferable choice for 

establishing secure email channels, especially for larger file sizes. While RSA shows a slight edge 

in efficiency for smaller files, the hybrid encryption algorithm optimizes key exchange times, 

encryption efficiency, and signature generation and verification times. 

(3) This research introduces novel strategies to enhance the performance of existing 

cryptographic algorithms, specifically AES and RSA, by addressing identified research gaps. To 

achieve this, the study incorporates performance optimization techniques and numeric functions 

aimed at improving both the efficiency and security of data transmission. Specifically, Multi-

Chaotic AES demonstrated notable improvements in performance compared to standard AES. It 

achieved faster encryption times with reductions ranging from approximately 50% to over 70%. 

Additionally, Multi-Chaotic AES exhibited enhanced decryption efficiency, showing time 

reductions of about 40% to over 70%. These results underscore the substantial performance gains 

of Multi-Chaotic AES in both encryption and decryption processes. Similarly, for the Modified 

RSA algorithm, notable improvements were observed. For instance, at a key size of 1024 bits, 

traditional RSA requires an average key generation time of 111 milliseconds. In contrast, the 

NGOA-DE-RSA approach significantly reduces this time to 55 milliseconds. This trend of 

improved performance extends to other metrics as well, with NGOA-DE-RSA consistently 

outperforming the standard RSA algorithm. 

Finally, this study proposes a hybrid approach incorporating both modified AES and RSA and 

assesses its performance relative to existing hybrid techniques. Remarkably, the proposed 

algorithms exhibit significantly improved prediction accuracy across various metrics, including 

process times, throughput, memory utilization, and security. 

In summary, this thesis makes significant contributions to applied cryptography by introducing 

innovative techniques designed to enhance data transmission security. The research presented in 

this thesis offers valuable insights and novel approaches that contribute to the advancement of 

cryptographic practices in practical applications, particularly in the realm of secure data 

transmission. 
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Chapter 1 Introduction 

This chapter introduces the background of the study, problem statement, objectives of the study, 

research question, scope of the study, significance of the study, contributions, and a general 

overview of the dissertation. Finally, the contributions and research framework are presented in 

this chapter. 

1.1. Introduction and Motivation 

Cryptographic algorithms have emerged as the predominant method for ensuring security in 

safeguarding sensitive information. Among the key objectives of protection, confidentiality is a 

critical aspect in implementing and integrating cryptographic algorithms in modern 

communication system. This objective of confidentiality is given significant consideration by the 

hardware involved in the process. In today's communication systems, the reliance on cryptographic 

algorithms has grown substantially due to their ability to provide a high level of protection for vital 

information. By employing complex mathematical computations and encryption techniques, 

cryptographic algorithms encode data in a manner that renders it unintelligible to anyone without 

the appropriate decryption key [1]. The integration of cryptographic algorithms into 

communication systems involves careful consideration of various factors, including hardware 

components. These components, such as processors and cryptographic modules, are responsible 

for executing the algorithms and managing the encryption and decryption processes. During 

implementation, special attention is given to the confidentiality objective, ensuring that the 

hardware effectively maintains the secrecy and integrity of sensitive data. Confidentiality as an 

essential element in cryptographic algorithm implementation involves the protection of 

information from unauthorized disclosure. It encompasses measures taken to prevent 

eavesdropping, data breaches, or unauthorized access to encrypted data. The hardware involved in 

this process is designed to handle encryption and decryption operations securely, maintaining the 

confidentiality of the data throughout the communication system [2]. Cryptography finds 

applications in various domains to ensure secure communication and protect sensitive information 

[3] [4]:  

a. Secure Communication: Cryptography forms the foundation of secure communication protocols 

such as SSL/TLS, which are used to establish secure connections between web browsers and 

servers. It enables the encryption of data transmitted over the internet, preventing eavesdropping 

and unauthorized access. 
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b. Data Protection: Cryptography is used to protect sensitive data at rest, such as stored passwords, 

financial records, and medical records. Encryption algorithms safeguard this information, ensuring 

that even if the data is compromised, it remains unreadable without the appropriate decryption key. 

c. Digital Signatures: Cryptographic algorithms enable the creation of digital signatures, which 

verify the authenticity and integrity of digital documents. Digital signatures provide non-

repudiation, ensuring that the signer cannot deny their involvement in the document. 

d. Secure Authentication: Cryptography plays a crucial role in user authentication mechanisms, 

such as password-based authentication, two-factor authentication, and biometric authentication. It 

ensures that only authorized individuals can access protected systems or sensitive information.  

As a result of the diverse requirements and security considerations in various applications, there is 

a wide range of cryptographic algorithms available. These algorithms differ in terms of their 

underlying mathematical principles, key sizes, security features, and performance characteristics 

[5]. The availability of multiple cryptographic algorithms provides options for selecting the most 

suitable algorithm based on specific needs and considerations. For symmetric key encryption, there 

are several well-known algorithms such as Advanced Encryption Standard (AES), Data 

Encryption Standard (DES), Triple Data Encryption Standard (3DES), and Blowfish. Each 

algorithm has its own strengths and weaknesses in terms of security, speed, and suitability for 

different use cases. In the realm of asymmetric key algorithms, the most widely used ones include 

RSA, Diffie-Hellman, Elliptic Curve Cryptography (ECC), and ElGamal [6] [4]. These algorithms 

offer different levels of security and efficiency, and they are often used for tasks like key exchange, 

digital signatures, and secure communication. Furthermore, there are hash functions like SHA-

256, MD5, and SHA-3, which are used for data integrity verification and password storage. Hash 

functions play a crucial role in ensuring the integrity of data by generating fixed-length 

representations (hash values) from variable-length input data. In addition to the commonly used 

cryptographic algorithms, there are also specialized algorithms designed for specific purposes [7]. 

These include algorithms for homomorphic encryption, zero-knowledge proofs, post-quantum 

cryptography, and more. These specialized algorithms address unique requirements, such as secure 

computation on encrypted data, proving knowledge of information without revealing it, and 

resistance against attacks by quantum computers [8].  
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This study empirically investigates the performance of the most commonly used asymmetric and 

symmetric cryptographic algorithms. Furthermore, this study examines the performance based on 

encryption and decryption times, throughput (speed), memory usage (space complexity) and power 

consumption. In addition to the availability of various cryptographic algorithms, this thesis 

proposes techniques that focus on improving the performance of both symmetric and asymmetric 

algorithms through low-level programming. Low-level programming involves working at a lower 

level of abstraction, closer to the hardware and processor architecture, to optimize code execution 

and maximize performance. By leveraging low-level programming techniques, the thesis aims to 

enhance the efficiency and speed of cryptographic algorithms. For symmetric key algorithms, such 

as AES, the thesis explores low-level programming improvement that can be applied to the 

encryption and decryption processes. This may involve utilizing specific processor instructions or 

optimizing memory access patterns to minimize computational overhead and improve overall 

performance. Similarly, for asymmetric key algorithms like RSA or Elliptic Curve Cryptography 

(ECC), the thesis proposes techniques to enhance key generation, encryption, and decryption 

operations. Low-level programming can be used to leverage processor capabilities, parallelization, 

or specialized instructions to speed up the mathematical computations involved in these 

algorithms. 

The goal of these proposed techniques is to reduce the computational complexity and runtime of 

cryptographic operations without compromising security. By fine-tuning the implementation at a 

low level, the thesis aims to achieve significant performance improvements, making cryptographic 

algorithms more efficient and practical for real-world applications. The thesis delves into these 

technical details to demonstrate the effectiveness of the proposed techniques and their impact on 

the performance of both symmetric and asymmetric algorithms. 

Overall, by incorporating low-level programming techniques, the thesis aims to contribute to the 

field of cryptography by enhancing the performance and efficiency of cryptographic algorithms, 

making them more viable for resource-constrained environments or applications that require high-

speed cryptographic operations. 

1.2. Problem statement 

According to Bruce Schneier, a renowned cryptographer makes it clear and obvious that 

cryptography can be strong or weak [9]. Cryptographic algorithms are evaluated based on the time 

and resources required to decrypt the ciphertext and their susceptibility to various types of attacks. 
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Deciphering a robust encryption without the necessary decoding equipment is extremely 

challenging and arduous. Many cryptographic algorithms exist, and various aspects support the 

selection of a certain method, including its capacity to secure data against assaults, time complexity 

(speed), space complexity (memory), latency, and efficiency. These algorithms depend on 

complex mathematical computational problems that are heavily influenced by parameter selection, 

causing them to operate slowly during transactions. The performance of an algorithm, including 

factors like running time and memory usage, is crucial and can significantly impact the overall 

efficiency of the method. [10].   

Previous studies identified a number of research gaps: 

1. The Advanced Encryption Standard (AES) is recognized as one of the most secure and 

efficient symmetric cryptosystems for encryption. It utilizes the Rijndael Algorithm for the 

generation and expansion of keys, supporting key sizes of 128, 192, and 256 bits. Traditional 

methods for key expansion in AES employ fixed approaches, where the same expansion mode is 

consistently applied throughout the encryption process [1][11]. The AES key expansion algorithm 

is a crucial component of the AES encryption and decryption procedures. It takes the initial secret 

key and generates a series of round keys used in various rounds of AES. Despite its efficiency, the 

AES key expansion algorithm has a significant vulnerability. In the event that an adversary gains 

knowledge of any round key, they can deduce all other round keys, a weakness known as the 

"related-key attack." This vulnerability poses a substantial threat to the overall security of AES 

[12].  

2. In contemporary digital environments, ensuring the security of data during transmission is 

crucial, often achieved through the application of encryption techniques such as the Advanced 

Encryption Standard (AES). Many methods that incorporate encryption and compression face the 

challenge of minimizing data size while simultaneously maintaining the security of the algorithm 

[13][14]. This means finding a balance between optimizing data storage and safeguarding the 

integrity and confidentiality of the information. 

3. Advanced Encryption Standard (AES) has become widely used in the information security 

industry because of its superior security and effectiveness. In 2001, the National Institute of 

Standards and Technology (NIST) released AES as Federal Information Processing Standard 197 

(FIPS 197) [15]. Implementing AES encryption resolves the aging issues associated with the Data 
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Encryption Standard (DES). The Rijndael (AES) symmetric block cipher standard version is 

capable of encrypting and decrypting plaintext in 128-bit blocks using a key of 128-bit, 192-bit, 

or 256-bit size [16]. AES follows a precise sequence of four distinct transformations—Sub Bytes, 

ShiftRows, MixColumns, and AddRoundKey—in that particular order. Each transformation 

involves mapping a 128-bit input state to a corresponding 128-bit output state. The number of 

rounds needed to produce the cipher text is determined by the size of the cipher key and the 

iterations in a loop, Nr, which can be set to 10, 12, or 14 [17]. Previous studies into the MixColumn 

operation have highlighted that the MixColumn transformation within the AES encryption process 

is resource-intensive, particularly in terms of delay and throughput. The multiplication operation 

inherent in MixColumn is slow and can have a substantial impact on the overall speed of 

encryption [18][19]. 

4. The RSA cryptographic algorithm places a significant reliance on the secure generation of 

substantial prime numbers during its initialization process [20]. However, challenges emerge 

concerning the speed of prime number selection and the imperative need for larger primes to 

enhance security [21][22]. 

5. Research papers examining symmetric cryptographic algorithms highlight the presence of 

experimental gaps related to process times, throughput, space complexity, and power consumption 

[23][24][25][26]. These gaps arise due to limited methodological descriptions and flawed 

comparisons caused by variations in key bit sizes and fixed block sizes among different algorithms. 

The observed experimental gaps underscore areas that require further investigation and 

improvement. One contributing factor to these gaps is the inadequate level of detail provided in 

the methodology descriptions of certain research papers. Thorough descriptions of the 

experimental setup, input data, computational environment, and measurement techniques are vital 

for ensuring reproducibility and reliable results. Without comprehensive methodology 

descriptions, accurate comparisons and evaluations of cryptographic algorithm performance 

become challenging. Another factor leading to flawed comparisons is the presence of different key 

bit sizes and fixed block sizes among the cryptographic algorithms being assessed. Key bit size 

refers to the length of the cryptographic keys used in the algorithms, while fixed block size refers 

to the fixed-length blocks of data processed by the algorithms [27]. These variations can 

significantly impact the performance metrics and make direct comparisons problematic. To obtain 
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meaningful and valid comparisons, it is essential to ensure that the key bit sizes and fixed block 

sizes are consistent across the evaluated algorithms. 

6. Research papers focused on the analysis of asymmetric algorithms have consistently 

demonstrated that Elliptic Curve Cryptography (ECC) outperforms all other asymmetric 

algorithms in terms of speed and efficiency. Nevertheless, it is crucial to note that existing studies 

have primarily concentrated on ECC's comparative advantage in specific scenario [28][29]. 

However, there remains a significant gap in the literature as no comprehensive investigation has 

been conducted to evaluate the performance of asymmetric algorithms across a diverse range of 

applications. A thorough exploration of such algorithms, considering various use cases, is 

necessary to determine their respective process times, throughput, and other relevant metrics. This 

broader analysis would provide a more comprehensive understanding of how different asymmetric 

algorithms perform under different conditions and could potentially unveil novel insights into their 

practical applicability and optimization opportunities. 

Thus, this study envisions that the introduced techniques can improve the performance of 

cryptographic algorithms for secured online data transmission in terms of security, process times, 

space complexity, and throughput and power consumption. 

1.3. Aim 

This research aims to introduce techniques to enhance the existing cryptographic algorithms, 

ensuring faster and more secure data transmission and transactional operations. This will be 

achieved by addressing various crucial aspects such as encryption and decryption times, 

throughput, memory usage, power consumption, and security of the proposed algorithms.  

1.4. Objectives of the study 

The primary objective of this research is to put forward advanced cryptographic algorithms that concentrate 

on securing data communication and transactions. The specific objectives are as follows:                                      

1. To conduct a performance analysis of the most commonly used symmetric algorithms 

2. To evaluate the performance of the most commonly used asymmetric algorithms 

3. To create and introduce an improved asymmetric algorithm that specifically targets 

efficient data communication and transaction processing 
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4. To develop enhanced symmetric algorithms focusing on data communication and 

transaction 

1.5. Research Questions 

1. Which symmetric algorithm exhibits optimal performance in terms of processing times, 

throughput, memory usage, and power consumption? 

2. Which asymmetric algorithm shows the best performance in terms of key exchange time, 

encryption and decryption durations, signature generation, and verification times? 

3. What research investigations can be conducted to develop and introduce an advanced 

asymmetric algorithm that focuses on maximizing the efficiency of data communication 

and transaction processing? 

4. What innovative approaches can be developed to enhance symmetric algorithms 

specifically tailored for improving data communication and transaction processes? 

1.6. Significance of the study 

This study holds significant importance in terms of research, policy, and practice. It adds valuable 

insights to the existing body of literature on Cryptography and addresses the research gap by 

exploring areas that lack sufficient scholarly work. Moreover, this research serves as a 

comprehensive reference for students and researchers interested in further exploring the utilization 

of Cryptography. 

Furthermore, the findings of this study have practical implications, as they contribute to the 

development and implementation of effective cryptographic algorithms to enhance 

communication and strengthen cryptographic security. Policymakers can rely on the outcomes of 

this study to make informed decisions regarding the application and usage of cryptosystems. 

1.7. Contributions to Knowledge 

This section outlines and describes the key research contributions of this dissertation: 

 This study conducts both theoretical and empirical analyzes to evaluate the performance of 

AES, Blowfish, 3DES, and Twofish in terms of encryption times, decryption times and throughput 

(speed).The evaluation is carried out using comparable key bit sizes and their respective fixed 

block sizes. Based on the identified research gaps, the study formulated and successfully executed 
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two primary tasks. These accomplishments have been thoroughly documented in a peer-reviewed 

journal article (Q3) and presented in a conference paper published in the IEEE proceedings. The 

respective publications can be accessed via the following links: [Journal Article (Q3)] and 

[Conference Paper (IEEE Proceedings)]. 

1. https://doi.org/10.14569/IJACSA.2023.0140344 

2. https://doi.org/10.1109/CSCE60160.2023.00386 

 In this research study, a thorough performance evaluation is carried out on the most 

commonly used asymmetric algorithms. The main objective of this evaluation is to assess the 

algorithms' effectiveness and efficiency across various real-world use case (secure email 

communication). The study aims to determine essential metrics such as process times, throughput, 

and other relevant factors that directly impact the algorithms' practical applicability. By examining 

the algorithms under diverse scenarios, this research seeks to provide a comprehensive 

understanding of how they perform in different situations. The findings of this evaluation will not 

only shed light on the strengths and weaknesses of each asymmetric algorithm but also offer 

valuable insights into their suitability for specific applications. Through this investigation, 

researchers hope to contribute to the optimization of asymmetric algorithms and aid in the 

decision-making process for selecting the most suitable algorithm for the use case. Furthermore, 

the study's results may serve as a valuable resource for developers, cybersecurity experts, and other 

professionals involved in cryptographic systems, helping them make informed choices to enhance 

the security and efficiency of their applications. 

This task was also documented in a peer-reviewed journal article classified as Q3. Below is the 

link: https://doi.org/10.14569/IJACSA.2024.01504105 

 The final contribution mainly seeks to make a significant contribution by developing novel 

cryptographic algorithms that are specifically designed to enhance the efficiency of data 

communication and transaction processing. These algorithms will be tailored to address the 

challenges and requirements associated with secure and efficient data exchange and transactional 

activities. By introducing these innovative cryptographic algorithms, this study intends to provide 

practical solutions that can optimize the security and effectiveness of data communication and 

transaction processing systems. The development of such algorithms has the potential to 

https://doi.org/10.14569/IJACSA.2023.0140344
https://doi.org/10.1109/CSCE60160.2023.00386
https://doi.org/10.14569/IJACSA.2024.01504105
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revolutionize the field of cryptography and significantly impact various domains that rely on 

secure and efficient data transmission and transactional operations. 

Based on the gaps identified in existing AES and RSA frameworks and their modifications, this 

study has made several significant contributions to the body of knowledge. Below is the list of 

published and accepted papers: 

1. https://doi.org/10.1109/ICNC59896.2024.10556263 

Accepted Journal and Conference papers 

1. Analysis and Improvement of MixColumn Operations in the Advanced Encryption 

Standard Algorithm 

2. An Efficient Generation of Prime Numbers for RSA Encryption Scheme 

3. Optimizing Data Security with Advanced Encryption Standard and Lempel-Ziv-Markov 

Chain algorithm 

In summary, the unique contribution to knowledge is the creation of algorithms that will improve 

processor efficiency and security. Based on the research gaps, the direction is to develop new 

algorithms which will be compared to existing cryptographic algorithms to measure the following 

indicators: throughput, execution times, memory usage, and security.  

1.8. Sources of information and resources 

This research with get information from the following resources; 

 The secondary source is the NTU library sources 

 The internet such as Google Scholar, IEEE Xplore, ISI Web of Science and many more 

 Subsequently, the primary research phase will be initiated, involving simulations and 

experiments to effectively address the identified research problem. 

1.8.1. Software requirements: 

 NVIDIA CUDA 

 Python 

 Math Lab/Mini Tab 

https://doi.org/10.1109/ICNC59896.2024.10556263
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 MathType 

1.8.2. Hardware requirements: 

 CUDA – Enabled GPU NVIDIA GeForce GT 130M  

o 1.5 GHz with 32 Cores  

o  Processor clock of 1500MHz 

o Memory Clock of 800MHz  

o Memory Interface width of 128  

 CPU  

o Intel i7/i9 CPU with speed of 5.0 GHz 

1.8.3. Standard Libraries/Dependencies used 

o cffi 

o cryptography 

o numpy 

o pip 

o psutil 

o pycparser 

o pycryptodomex 

o pycryptoplus 

o scipy 

o wheel 

1.9. Organization of the Dissertation 

The dissertation follows this structure: Chapter 2 explores prior research on widely used 

asymmetric and symmetric algorithms, the mathematics of cryptography, AES and RSA 

algorithms, and post-quantum cryptography. Chapter 3 investigates the effectiveness of symmetric 

algorithms commonly employed for data transmission, aligned with research objective (RO 1). 
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Chapter 4 outlines the performance evaluation of the most commonly used asymmetric algorithms, 

aligned with research objective (RO 2). Chapter 5 introduces innovative architectures for AES and 

RSA algorithms, with a focus on data communication and transmission. Chapter 6 concludes and 

provides recommendation by elaborating on vital points and contributions made throughout the 

dissertation. Lastly, future research directions are provided in the concluding section. 
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Figure 1.1: Organization of dissertation 
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Chapter 2 Literature Review 

2.1. Introduction 

This chapter reviews the available literature written on this topic and in other related areas. This 

will be made possible by the identification, collection, and review of this literature from various 

sources such as textbooks, journals, reports, and the internet.  

In today's interconnected world, ensuring the security of both wired and remote organizations is 

of utmost importance [30]. The exchange of data necessitates a strong focus on organizational 

security. To achieve this objective, numerous innovative implementations and security measures 

have been developed. Rather than the knowledge transferred, the primary concern lies in the level 

of security offered by the communication channel during data transmission. This technology 

enables the secure transfer of data while ensuring confidentiality and reliable encryption. Remote 

organizations are susceptible to various attacks due to their open design, dynamic geographical 

nature, and lack of a physical perimeter. Wired and remote organizations can be targeted by 

different types of attacks, including ciphertext attacks, brute force attacks, known-plaintext attacks, 

denial of service attacks, side-channel attacks, and more. Implementing diverse cryptographic 

techniques is crucial to safeguarding customer information and mitigating these types of attacks. 

Cryptography plays a pivotal and indispensable role in achieving optimal security. Its purpose is 

to establish a secure, robust, and long-lasting connection while safeguarding data integrity [31]. 

2.2. Defining Cryptography 

This research focuses on the practical implementation of Cryptography and its empirical results. 

Therefore, it is important to consider definitions that are practical and can be found in both 

scientific and non-scientific literature. Table 2.1 presents a summary of different definitions of 

Cryptography. 

Table 2.1: Some definitions of Cryptography. 

Authors Definitions/Conceptualization 

Bruce Schneier [9] “Cryptography is the science of secret communication, 

and its goal is to provide confidentiality, integrity, and 

authenticity of information”. 

William Stallings [32]  “Cryptography is the practice and study of techniques 

for secure communication in the presence of 

adversaries. It encompasses encryption, decryption, 

and related techniques that are used to protect 
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information from unauthorized access or 

modification.” 

Alfred J. Menezes, Paul C. van Oorschot, and Scott A. 

Vanstone [33] 

“Cryptography is the mathematical science of secret 

writing. It involves transforming messages to make 

them secure and immune to attacks. Cryptographic 

techniques can be used to ensure privacy, integrity, 

authentication, and non-repudiation in various 

applications.” 

Oded Goldreich [34] “Cryptography deals with the secure transmission of 

information in the presence of adversaries. It 

encompasses the design, analysis, and implementation 

of methods and protocols for secure communication.” 

John F. Dooley [35] “Cryptography is the science of encoding and 

decoding messages so that they remain secure during 

transmission and storage. It involves the use of 

mathematical algorithms and keys to transform 

plaintext into ciphertext and vice versa.” 

Source: Author’s Table 

These are just a few examples, and different authors may have slightly different perspectives or 

emphasize different aspects of cryptography. However, they all generally recognize cryptography 

as a field that focuses on secure communication, protection of information, and the use of 

mathematical techniques to achieve confidentiality, integrity, and authenticity. 

2.3. Objectives of Cryptography 

The objectives of cryptography revolve around ensuring the secure transmission and storage of 

information. Here are the main objectives of cryptography [36][37]: 

 Confidentiality: One of the primary objectives of cryptography is to provide confidentiality 

or privacy. It ensures that information remains secret and can only be accessed by authorized 

individuals. By encrypting data, cryptography transforms it into a format that is unintelligible to 

unauthorized parties. Only those with the correct decryption key can decipher the encrypted 

message and access the original information. 

 Integrity: Cryptography aims to maintain the integrity of data, ensuring that it remains 

unaltered during transmission or storage. By using techniques such as digital signatures or message 
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authentication codes (MACs), cryptography can detect any unauthorized modifications or 

tampering with the data. If any changes are detected, it indicates that the data may have been 

compromised or corrupted. 

 Authentication: Cryptography provides mechanisms for authentication, which verify the 

identity of the communicating parties. Digital signatures, based on public key cryptography, allow 

the recipient to verify the sender's identity and ensure that the message has not been tampered with 

during transmission. Authentication ensures that the information received is from a trusted source 

and has not been modified by unauthorized entities. 

 Non-repudiation: Non-repudiation is the ability to prevent the sender of a message from 

denying their involvement in the communication. Cryptographic techniques, such as digital 

signatures, provide a means to establish non-repudiation. A digital signature provides proof of the 

sender's identity and ensures that they cannot later deny sending the message. 

 Key Management: Effective key management is a crucial objective of cryptography. 

Cryptographic algorithms rely on the use of keys for encryption and decryption. Secure generation, 

distribution, storage, and revocation of cryptographic keys are essential to maintain the overall 

security of cryptographic systems. 

 Accessibility: Cryptography also aims to ensure that authorized individuals can access the 

encrypted information efficiently. It provides mechanisms for secure key exchange or sharing 

between communicating parties, allowing them to encrypt and decrypt data as needed. 

Overall, the objectives of cryptography are to protect the confidentiality, integrity, and authenticity 

of information, establish trust and authenticity between communicating parties, prevent 

unauthorized access or modifications, and provide reliable mechanisms for secure communication 

and data storage. By achieving these objectives, cryptography plays a crucial role in ensuring 

information security in various domains such as communication networks, e-commerce, financial 

transactions, and data protection. 

2.4. Classification of encryption 

In Figure 2.1, the classification methods of encryption for ciphers are depicted. The classification 

is broadly divided into two main categories: Classical Encryption and Modern Encryption. Within 

these categories, there are two subcategories. Classical Encryption is comprised of Substitution 



16 
 

and Transposition techniques, while Modern Encryption is categorized based on the usage of the 

key, namely Secret Key (Symmetric) and Public Key (Asymmetric). Substitution is further sub-

divided into Mono-alphabetic and Polyalphabetic methods [38]. 

 

Figure 2.1: Classification of Encryption Methods. 

2.5. Classical ciphers 

Classical ciphers refer to encryption techniques that were developed and used before the advent of 

modern cryptographic methods. These ciphers have a long history and were widely used for secure 

communication in various contexts. Here are some of the most common classical ciphers [35]: 

Caesar Cipher: The Caesar cipher is one of the simplest and earliest known substitution ciphers. 

It involves shifting the letters of the alphabet by a fixed number of positions. For example, with a 

shift of 3, 'A' would be encrypted as 'D', 'B' as 'E', and so on. It is a type of mono-alphabetic 

substitution cipher as each letter is substituted with a different letter of the alphabet [39]. 

Vigenère Cipher: The Vigenère cipher is a polyalphabetic substitution cipher that builds upon the 

Caesar cipher. It uses a keyword to determine the amount of shift applied to each letter. The 

keyword is repeated until it matches the length of the plaintext. This makes it more resistant to 

frequency analysis attacks compared to mono-alphabetic cipher [40]. 
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Playfair Cipher: The Playfair cipher is a digraph substitution cipher that uses a 5x5 matrix of 

letters. It operates on pairs of letters (digraphs) in the plaintext, replacing them with corresponding 

digraphs from the matrix. The key is used to determine the positions of the letters in the matrix. 

The Playfair cipher offers stronger encryption than simple substitution ciphers [35]. 

2.6. Transposition ciphers 

Transposition ciphers offer a different level of security compared to substitution ciphers. They can 

be effective in hiding the original message's structure and patterns, making it challenging for 

cryptanalysts to analyze and decipher the ciphertext. However, transposition ciphers do not change 

the characters themselves, which means that the frequency distribution and statistical properties of 

the original message may still be present in the ciphertext. This vulnerability can be exploited by 

skilled cryptanalysts to break the cipher [41]. 

There are various techniques for implementing transposition ciphers, each with its own method of 

rearranging the characters. Some common transposition cipher techniques include: 

Columnar Transposition: This method involves writing the message in a grid with a fixed number 

of columns and then reading the ciphertext by following a specific column order. The order of the 

columns is determined by a key or permutation rule. 

Rail Fence: The Rail Fence cipher arranges the characters of the message diagonally over a set 

number of "rails" or lines. The ciphertext is obtained by reading off the characters in a zigzag 

pattern along the rails. 

Route Cipher: Route ciphers involve systematically moving the characters of the message through 

predetermined routes or paths. The order and direction of the routes dictate the rearrangement of 

the characters. 

Scytale: The Scytale cipher is an ancient technique that involves wrapping a strip of paper around 

a cylinder of a specific diameter and then writing the message along the strip. The ciphertext is 

obtained by reading the characters in a specific pattern as the strip is unwound. 

Transposition ciphers can be used in combination with other encryption techniques to enhance the 

security of a communication system. While they may not provide the same level of cryptographic 

strength as modern encryption algorithms, transposition ciphers have historical significance and 

serve as educational tools for understanding the principles of cryptography [35]. 

2.8. Modern ciphers 

Modern ciphers can be classified into two categories based on various factors, such as the 

techniques used, the keys employed, and the intended applications [42]  
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1. Symmetric Key Cryptography: Also known as secret key cryptography, symmetric key 

cryptography uses a single secret key for both encryption and decryption. The same key is shared 

between the sender and the receiver. Symmetric key algorithms are generally faster and more 

efficient than other types of algorithms. However, the main challenge lies in securely exchanging 

the secret key between the communicating parties. Examples of symmetric key algorithms include 

the Data Encryption Standard (DES), Advanced Encryption Standard (AES), and Triple Data 

Encryption Standard (3DES) [27][23]. 

2. Asymmetric Key Cryptography: Asymmetric key cryptography, also called public key 

cryptography, employs a pair of keys - a public key and a private key. The public key is freely 

available to anyone, while the private key is kept secret by the owner. Messages encrypted with 

the public key can only be decrypted with the corresponding private key, and vice versa. 

Asymmetric key cryptography addresses the key exchange problem faced in symmetric key 

cryptography. It provides a solution for secure communication and digital signatures. The most 

widely used asymmetric key algorithm is the RSA algorithm, while others include Diffie-Hellman, 

Elliptic Curve Cryptography (ECC), and Digital Signature Algorithm (DSA) [43][44]. 

2.9. Types of Symmetric Algorithms 

Symmetric encryption algorithms operate on the principle of using a single secret key for both 

encryption and decryption. These algorithms can be classified into two main types: block ciphers 

and stream ciphers [45][46]. 

2.9.1. Block Ciphers 

Block ciphers divide the plaintext into fixed-size blocks and encrypt each block independently 

using the secret key. The most common block cipher is the Advanced Encryption Standard (AES). 

AES operates on fixed-size blocks of 128 bits and supports key sizes of 128, 192, and 256 bits. 

Other examples of block ciphers include Data Encryption Standard (DES) and Triple Data 

Encryption Standard (3DES). 

In block ciphers, the encryption and decryption processes are typically implemented using rounds 

of mathematical operations such as substitution, permutation, and key mixing. Each block is 

transformed using these operations in a series of rounds, and the final output is the encrypted 

ciphertext. The same process is followed in reverse during decryption to obtain the original 

plaintext. 
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Block ciphers are highly secure and provide strong encryption, making them suitable for a wide 

range of applications. They are particularly efficient when processing large amounts of data in a 

batch mode. However, block ciphers require padding when the input message length is not an exact 

multiple of the block size. The use of modes of operation, such as Cipher Block Chaining (CBC) 

or Counter (CTR), allows for the encryption of messages longer than a single block. 

2.9.1.1. Advanced Encryption Standard (AES) 

The AES (Advanced Encryption Standard) algorithm is a symmetric block cipher used for 

encrypting and decrypting sensitive data. It is widely considered to be one of the most secure 

encryption algorithms available today. The AES algorithm operates on fixed-size blocks of data 

and uses a secret key to perform the encryption and decryption processes. Here is an overview of 

the AES algorithm [47]: 

1. Key Sizes: AES supports three key sizes: 128 bits, 192 bits, and 256 bits. The key size 

determines the level of security and the number of rounds performed during the encryption process. 

Substitution-Permutation Network (SPN): AES uses a substitution-permutation network structure, 

which consists of multiple rounds of substitution and permutation operations. In each round, four 

different transformations are applied to the data: SubBytes, ShiftRows, MixColumns, and 

AddRoundKey. 

2. SubBytes Transformation: The SubBytes transformation replaces each byte in the input 

block with a corresponding value from an S-box lookup table. The S-box provides confusion and 

non-linearity to the algorithm. 

3. ShiftRows Transformation: The ShiftRows transformation cyclically shifts the bytes in 

each row of the state matrix. This operation ensures that the data is spread out across different 

rows, enhancing the diffusion property of the algorithm. 

4. MixColumns Transformation: The MixColumns transformation operates on the columns 

of the state matrix, treating each column as a polynomial over the Galois field. This transformation 

provides additional diffusion and strengthens the encryption algorithm. 

5. AddRoundKey Transformation: The AddRoundKey transformation XORs each byte of the 

state matrix with a round key derived from the main encryption key. The round key is generated 

using a key expansion algorithm. 
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6. Key Expansion: The AES key expansion algorithm generates a set of round keys from the 

main encryption key. These round keys are used in each round of the encryption and decryption 

processes. The number of rounds depends on the key size: 10 rounds for 128-bit keys, 12 rounds 

for 192-bit keys, and 14 rounds for 256-bit keys. 

7. Security and Performance: The AES algorithm has been extensively analyzed by 

cryptographers, and no practical vulnerabilities have been discovered when used with 

recommended key sizes. AES provides a high level of security against various types of attacks, 

including brute-force attacks. It also offers good performance and can be efficiently implemented 

in both software and hardware. 

8. Standardization: AES was selected by the U.S. National Institute of Standards and 

Technology (NIST) in 2001 after a public competition to replace the aging Data Encryption 

Standard (DES). AES has since become a global standard and is widely used in various 

applications and protocols requiring secure encryption [48]. 

The AES algorithm has been thoroughly vetted and is trusted by governments, organizations, and 

individuals worldwide. Its strength, efficiency, and wide adoption make it a cornerstone of modern 

cryptography, ensuring the confidentiality and integrity of sensitive data [49]. 

 
 

Figure 2.2: Structure of AES [61]. 
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2.9.1.2. Blowfish algorithm 

The Blowfish algorithm is a symmetric key block cipher designed by Bruce Schneier in 1993. It 

is known for its simplicity, security, and flexibility. Blowfish is a Feistel network cipher that 

operates on fixed-size blocks of data and uses a variable-length key, making it suitable for various 

applications [50][51]. 

Here are some key features and characteristics of the Blowfish algorithm: 

1. Key Size: Blowfish supports variable key sizes from 32 bits to 448 bits. The key length 

can be any multiple of 8 bits, and it is used to initialize the subkeys during the key expansion 

phase. 

2. Subkey Generation: Blowfish employs a key expansion algorithm to generate a series of 

subkeys from the original key. The subkeys are derived using a complex function that combines 

the key material with elements of the algorithm's internal state. 

3. Feistel Network: Blowfish follows a Feistel network structure, where the data is divided 

into two halves, and a series of rounds are performed on these halves. In each round, one half is 

subjected to a function that depends on the current round's subkey and the other half is XORed 

with the output of the function. The halves are then swapped, and the process is repeated for the 

specified number of rounds. 

4. Substitution and XOR Operations: Blowfish employs both substitution and XOR 

operations to provide confusion and diffusion. It uses large substitution boxes (S-boxes) to perform 

byte-level substitutions. The S-boxes are initialized with a fixed set of predefined values during 

the key setup phase. 

5. Variable Number of Rounds: Blowfish allows for a variable number of rounds, typically 

ranging from 16 to 32 rounds. More rounds increase the security but also increase the 

computational overhead. 

6. Efficient Implementation: Blowfish is known for its efficiency in both software and 

hardware implementations. It does not require complex arithmetic operations, making it relatively 

fast on various platforms. 
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7. Security: Blowfish is considered secure and has withstood extensive analysis over the 

years. No practical attacks have been discovered that would compromise the algorithm's security 

when used with appropriate key lengths. 

8. Applications: Blowfish has been widely used in various applications, including secure file 

storage, virtual private networks (VPNs), password hashing, and data encryption in software 

products. Its flexibility in supporting different key sizes makes it suitable for a range of security 

requirements. 

While Blowfish has been widely adopted and remains a respected encryption algorithm, it has been 

largely superseded by more recent algorithms such as AES (Advanced Encryption Standard) due 

to its limited block size and the availability of more efficient alternatives. 

Overall, Blowfish is a well-regarded symmetric key encryption algorithm known for its simplicity, 

flexibility, and security. Its legacy continues to influence the field of cryptography and serves as 

the foundation for further advancements in encryption techniques [52]. 

2.9.1.3. Data Encryption Standard 

DES (Data Encryption Standard) is a symmetric key block cipher algorithm used for encryption 

and decryption of data. It was developed in the 1970s by IBM and later adopted as a standard by 

NIST (National Institute of Standards and Technology). Here is an explanation of how DES 

cryptography works [53]: 

Key Generation: The DES algorithm uses a 64-bit key, but only 56 bits are used for encryption, 

with the remaining 8 bits reserved for parity checks. 

The key undergoes a key scheduling process to generate 16 subkeys. Each subkey is 48 bits long 

and is derived from the original key. 

Encryption Process: The plaintext to be encrypted is divided into 64-bit blocks. The initial 

permutation (IP) is applied to the plaintext block, rearranging the bits. The plaintext block is then 

divided into two 32-bit halves: the left half (L0) and the right half (R0). The encryption process 

consists of 16 rounds, where each round applies a series of operations to the data. In each round: 

The right half (Ri-1) is expanded to 48 bits using a permutation operation. The expanded right half 

is XORed with the current subkey (Ki) derived from the key scheduling process. The XORed result 

goes through eight substitution operations using S-boxes, which provide non-linear 
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transformations. The output of the S-boxes is permuted using a fixed P-box permutation. The 

permuted output is XORed with the left half (Li-1). The left and right halves are swapped, and the 

process continues for the next round. After the 16 rounds, the final left and right halves are 

swapped. 

Decryption Process: The decryption process is similar to encryption but uses the subkeys in reverse 

order. The ciphertext is divided into blocks of the same size (64 bits). The input block goes through 

the same series of rounds as in encryption, but with the subkeys applied in reverse order. After the 

final round, the left and right halves are swapped. 

Finalization: The final ciphertext undergoes a final permutation (IP-1) to obtain the encrypted data. 

The strength of DES cryptography lies in the complexity of its algorithm, which involves a 

combination of substitution, permutation, and XOR operations. However, advances in computing 

power have made DES vulnerable to brute-force attacks. To enhance security, Triple-DES (3DES) 

is often used, which applies the DES algorithm three times with different keys. 

The DES has been largely replaced by the Advanced Encryption Standard (AES), which provides 

stronger security and supports larger key sizes. Nonetheless, DES is still used in certain legacy 

systems and applications [54][55]. 

2.9.1.4. Triple Data Encryption Standard (3DES) 

Triple Data Encryption Standard (3DES) is a symmetric key block cipher algorithm that provides 

increased security by applying the Data Encryption Standard (DES) algorithm multiple times. It is 

also known as TDEA (Triple Data Encryption Algorithm) [56]. Here is an overview of 3DES [57]: 

Key Generation: 3DES uses three 56-bit keys (168 bits in total). These keys are referred to as 

Key1, Key2, and Key3. The three keys undergo a key scheduling process to generate subkeys for 

each encryption round. 

Encryption Process: The plaintext to be encrypted is divided into blocks of 64 bits. The encryption 

process consists of three stages: encryption with Key1, decryption with Key2, and encryption again 

with Key3. In each stage, the block undergoes the same process as the standard DES algorithm, 

which involves an initial permutation, 16 rounds of operations, and a final permutation. Each stage 

uses a different key and applies the DES algorithm with the key in the corresponding direction. 
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Decryption Process: The decryption process is the reverse of the encryption process. The 

ciphertext is divided into blocks of 64 bits. The decryption process consists of three stages: 

decryption with Key3, encryption with Key2, and decryption with Key1. Each stage uses the 

respective key and applies the DES algorithm in the reverse direction. 

Keying Options: 3DES supports different keying options, providing flexibility in the choice and 

management of keys: Keying Option 1: Each of the three keys (Key1, Key2, and Key3) is 

independent, providing the highest security level. Keying Option 2: Key1 and Key2 are identical, 

while Key3 is different. This option offers backward compatibility with single DES. 

Keying Option 3: All three keys (Key1, Key2, and Key3) are identical, providing compatibility 

with single DES while offering a longer key length. 

3DES improves the security of the original DES algorithm by increasing the effective key length 

to 168 bits. It offers a higher level of resistance against brute-force attacks due to the larger key 

space. However, it is slower compared to modern encryption algorithms such as AES due to the 

repeated application of the DES algorithm [58]. 

With the advancement of encryption standards, 3DES is gradually being replaced by more efficient 

and secure algorithms like AES. However, 3DES is still widely used in legacy systems and 

applications where compatibility with older implementations is required [59]. 

2.9.1.5. Twofish Algorithm 

Twofish is a symmetric key block cipher algorithm that was developed as a candidate for the 

Advanced Encryption Standard (AES) selection process. It was designed by Bruce Schneier, John 

Kelsey, Doug Whiting, David Wagner, Chris Hall, and Niels Ferguson. Twofish is known for its 

strong security, flexibility, and efficient performance [60]. 

Key Features of Twofish: Key Size Flexibility: Twofish supports key sizes of 128, 192, and 256 

bits, allowing users to choose the desired level of security based on their specific needs. 

Block Cipher Operation: Twofish operates on fixed-size blocks of data, typically 128 bits. The 

input data is divided into blocks, and each block is encrypted or decrypted independently. 

Feistel Network Structure: Twofish utilizes a Feistel network structure, which divides the input 

block into two halves and applies a series of rounds to each half. This structure ensures that the 

encryption and decryption processes are symmetric. 
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Round Functions: Twofish employs a combination of substitution and permutation operations in 

its round functions. It utilizes S-box lookups, key-dependent permutations, and bitwise XOR 

operations to provide strong encryption. 

Key Schedule: Twofish uses a key schedule algorithm to generate a set of round subkeys from the 

original encryption key. The key schedule involves mixing and expanding the key material to 

create round keys for each encryption round. 

Avalanche Effect: Twofish is designed to exhibit the avalanche effect, where even a small change 

in the input or key results in a significant change in the output. This property enhances the 

algorithm's security and makes it resistant to various cryptographic attacks. 

Security Strength: Twofish has undergone extensive analysis and evaluation by the cryptographic 

community. It is considered to be highly secure and resistant to known attacks, such as differential 

and linear cryptanalysis. 

Performance Optimization: Twofish is optimized for efficient implementation on various 

computing platforms. It strikes a balance between security and performance, ensuring that 

encryption and decryption operations can be performed efficiently. 

Wide Application: Twofish has been widely adopted and implemented in various software and 

hardware products. It is used in applications that require strong encryption, including secure 

communications, data storage, and file encryption [61]. 

Twofish provides a high level of security, flexibility, and performance, making it a popular choice 

for encryption in a wide range of applications. Its strong cryptographic properties and efficient 

implementation make it suitable for protecting sensitive data and ensuring secure communication 

[62]. 

2.9.2. Stream Ciphers: 

Stream ciphers encrypt plaintext by processing it one bit or one byte at a time, generating a stream 

of encrypted output. The encryption process is typically performed by combining the plaintext 

with a keystream generated by a secret key. The keystream is a sequence of random or pseudo-

random values, which is combined with the plaintext using an exclusive OR (XOR) operation to 

produce the ciphertext. Stream ciphers are often designed to be highly efficient and can encrypt 

and decrypt data in real-time, making them suitable for applications with continuous data streams 
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such as voice and video communication [63]. However, stream ciphers can be more susceptible to 

certain types of attacks, such as known-plaintext attacks, if the same key is reused or if the 

keystream generator is compromised. One widely used stream cipher is the Rivest Cipher 4 (RC4), 

which is known for its simplicity and speed. However, due to security vulnerabilities, RC4 is no 

longer recommended for new applications. Other stream ciphers include the eSTREAM portfolio, 

which consists of several stream cipher algorithms that have undergone extensive analysis and 

evaluation [64]. 

In summary, block ciphers encrypt fixed-size blocks of plaintext independently, while stream 

ciphers encrypt data bit by bit or byte by byte. Both types of symmetric algorithms play a crucial 

role in providing secure communication and data protection, each with their own strengths and 

considerations for different applications and use cases [65][66]. 

2.9.2.1. RC4 (Rivest Cipher 4) 

RC4 (Rivest Cipher 4) is a stream cipher algorithm that was designed by Ron Rivest in 1987. It 

gained popularity due to its simplicity, speed, and versatility. Initially, RC4 was a trade secret, but 

it eventually became widely known and used in various applications. However, over time, several 

security vulnerabilities were discovered in RC4, and it is now considered insecure for most 

purposes [67][68].  

Key Features of RC4 [64]: 

Key Setup: RC4 operates by generating a pseudorandom stream of key-dependent bytes. To set up 

the algorithm, a secret key of variable length (typically between 40 and 256 bits) is used. The key 

serves as the input to the key setup algorithm, which expands it into a fixed-size internal state (256 

bytes) using a process called the key-scheduling algorithm (KSA). 

Pseudorandom Generation Algorithm (PRGA): The PRGA is the core of RC4, responsible for 

generating the stream of pseudorandom bytes. It utilizes the internal state, which is initially filled 

with values from 0 to 255 in order, and scrambles it based on the key. The PRGA generates a 

keystream of pseudorandom bytes by continually swapping and updating the internal state. 

Encryption and Decryption: To encrypt or decrypt data, RC4 uses the keystream generated by the 

PRGA. The algorithm XORs each byte of the plaintext (or ciphertext) with a corresponding byte 

from the keystream. XORing the bytes combines the properties of both the plaintext and the 

pseudorandom stream, creating the ciphertext (or recovering the plaintext). 
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Security Concerns: RC4 has suffered from several security vulnerabilities that have compromised 

its strength over time. These vulnerabilities include biases in the keystream output and key-

dependent biases in the internal state, leading to attacks such as the Fluhrer-McGrew and the 

Mantin-Shamir attacks. As a result, the use of RC4 in new cryptographic applications is generally 

discouraged. 

Historical Significance: Despite its vulnerabilities, RC4 played a significant role in the 

development of modern encryption algorithms. It influenced the design of other stream ciphers 

and provided insights into the properties of secure encryption algorithms. Its impact can be seen 

in the development of later algorithms such as Salsa20 and ChaCha20. 

RC4 is a stream cipher algorithm that generates a pseudorandom stream of bytes based on a secret 

key. It was widely used in various applications due to its simplicity and speed. However, over 

time, multiple vulnerabilities were discovered in RC4, making it unsuitable for secure encryption 

[69]. 

2.9.2.2. Salsa20 

Salsa20 is a symmetric key stream cipher algorithm designed by Daniel J. Bernstein in 2005. It is 

known for its simplicity, high performance, and strong security properties. Salsa20 is widely used 

in various applications that require secure and efficient encryption [70]. 

Key Features of Salsa20 [71]: 

Stream Cipher: Salsa20 is a stream cipher algorithm, which means it encrypts data on a byte-by-

byte basis using a pseudorandom stream of key-dependent bytes. The algorithm generates a 

keystream based on a secret key and a nonce (number used once). 

Security Strength: Salsa20 is designed to provide a high level of security. It has been extensively 

analyzed and found to have strong resistance against various cryptanalytic attacks. The algorithm 

is believed to provide robust security when implemented correctly. 

Variable Key Size: Salsa20 supports key sizes of 128, 192, or 256 bits. This flexibility allows users 

to select an appropriate key size based on their security requirements and performance constraints. 

ChaCha Variant: Salsa20 is closely related to the ChaCha cipher, which is another stream cipher 

algorithm also developed by Daniel J. Bernstein. ChaCha is a modification of Salsa20 that 
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incorporates a different permutation function, resulting in improved diffusion and performance 

characteristics. 

Quarterround Operation: The core operation in Salsa20 is the quarterround function, which 

operates on a state matrix consisting of 16 32-bit words. The quarterround function performs a 

series of bitwise operations and additions, creating a nonlinear and diffusion effect that enhances 

the security properties of the algorithm. 

Block Generation: Salsa20 generates blocks of keystream by repeatedly applying the quarterround 

operation and updating the state matrix. The algorithm employs a counter-based approach, 

incrementing a portion of the state matrix to generate a new block of the keystream. 

Nonce and Initialization: Salsa20 uses a nonce as an additional input to the algorithm. The nonce 

ensures that the same key can be used multiple times while producing unique keystreams. To 

prevent nonce reuse, it is crucial to use a different nonce for each encryption session. 

Performance and Efficiency: Salsa20 is designed for high performance and efficiency. It takes 

advantage of modern processor features, such as efficient bit-level and parallel operations, 

allowing it to achieve fast encryption and decryption speeds. 

Use in Cryptographic Protocols: Salsa20 is utilized in various cryptographic protocols and 

applications, including disk encryption, secure messaging, and virtual private networks (VPNs). 

Its combination of security, speed, and simplicity makes it an attractive choice for these scenarios. 

Salsa20 is a versatile and efficient stream cipher algorithm that provides strong security properties. 

Its simplicity, high performance, and resistance to cryptanalytic attacks have contributed to its 

popularity and adoption in numerous cryptographic applications [70]. 

2.9.2.3. ChaCha20 

ChaCha20 is a symmetric key stream cipher algorithm designed by Daniel J. Bernstein in 2008. It 

is an improved version of the Salsa20 stream cipher, offering increased security and performance. 

ChaCha20 has gained significant popularity and is widely used in various applications, particularly 

in the field of secure communications [72]. 
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Key Features of ChaCha20 [73][74]: 

Stream Cipher: ChaCha20 is a stream cipher algorithm that encrypts data on a byte-by-byte basis 

using a pseudorandom stream of key-dependent bytes. Like other stream ciphers, it generates a 

keystream based on a secret key and a nonce (number used once). 

Security Strength: ChaCha20 is designed to provide strong security. It has undergone rigorous 

analysis and has demonstrated resilience against various cryptanalytic attacks. The algorithm is 

considered secure when implemented correctly. 

Variable Key Size: ChaCha20 supports key sizes of 128, 256, or 512 bits. This flexibility allows 

users to select an appropriate key size based on their security requirements and performance 

considerations. 

Quarterround Operation: Similar to Salsa20, ChaCha20 employs the quarterround function as its 

core operation. The quarterround function applies a series of bitwise operations and additions to 

create a nonlinear and diffusion effect, enhancing the security properties of the algorithm. 

Block Generation: ChaCha20 generates blocks of keystream by iteratively applying the 

quarterround operation and updating the state matrix. The algorithm employs a counter-based 

approach, incrementing a portion of the state matrix to generate a new block of the keystream. 

Nonce and Initialization: ChaCha20 uses a nonce to ensure unique keystream generation for each 

encryption session. It is essential to use a different nonce for each encryption to prevent nonce 

reuse and maintain security. 

ChaCha20-Poly1305: ChaCha20 is often combined with the Poly1305 authenticator to form the 

ChaCha20-Poly1305 construction. This combination provides both encryption and authentication, 

making it suitable for secure communications protocols such as Transport Layer Security (TLS). 

Performance and Efficiency: ChaCha20 is designed for high performance and efficiency. It takes 

advantage of modern processor features, such as parallel operations and efficient bit-level 

manipulation, allowing for fast encryption and decryption speeds. 

Adoption and Standardization: ChaCha20 has gained significant recognition and adoption in the 

field of cryptography. It is widely used in various applications, including secure messaging 

platforms, virtual private networks (VPNs), disk encryption, and internet protocols. ChaCha20 has 
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been standardized by the Internet Engineering Task Force (IETF) for use in cryptographic 

protocols. 

ChaCha20 is known for its simplicity, security, and efficiency. Its combination of strong 

encryption, fast performance, and flexibility in key sizes has made it a popular choice in the world 

of secure communications. The algorithm's design and its widespread adoption have contributed 

to its reputation as a reliable and effective stream cipher [75][76]. 

2.10. Asymmetric algorithms 

Asymmetric algorithms, also known as public-key algorithms, are cryptographic algorithms that 

use two different keys for encryption and decryption [77]. Here are the main types of asymmetric 

algorithms: 

2.10.1. RSA Algorithm 

RSA (Rivest-Shamir-Adleman) is a widely used asymmetric encryption algorithm that provides 

secure communication, digital signatures, and key exchange. It is named after its inventors, Ron 

Rivest, Adi Shamir, and Leonard Adleman, who introduced the algorithm in 1977 [78]. 

Key Components of RSA [79][80][81]: 

Key Generation: RSA involves the generation of a public-private key pair. The key generation 

process starts by selecting two large prime numbers, p and q. The product of these primes, n (n = 

p * q), is used as the modulus for encryption and decryption. The public key consists of the 

modulus n and an exponent e, while the private key includes the modulus n and another exponent 

d. 

Encryption: To encrypt a message using RSA, the plaintext is first converted into a numerical 

representation. Each block of the plaintext is encrypted using the recipient's public key. The 

encryption operation is performed by raising the plaintext block to the power of the public 

exponent e and then taking the modulus n of the result. The ciphertext, a numerical representation 

of the encrypted message, is obtained. 

Decryption: Decryption in RSA is performed using the recipient's private key. The encrypted 

ciphertext is raised to the power of the private exponent d and then reduced modulo n. This 

operation recovers the original plaintext message. 
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Key Exchange: RSA can be used for secure key exchange between two parties. One party generates 

their public-private key pair and shares the public key with the other party. The other party uses 

the received public key to encrypt a shared secret key, which is then sent back to the first party. 

The first party can decrypt the received ciphertext using their private key to obtain the shared secret 

key. Both parties now possess the same shared secret key for secure communication. 

Digital Signatures: RSA can be used to provide digital signatures, which ensure the authenticity 

and integrity of digital messages. To create a digital signature, the sender uses their private key to 

encrypt a hash value of the message. The recipient can then verify the signature by decrypting it 

using the sender's public key and comparing the decrypted hash value with the hash value of the 

received message. 

Key Strength and Security: The security of RSA relies on the difficulty of factoring large 

composite numbers into their prime factors. Breaking RSA encryption requires an attacker to 

factor the modulus n, which becomes increasingly challenging as the key size grows. RSA's 

security is directly linked to the length of the key, with longer keys offering higher levels of 

security. 

Applications [82][83][84]: 

RSA is widely used in various applications, including: Secure communication over the internet, 

such as HTTPS, SSL/TLS. 

 Digital signatures for ensuring message integrity and authentication. 

 Key exchange protocols, like Diffie-Hellman key exchange. 

 Secure email communication using PGP (Pretty Good Privacy). 

 Secure file transfer and encryption in various software and protocols. 

Despite its popularity and extensive use, RSA can be computationally expensive, especially for 

large key sizes. Therefore, newer asymmetric algorithms like elliptic curve cryptography (ECC) 

have gained popularity due to their similar security strength with smaller key sizes and faster 

computation [85]. 

RSA remains a crucial and widely adopted algorithm in the field of cryptography, providing a 

foundation for secure communication and data protection [86]. 
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2.10.2. ECC Algorithm 

ECC (Elliptic Curve Cryptography) is an asymmetric encryption algorithm that is gaining 

popularity due to its strong security with shorter key lengths compared to other public-key 

algorithms. It is based on the mathematics of elliptic curves over finite fields. ECC provides 

efficient and secure cryptographic operations, making it well-suited for resource-constrained 

devices and bandwidth-limited environments [87]. 

Key Components of ECC [5][88]: 

Elliptic Curves: ECC utilizes elliptic curves defined by an equation in the form of y^2 = x^3 + ax 

+ b, where a and b are constants. The curve's points form an additive group, and operations such 

as point addition and scalar multiplication are defined on the curve. 

Key Generation: ECC involves the generation of a public-private key pair. The key generation 

process begins with selecting an elliptic curve and a base point on that curve. The base point's 

coordinates are typically provided as parameters. The private key is a random number within a 

specific range. The public key is derived by multiplying the base point by the private key using 

scalar multiplication. 

Encryption: In ECC, encryption is typically not performed directly on the plaintext message. 

Instead, ECC is often used for key agreement protocols, such as the Elliptic Curve Diffie-Hellman 

(ECDH) algorithm. ECDH allows two parties to establish a shared secret key over an insecure 

channel without explicitly transmitting the key. The shared secret key can then be used for 

symmetric encryption of the actual message. 

Digital Signatures: ECC is also used for digital signatures, similar to other asymmetric algorithms. 

The Elliptic Curve Digital Signature Algorithm (ECDSA) is commonly employed for generating 

and verifying digital signatures. ECDSA involves creating a signature by using the signer's private 

key to perform mathematical operations on the message. The signature can be verified using the 

signer's public key and the received message. 

Key Strength and Security: The security of ECC relies on the difficulty of the elliptic curve discrete 

logarithm problem. Breaking ECC encryption requires solving this problem, which is believed to 

be computationally infeasible, especially for properly chosen curve parameters and sufficiently 

large key sizes. ECC offers comparable security to traditional algorithms like RSA but with shorter 

key lengths, providing advantages in terms of computational efficiency and memory usage [89]. 
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Applications: 

ECC has gained popularity and is utilized in various applications, including: 

 Secure communication protocols like TLS/SSL. 

 Wireless communication standards such as Wi-Fi and Bluetooth. 

 Smart cards, RFID tags, and other embedded systems. 

 Cryptocurrency systems like Bitcoin, which uses ECC for digital signatures. 

 Internet of Things (IoT) devices with limited resources. 

ECC's ability to provide strong security with shorter key lengths makes it a valuable tool for 

securing communications and protecting sensitive data in diverse domains. However, it is crucial 

to use well-vetted elliptic curves and follow best practices to ensure the security of ECC 

implementations [90]. 

2.11. The Mathematics of Cryptography 

Cryptography is an ancient practice that has evolved over time to protect sensitive information 

from unauthorized access. With advancements in technology and computing, modern 

cryptographic systems have become more complex and sophisticated. Mathematics plays a crucial 

role in the design and analysis of secure cryptographic systems [91]. 

The history of cryptography can be traced back to early civilizations such as Egypt, Greece, and 

Rome. In those times, simple substitution ciphers were used, where letters were replaced with other 

letters or symbols. As printing technology emerged in the 15th century, more advanced techniques 

like polyalphabetic ciphers were developed [92]. 

Contemporary encryption systems are built on mathematical concepts such as algebra, probability 

theory, and number theory. There are two major categories of cryptographic systems: symmetric-

key cryptography and public-key cryptography. In symmetric-key cryptography, the same key is 

used for both encryption and decryption. On the other hand, public-key cryptography employs two 

different keys for encryption and decryption. The security of cryptographic systems is based on 

the complexity of mathematical puzzles like factorization, discrete logarithms, and elliptic curve 

cryptography [93]. 
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In modern society, cryptography serves various purposes including secure transactions, data 

storage, and secure communication. Popular cryptographic systems such as the Advanced 

Encryption Standard (AES), the RSA algorithm, and Elliptic Curve Cryptography (ECC) are 

widely used to protect sensitive data in databases, secure online conversations, and facilitate secure 

financial transactions. Mathematics provides the foundation for designing and analyzing secure 

cryptographic systems. Over time, simple substitution ciphers have been replaced by 

mathematically-based cryptographic systems. As the need for secure communication, data storage, 

and financial transactions continues to grow, cryptography remains indispensable in contemporary 

society [94]. 

This section focuses on the mathematical aspects of cryptographic algorithms, exploring their 

underlying principles, applications, and historical context. 

2.11.1. Modular arithmetic 

Modular arithmetic, a branch of mathematics, plays a significant role in encryption, particularly in 

the development of symmetric-key algorithms. It involves performing arithmetic operations on 

integers while taking the results modulo a fixed integer. The use of modular arithmetic in 

cryptography, its fundamentals, and applications will be explored in this literature survey. 

Modular arithmetic is employed in cryptography to construct symmetric-key cryptographic 

techniques. The most commonly used operation in modular arithmetic is modular addition, which 

involves adding two numbers and then taking the result modulo a fixed integer. Additionally, 

modular subtraction, multiplication, and exponentiation are performed using modular arithmetic. 

Modular exponentiation, in particular, is crucial in encryption as it forms the basis of numerous 

cryptographic algorithms, including RSA and Diffie-Hellman [95]. 

Both symmetric-key cryptography and public-key cryptography leverage modular arithmetic in 

various ways. In symmetric-key cryptography, the encryption process involves applying modular 

arithmetic operations to the plaintext and a secret key to generate the ciphertext. The Advanced 

Encryption Standard (AES), the prevailing symmetric-key cryptographic algorithm, utilizes 

modular arithmetic to execute substitutions and permutations on both the plaintext and the key 

[32]. Modular arithmetic is a fundamental tool in cryptography, finding applications in both 

symmetric-key and public-key cryptographic methods. Through modular arithmetic, various 

operations are performed to ensure secure and efficient encryption. The Advanced Encryption 
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Standard is a prominent example of a symmetric-key algorithm that extensively utilizes modular 

arithmetic operations [96]. 

2.11.2. Modular Exponentiation 

The use of modular exponentiation is a fundamental aspect of the mathematics of cryptography, 

specifically in encryption and decryption operations. When an integer is raised to a power modulo 

another integer, modular exponentiation involves computing the remainder [97]. This literature 

survey explores the significance of modular exponentiation in cryptography and provides an 

overview of the existing computational methods. 

Among the commonly employed techniques, the square-and-multiply formula stands out. This 

algorithm is based on the concept that any exponentiation can be represented as a sequence of 

squaring and multiplying operations. By converting the exponent into its binary representation, the 

algorithm iteratively squares the base and multiplies it by itself when the corresponding bit in the 

exponent is 1. The time complexity of this approach is O(log n), where n represents the size of the 

exponent. In addition to the square-and-multiply algorithm, there are other strategies for 

optimizing modular exponentiation in specific cryptographic applications. For example, the 

Chinese Remainder Theorem (CRT) is often used to accelerate modular exponentiation in RSA 

cryptography. The CRT involves precomputing the exponentiation modulo the prime factors of 

the modulus and combining the results [98]. 

While modular exponentiation problems are generally considered computationally easy to solve, 

computing the discrete logarithm—finding the exponent e given b, c, and m—is deemed 

challenging. This property makes it suitable for cryptographic algorithms, where it can be referred 

to as a one-way function or a trapdoor function. Modular exponentiation is a fundamental operation 

in the mathematics of cryptography, and various techniques exist to enhance its efficiency in 

different cryptographic contexts. The Montgomery exponentiation algorithm is particularly 

advantageous for hardware implementations, while the square-and-multiply algorithm serves as a 

versatile method. Additionally, the CRT and windowed method are utilized in certain 

cryptographic applications to optimize modular exponentiation [99]. 

2.11.3. Reversible and quantum modular exponentiation 

Reversible exponentiation and quantum exponentiation are two emerging fields of study within 

the mathematics of cryptography. Quantum exponentiation involves leveraging quantum 
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algorithms to perform exponential operations, while reversible exponentiation focuses on 

calculating the inverse of a modular exponentiation. The research on reversible exponentiation has 

primarily taken place in the past decade, making it a relatively recent area of investigation. The 

main objective of reversible exponentiation is to enhance the security of cryptographic methods 

based on modular exponentiation, such as RSA and ElGamal. These algorithms are vulnerable to 

side-channel attacks, which exploit the electromagnetic radiation or power consumption of the 

computing device to extract secret keys. Modular exponentiation poses a challenge for Shor's 

algorithm, as it requires the computation of a circuit consisting of reversible gates that can be 

further decomposed into quantum gates suitable for a specific physical device. Moreover, Shor's 

algorithm allows knowledge of the base and exponentiation modulus at each call, enabling various 

optimizations to be applied to the circuit design [100]. 

2.11.4. Discrete logarithm 

Discrete logarithms play a crucial role in the mathematical underpinnings of encryption. They are 

utilized in various cryptographic methods such as ElGamal encryption, Diffie-Hellman key 

exchange, and DSA digital signatures. This literature survey will explore different techniques for 

solving discrete logarithms and their implications for cryptography. The discrete logarithm 

problem involves finding the exponent x in the equation g^x ≡ h (mod p), where g, h, and p are 

known values. The Index Calculus method is a well-known classical algorithm for solving discrete 

logarithms. It leverages the observation that any element in a finite field can be represented as a 

product of a small set of prime elements. The Index Calculus algorithm is efficient for solving 

small prime discrete logarithms, with a time complexity of O(exp(sqrt(log(p) log(log(p)))). 

However, the Index Calculus method becomes impractical for larger primes, necessitating 

alternative approaches. One such approach is the Number Field Sieve algorithm, which is a 

general-purpose algorithm capable of solving various mathematical problems, including discrete 

logarithms. The Number Field Sieve method can handle discrete logarithms for primes of several 

hundred bits with a time complexity of O(exp((1.923 + o(1)) log(p)(1/3) (log(log(p)))(2/3)) [101]. 

2.11.5. Euclidean Algorithm 

The Euclidean Algorithm, named after the Greek mathematician Euclid, is a fundamental 

mathematical algorithm that has found extensive applications in cryptography. Euclid developed 

this algorithm, which is described in his work "Elements." It is primarily used for determining the 

greatest common divisor (GCD) of two numbers and is widely utilized in various cryptographic 
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techniques, including RSA encryption, public-key cryptography, and elliptic curve cryptography 

[102]. 

The Euclidean Algorithm, deeply rooted in number theory, follows a systematic approach to 

finding the GCD of two numbers. Its fundamental principle involves iteratively applying the 

concept that the GCD of two integers remains consistent when calculated for the smaller number 

and the remainder obtained by dividing the larger number by the smaller one. In the realm of 

cryptography, the Euclidean Algorithm finds practical application in key generation for RSA. The 

security of RSA relies on the challenge of factoring the product of two large prime numbers. In 

this process [103][104][105]: 

 Distinct prime numbers p and q are chosen, and the modulus n is computed as n=p×q. 

 The totient ϕ(n) is determined as ϕ(n)=(p−1)×(q−1). 

 The public exponent e is chosen by applying the Euclidean Algorithm to find the GCD of 

ϕ(n) and e, ensuring 1<e<ϕ(n) and gcd(ϕ(n),e)=1. 

Furthermore, the Euclidean Algorithm contributes to private key generation in RSA: 

 The private exponent d is computed, serving as the modular multiplicative inverse of e 

modulo ϕ(n). This ensures (d×e)modϕ(n)=1. 

 The extended Euclidean Algorithm is often employed for efficiently calculating the 

modular inverse. 

Beyond key generation, the Euclidean Algorithm plays a pivotal role in security analysis. Its 

application in evaluating the security of cryptographic systems, especially in assessing the strength 

of employed keys, is paramount. The existence of an efficient algorithm for calculating the GCD 

could potentially introduce vulnerabilities in cryptographic systems, highlighting the algorithm's 

significance in ensuring the robustness of digital communication security. 

The Euclidean Algorithm's application in cryptography, particularly in the RSA algorithm, 

emphasizes its crucial role in securing digital communication. Its involvement in key generation, 

modular arithmetic, and security analysis underscores its versatility and indispensability in 

contemporary cryptographic frameworks. As cryptographic methodologies advance, a profound 

understanding of foundational mathematical concepts like the Euclidean Algorithm remains 

essential for constructing resilient and secure digital communication channels [105][106]. 
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2.12. Empirical Review 

This section outlines the empirical review of the scholarly literature on the study objectives. The 

arguments are illustrated as below: 

2.12.1. Review of the performance evaluation of commonly employed symmetric algorithms 

According to authors in [24], a critical analysis was conducted to identify the strengths and 

weaknesses of various symmetric key cryptographic algorithms. The analysis in this paper 

examined important parameters such as throughput, scalability, security, memory usage, power 

consumption, speed, and flexibility to assess different cryptographic algorithms. The identified 

strengths and limitations of these algorithms make them suitable for various applications. Among 

the analyzed algorithms, Blowfish was found to excel in terms of security, flexibility, memory 

usage, and encryption performance. In addition, Tyagi and  [25] conducted a comparative analysis 

of symmetric encryption algorithms, namely DES, 3DES, AES, and Blowfish. However, their 

study aimed to achieve specific objectives, which were: 1) gaining a deeper understanding of the 

cryptography process, and 2) performing a comparative analysis of symmetric encryption 

algorithms. Their study concluded that Blowfish outperformed other algorithms, such as DES, 

AES, and Triple DES, based on key size and security. The F function of the Blowfish algorithm 

provided a high level of security for encrypting 64-bit plaintext data. According to Nie et al., [107] 

evaluated the speed and power consumption of two symmetric key encryption algorithms, DES 

and Blowfish. The experimental results revealed that Blowfish algorithm exhibited faster speed 

than DES, while the power consumption remained almost the same. This study suggested that the 

Blowfish encryption algorithm may be more suitable for wireless network application security. In 

[108] provided a comparative survey on symmetric key encryption techniques. The analysis 

emphasized that selecting the appropriate encryption algorithm for encrypting plain text depends 

on weighing the advantages and disadvantages of each algorithm. The study indicated that 

symmetric key algorithms run faster than asymmetric key algorithms, such as RSA, and require 

lesser memory compared to asymmetric encryption algorithms. Furthermore, symmetric key 

encryption was deemed superior in terms of security compared to asymmetric key encryption. The 

comparison of popular encryption algorithms clearly demonstrated the superiority of the Blowfish 

algorithm over DES, AES, and Triple DES based on key size and security. This study evaluated 

six common encryption algorithms: AES (Rijndael), DES, 3DES, RC2, Blowfish, and RC6, 

focusing on their computing resource demands such as CPU time, memory, and battery power. 
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Blowfish was found to perform the best, followed by RC6, while 3DES had lower performance 

than DES. RC2 was the most time-consuming algorithm. AES outperformed RC2, DES, and 

3DES. The results were consistent across different file types (audio, video, text, and documents). 

Additionally, changing the key size significantly impacted battery and time consumption. [109]. 

Similarly, the authors in [110] conducted an analysis to measure the performance of selected 

encryption algorithms. Their study confirmed that cryptographic algorithms consume a significant 

amount of computing resources, including CPU time, memory, and battery power. Based on the 

input size of text files and experimental results, it was concluded that the Blowfish algorithm 

consumed less execution time and memory usage while producing higher throughput. Specifically, 

Blowfish performed approximately four times faster than AES and two times faster than DES. The 

study highlighted that Blowfish not only exhibited exceptional speed but also provided strong 

security through its key size, making it suitable for various applications such as bulk encryption, 

random bit generation, internet-based security, packet encryption, and more. In this particular 

study, the authors conducted a comparison of performance among three widely used symmetric 

key cryptography algorithms: DES, AES, and Blowfish. The simulation results revealed that 

Blowfish outperformed other commonly used encryption algorithms. On the other hand, AES 

exhibited poor performance compared to other algorithms due to its higher processing power 

requirement. While using CBC mode added some extra processing time, the overall impact was 

relatively negligible, particularly for applications that require secure encryption of large data 

blocks [111]. Also, the authors in [42] analyzed popular encryption techniques and found that 

Blowfish consistently outperformed other encryption techniques across various parameters such 

as encryption time, decryption time, power consumption, memory usage, latency, jitter, and 

security level. Following Blowfish, AES emerged as the second-best symmetric algorithm, while 

3DES exhibited the least effectiveness. However, symmetric algorithms like AES and Blowfish 

were not as effective due to their resource-intensive nature. In terms of hashing methods, MD5 

produced the highest latency, followed by SHA256 and SHA1, with SHA256 ultimately being 

more secure than SHA1 and MD5. According to Anand Kumar and  Karthikeyan  [112] evaluated 

the performance of Blowfish and AES in terms of energy consumption, different data types (text, 

document, images), packet size, and key size. Their study highlighted that while numerous 

encryption algorithms are available to secure data, they consume significant computing resources 

such as battery and CPU time. The simulation results consistently favored Blowfish over AES in 

almost all test scenarios. Blowfish demonstrated superiority in text-based encryption, while AES 
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exhibited better performance in image encryption. The study also highlighted the impact of 

changing the key size of the AES algorithm on performance. Overall, AES was recommended for 

situations requiring high security, while Blowfish excelled in terms of performance. Likewise, in 

the study focused on security challenges and mechanisms for IoT. It was determined that the 

Blowfish algorithm outperformed other cryptographic algorithms in terms of execution time, 

memory usage, throughput, power consumption, and security, making it well-suited for IoT 

applications. The researchers implemented both the original and modified versions of Blowfish in 

hardware and observed that the modified version exhibited improved encryption time and 

throughput. Future work aims to introduce a new 512-bit block cipher [113]. The authors in [114] 

investigated cryptographic methods such as AES and Blowfish, comparing parameters such as 

encryption speed, CPU  utilization over time, and battery power consumption. Their findings 

demonstrated that the Blowfish method outperformed the AES algorithm in terms of processing 

speed and throughput, while also consuming less energy. Thus, the study concluded that Blowfish 

is the superior option. In [115] integrated encryption techniques in the authentication of multicast 

protocol for Ad-hoc networks. Their analysis concluded that the Blowfish algorithm enables faster 

encryption and decryption of data, requiring less CPU power compared to other methods. In the 

comparative analysis conducted by Cordova et al., (2017) [116] on selected security algorithms in 

cloud computing, Blowfish outperformed the AES and RSA algorithms based on simulated 

outcomes. Blowfish exhibited the least increase in processing time during key generation, 

encryption, and decryption, positioning it as a strong contender for one of the top security 

algorithms. Additionally, doubling the PC's RAM enhanced the performance of all tested 

algorithms, significantly improving their speed and effectiveness. In this study, the authors in [117] 

evaluated block cipher algorithms based on encryption time, decryption time, encryption 

throughput, and memory usage for various file sizes (text, image, and video). Their study 

concluded that the Blowfish algorithm excelled in symmetric key cryptography when encrypting 

text files and videos. However, the DES method, despite its ability to quickly encrypt small text 

files, was susceptible to brute-force attacks. For encrypting small-size image and video files, 3DES 

utilized less memory. AES performed better than other algorithms when encrypting images. 

Overall, these studies above consistently highlight the superior performance of Blowfish in terms 

of speed, security, memory usage, and power consumption compared to other encryption 
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algorithms such as DES, AES, and 3DES.  However, numerous comparative analyzes yielded 

contrasting outcomes.  

According to a study by Panda and Nag [118], the performance of encryption algorithms was 

evaluated based on execution time, memory usage, and throughput on two different operating 

systems. The study concluded that cryptographic algorithms are computationally intensive and 

require significant computing resources such as CPU time, memory, and battery power. Based on 

the simulation results, AES and Salsa20 were found to be preferable over Blowfish for encrypting 

plain text data. In another study by Singh et al., (2015) [30], a comprehensive comparison was 

made among four common encryption algorithms: AES, DES, 3DES, and Blowfish, focusing on 

security and power consumption. The simulation results demonstrated that AES outperformed the 

other algorithms. Although AES was initially considered superior to the original Blowfish 

algorithm, this study proposed enhancements to Blowfish by adding an additional key and 

replacing the XOR operation with a new operation '#'. These modifications increased the 

robustness of Blowfish, making it more resilient against intrusion attempts. The advanced 

Blowfish algorithm proved to be more energy-efficient and secure, thus reducing battery 

consumption. In similar study by Gautam et al., (2019) [26] conducted an experiment to assess the 

performance and usability of various cryptographic algorithms, including RSA, DES, AES, 

Blowfish, 3DES, and Twofish. The study concluded that AES and Twofish are the most promising 

options, surpassing other encryption standards in terms of speed, entropy, and efficient encoding. 

However, AES was found to be superior to Twofish due to its higher efficiency. In this research, 

the authors compared the execution time, memory usage, and ciphertext size of symmetric 

cryptography algorithms: 3DES, AES, Blowfish, and Twofish. The results demonstrated that AES 

exhibited the most efficient performance in terms of execution time for encryption and decryption. 

According to Ghosh conducted a comparative evaluation of encryption algorithms, namely AES, 

Blowfish, and Twofish, for enhancing the security of wireless networks. Based on the evaluation 

metrics studied, such as encryption time, decryption time, and throughput, Twofish demonstrated 

a clear advantage over AES and Blowfish. Due to its low encryption and decryption time and high 

throughput, Twofish is recommended for implementation alongside HMAC in the security of all 

networking protocols [119]. Raigoza and Jituri [27] assessed the performance of the Blowfish 

algorithm and the widely used Advanced Encryption Standard (AES). The findings revealed that 

AES outperformed Blowfish in terms of speed, with a difference of approximately 200 to 300 
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milliseconds. When modifying the data size, minor differences were observed between the 

evaluated methods, resulting in encrypted data lengths that were roughly similar for both AES and 

Blowfish. As the ASCII value increased, both AES and Blowfish experienced an overall increase 

in execution time, but the regression line slope for Blowfish was steeper than that of AES. In a 

study evaluating power consumption, Joulemeter, PassMark BatteryMon, and Wattc were 

employed to analyze four Advanced Encryption Standard (AES) finalist algorithms: RC6, Serpent, 

Mars, and Twofish, with respect to file size. The results indicated that the Twofish algorithm 

exhibited the highest remaining battery life. Among the four algorithms, Twofish consumed the 

least amount of electricity according to the power requirements measurements. The study 

emphasized the consistent findings across different measurement tools, highlighting that the 

Twofish algorithm consumes the least amount of power [120]. The authors in [39] conducted an 

evaluation of widely used symmetric algorithms to assess their effectiveness in terms of security, 

architecture, limitations, and efficiency. The experimental results indicated that AES emerged as 

the superior algorithm, excelling in security, efficiency, and architecture. This study developed a 

compact and modular Twofish algorithm as an alternative to AES-Rijndael, suitable for various 

applications. Their study introduced a small Twofish-128 hardware module for cryptography, 

demonstrating versatility in usage. Compared to the 128-bit version of AES, Twofish-128 required 

approximately 70% fewer logic components. The circuit implementation offered the same level of 

security as AES but with a significantly smaller size, making it adaptable to diverse applications 

[121]. In a study comparing AES and Twofish, the authors in [62] observed the following 

simulation results: AES exhibited faster encryption for text, while Twofish surpassed AES with 

increased RAM. For image encryption, AES was faster overall, but Twofish performed equally 

well with more RAM. Twofish demonstrated better performance for sound encryption, and its 

speed improved further with increased RAM. According to Nurgaliyev and  Wang [122]  evaluated 

the effectiveness of different components in current symmetric key algorithms. They found that 

AES (Rijndael) showcased the best performance in terms of security, adaptability, memory 

utilization, and encryption performance. While other approaches showed competence, they were 

compromised in terms of security and encryption performance. The study conducted a comparison 

of encryption algorithms, including AES, DES, IDEA, RC2, Blowfish, and RSA, analyzing their 

strengths and weaknesses across different parameters. The aim was to identify vulnerabilities in 

certain cryptographic algorithms. The findings led to the following conclusions: Symmetric 

algorithms like AES offer faster encryption and decryption, enhancing data safety during 
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transmission. Asymmetric algorithms like RSA and Diffie-Hellman provide security advantages 

in terms of key size. RSA addresses issues related to key agreement and key exchange in secret-

key cryptography [123]. A study compared Format Preserving Encryption (FPE, FIPS 74-8) on 

numeric data (credit card numbers) with block ciphers such as AES, DES, 3DES, and Blowfish. It 

found that FPE outperforms AES with a 192-bit key, achieving an average encryption and 

decryption time of 16198.5 ns for 1000 credit card digits. For 1000 sixteen-digit credit card 

numbers, Blowfish and AES with a 192-bit key performed comparably. The study recommends 

using AES or Blowfish for superior performance and security in preserving numeric data formats 

[124]. Aleisa [125] compared the DES and AES encryption standards and concluded that AES is 

the unquestionable winner in terms of security, being considered practically unbreakable in real-

world applications. Although DES and 3DES have identified faults, they are still deemed secure 

and useful. This research compared the performance of symmetric key encryption techniques, 

including DES, 3DES, and AES, for text and image data. It highlighted the risk of eavesdropping 

over the internet, which threatens data confidentiality. The results showed that AES has shorter 

encryption and decryption times and higher throughput compared to other algorithms, while 3DES 

has the longest encryption-decryption time and the lowest throughput. AES consumes more 

memory, whereas DES requires the least memory among the evaluated techniques [126]. This 

study investigated cryptography algorithms used for security and privacy protection in the smart 

grid. Their study determined that symmetric algorithms outperformed asymmetric ones in terms 

of overall performance. While some algorithms, like Blowfish, showed competitive encryption 

and decryption speeds compared to AES, they did not meet security standards. AES was identified 

as the most secure algorithm, with DES ranking second, making it the recommended choice for 

safeguarding sensitive data in the smart grid [46]. The authors in [127] compared various 

symmetric key cryptography techniques and found that compressing plaintext maximized memory 

efficiency. Blowfish was the fastest algorithm but had inconsistent throughput for smaller plaintext 

sizes. AES provided generally consistent and slightly superior performance and was more resistant 

to birthday attacks due to its larger 128-bit block size, compared to Blowfish's 64-bit block size. 

Panda, M. compared symmetric (AES, DES, and Blowfish) and asymmetric (RSA) cryptographic 

methods using different file types, finding that AES outperformed the other algorithms in terms of 

throughput and encryption-decryption time. According to Advani and  Gonsai [128] performed a 

performance analysis of symmetric encryption algorithms, evaluating their encryption and 

decryption times. AES and Blowfish appeared to be more effective for various file types based on 
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the literature research. The study specifically tested AES, DES, 3DES, and Blowfish. This study 

compared the performance of symmetric encryption algorithms, specifically AES and DES, on 

mini PC devices like the Raspberry Pi. The study concluded the following: 1. AES algorithm 

exhibits faster encryption time compared to the DES algorithm. However, AES requires more 

memory during encryption, while DES utilizes binary numbers and AES employs both binary and 

hexadecimal numbers for encryption. 2. The AES algorithm, with its larger number of keys (128 

bits), is recommended over DES, which has a key length of 64 bits, or half the number of keys in 

AES. AES offers a much higher number of potential keys (2^128) compared to DES (256 keys). 

The study suggests exploring the avalanche effect algorithm and using files or images as 

encryption media to evaluate the performance of each algorithm [129]. In this research, the speed, 

cost, and performance of symmetric encryption algorithms, including DES, AES, Blowfish, and 

RSA, were assessed in terms of their suitability for wireless sensor networks and peer-to-peer 

communication. Each cryptographic algorithm has its own set of advantages and disadvantages. 

RSA, while secure, has relatively higher time and power consumption. Blowfish, on the other 

hand, is useful for applications that require fast and secure communication due to its shorter 

encryption and decryption times. AES is recognized as an extremely secure algorithm but requires 

more memory and has longer encryption time, while DES is more memory-efficient [130]. This 

research conducted a comprehensive review of security techniques for SMS and conducted a 

performance comparison of commonly used encryption algorithms like DES, 3DES, RC4, 

Blowfish, and AES (Rijndael). DES was found to be limited by its large data size and short key 

length, while Blowfish and RC4 were found to have vulnerabilities related to weak keys. Among 

the symmetric algorithms discussed, AES (Rijndael) emerged as the most popular choice due to 

its flexibility and superior encryption performance. It offers improved security, faster processing, 

and overall reliability [131]. The authors in [132] analyzed encryption techniques for secure 

communication, finding that AES offers superior security, particularly in CBC mode, which uses 

data block chaining and an initialization vector, making it more secure than ECB mode. AES is 

ideal for applications requiring high dependability and confidentiality. The study suggests 

potential further development of AES due to improvements in entropy, throughput, and encryption 

efficiency. The research assessed the effectiveness of AES, DES, 3DES, Blowfish, RC4, and RSA 

in securing image data in cloud environments, addressing concerns like data breaches, account 

theft, insider threats, malware injection, and denial-of-service attacks.. According to the study, 

AES, Blowfish, RC4, and 3DES demonstrate good performance in terms of throughput, memory 
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consumption, encryption time, and decryption time for image cryptography in the cloud. While 

RC4 performs well in terms of execution speed, it lacks sufficient security for image data. 

However, the most secure encryption algorithms for image data in cloud systems are Blowfish, 

AES, and RSA. The paper concludes that both Blowfish and AES are effective encryption 

algorithms for securing picture data in cloud systems, providing a balance between efficiency and 

security [133]. This study evaluated the performance of the DES and 3DES cryptography 

algorithms for ensuring data security in smart cards operating in NFC-based communication 

systems. The performance evaluation of text data cryptographic methods using DES and 3DES for 

data writing and reading processes of ACOS3 smart cards in NFC-based devices yielded several 

conclusions: 1. DES and 3DES text data cryptography methods can be successfully employed for 

data writing and reading processes in ACOS3 smart cards in NFC-based devices. 2. The data 

writing and reading processes of ACOS3 smart cards utilize the faster DES method compared to 

the 3DES cryptographic method. 3. When implementing the DES or 3DES cryptographic method 

with an ACOS3 smart card, the data reading process demonstrates faster execution than the data 

writing process [134]. 

2.12.1.1. Research gap 

The evidence presented in the review highlights the presence of experimental gaps in the 

understanding of the most commonly used block cipher techniques. These gaps indicate that there 

is still a need for further research to fully explore and comprehend the capabilities and limitations 

of these algorithms. Moreover, the review brings attention to the flawed nature of previous 

comparisons conducted between these algorithms, as they often fail to consider the variations in 

key bit and block sizes employed by each algorithm. 

To address these gaps and improve future research, it is recommended to explore different 

methodological approaches for conducting correlational studies on the commonly used symmetric 

algorithms. By employing alternative methodologies, researchers can obtain more accurate and 

comprehensive insights into the performance, security, and suitability of these algorithms. This 

may involve conducting controlled experiments, analyzing large-scale data sets, or implementing 

real-world use cases to assess the effectiveness and efficiency of different symmetric encryption 

techniques. Furthermore, future research should strive to establish robust correlations between 

algorithm characteristics, such as key bit and block sizes, and their impact on various performance 

metrics. This will enable a more nuanced understanding of the trade-offs and considerations 
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associated with different algorithm choices. Additionally, exploring the impact of other factors, 

such as computational resources and data types, in conjunction with the algorithmic properties can 

provide a more holistic view of their effectiveness. 

In conclusion, future research should employ alternative methodologies to address the 

experimental gaps and conduct correlational studies that consider the variations in key bit and 

block sizes among symmetric algorithms. By doing so, researchers can enhance our understanding 

of these algorithms, leading to improved recommendations for their practical implementation and 

strengthening the overall security of cryptographic systems. 

2.12.2. Review of the performance evaluation of asymmetric algorithms that are frequently 

used 

This work presents a secure key agreement and session authentication system for Internet of 

Things (IoT) devices. Simulation results demonstrated the system's resilience against various 

attacks and showed that its time complexity was lower compared to DSA and RSA, due to the use 

of ECC. The protocol exhibited the lowest computational overhead, the fastest turnaround times, 

and the greatest stability with minimal communication overhead. [28]. This undertaking presented 

a system employing Elliptic Curve Cryptography (ECC) and Diffie-Hellman (DH) key exchange 

to establish forward secrecy within HTTPS web browser applications. The envisaged technique 

notably reduces error rates compared to prior research. This methodology utilizes a dual key 

arrangement orchestrated by ECC-DH to effectively manage security in cloud contexts. 

Furthermore, this approach exhibits a heightened entropy value in comparison to the alternative, 

enhancing its overall security posture [135]. This study thoroughly examined asymmetric 

algorithms like Diffoe-Hellman, DSA, Elliptic Curve, and RSA as well as symmetric algorithms 

like Blowfish, AES, 3DES, and DES. According to the investigation, researchers found that certain 

characteristics had an impact on how well various algorithms performed. It is essential to provide 

solid, reliable, and trustworthy algorithms that can effectively manage massive amounts of data on 

the cloud given the growing demand for cloud applications. The two most crucial 

recommendations for cloud applications are speed and security [136]. Researchers in this study 

looked at a cryptographic method that integrated DNA encoding with the ECC algorithm and 

compared it to the widely used RSA algorithm. Elliptic Curve Cryptography-based DNA Encoding 

is superior to conventional methods in terms of temporal structure, physical size, and key length. 

Two layers of security are also included in the framework, the first of which is ECC steganography 
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and the second of which is DNA encoding. In particular, for devices with low resources, 

cryptographic algorithms should be both practical and inexpensive. Additionally, ECC itself needs 

to be updated frequently to enhance the efficiency of the recently scheduled processors [29]. In 

reference to [137], researchers conducted an analysis of distinct cryptographic algorithms, 

evaluating aspects like key size, message size, and execution time. With the proliferation of diverse 

encryption techniques, facilitating swift and dependable communication among IoT devices has 

become a complex task, one that must be accomplished without causing interruptions. Determining 

the most suitable, compatible, and advantageous encryption method for communication has proven 

to be quite intricate. Through their examination, the authors reached the consensus that among 

various options, Schnorr, RSA, Elliptic Curve Cryptography, and ElGamal emerge as the superior 

choices. Kaur and Aggarwal [2] undertook an extensive examination of cryptographic methods 

including RSA, Blowfish, Diffie-Hellman, ECC, and others. The advent of the Internet of Things 

has brought to light a significant security concern that impacts various aspects ranging from 

authentication and authorization to trust management, even posing a threat to embedded systems. 

Among these techniques, ECC has demonstrated itself as the encryption method that excels in both 

security and efficiency. In reference to [37], Researchers analyzed various encryption methods, 

including RSA, Diffie-Hellman, Digital Signature Algorithm, and Elliptic Curve Cryptography 

(ECC), to determine the most effective for data confidentiality during transmission. They found 

that digital signatures provide robust confidentiality and non-repudiation, ensuring data integrity, 

availability, and confidentiality. This study assessed ECC, RSA, and Diffie-Hellman for network 

security, concluding that ECC is superior due to its comparable security with fewer bits. ECC's 

significant use in Bitcoin, Secure Shell, and Transport Layer Security demonstrates its exceptional 

security and cost-effectiveness. [138]. In [5], the authors compared Elliptic Curve Cryptography 

(ECC) with RSA in network security and introduced an EC point multiplication processor for 

digital signatures and key agreements. ECC's inverse operation, the Elliptic Curve Discrete 

Logarithm Problem (ECDLP), becomes more complex with longer keys, making ECC more viable 

as security needs and processing power increase. ECC provides equivalent security with shorter 

keys, maintaining efficiency and compactness compared to other algorithms. Elliptic Curve 

Cryptography (ECC), Rivest-Shamir-Adleman (RSA), and other encryption algorithms were 

examined in this study; the findings indicate that ECC is substantially more effective than the other 

methods. For elliptic curve cryptography, shorter key lengths and sizes are essential security 

requirements. Furthermore, it saves bandwidth, which facilitates the generation of keys for data 
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encryption and decryption and enhances performance. ECC ensures quicker encryption and 

decryption and is also effective on small devices. It is preferable to use elliptic curve cryptography 

for data security [139]. This research examined the impact on performance when integrating ECC 

with SSL, a prominent technology for ensuring internet security. Earlier studies have suggested 

that the adoption of SSL leads to a notable decrease in web server speed. The findings 

demonstrated that, when subjected to real-world operational loads, an Apache web server could 

manage a higher volume of HTTPS requests per second—falling within the range of 13% to 

31%—by utilizing ECC-160 as opposed to RSA-1024. This observation highlights the advantage 

of ECC-160 in providing short-term security enhancements [140]. In [141], the researchers 

conducted an analysis of the performance characteristics of conventional public-key cryptographic 

systems, namely RSA, DSA, and DH, in comparison to ECC. The investigations highlighted that 

the traditional public-key methods encounter performance-related challenges. The study proposed 

that general-purpose CPUs could effectively incorporate hardware acceleration to enhance public-

key algorithm processing. The performance assessment indicated that ECC exhibited superior 

performance compared to RSA. Specifically, for ECC with GF(p) and GF(2m), the researchers 

noted a speedup of 2.4 times and 4.9 times, respectively, relative to RSA at the current security 

levels. Moreover, for subsequent security levels, the corresponding speedups were even more 

substantial—7.8 times and 15.0 times, respectively. In this investigation [85], a comparison was 

conducted between the elliptic curve cryptography (ECC) algorithm utilizing a 160-bit key size 

and the Rivest-Shamir-Adleman (RSA) technique employing a 1024-bit key size. The results 

demonstrated that ECC can offer comparable security levels with smaller key sizes when 

contrasted with more traditional cryptographic systems like RSA. Consequently, the adoption of 

ECC is strongly recommended to enhance security and efficiency without a proportional increase 

in computational demands. The research indicated that ECC maintains a lower cost ratio. 

Moreover, continuous enhancements are necessary for ECC itself to optimize the performance of 

newly developed chips. In a study similar to this, the authors referenced in [142] investigated the 

encryption and decryption times of various approaches using data packets of different sizes. The 

comparisons indicated that ECC leads to a significant reduction in transmission expenses. The 

results underscored that ECC outperforms other asymmetric algorithms in terms of efficiency. This 

study evaluated the impacts of different ECC curves and RSA key sizes using IoT nodes with 

limited resources, and it compared the performance of ECDSA and RSA TLS cipher suites. The 

results indicated that, although ECDSA consistently outperformed RSA in all test runs, practical 
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scenario testing is necessary to determine the suitable security configuration for a given hardware 

platform. Situations may arise where more secure options, due to software implementations and 

optimizations, exhibit superior energy efficiency and data throughput, surpassing theoretically 

lighter and simpler alternatives. The results, influenced by enhancements in the libraries handling 

ECC operations, specifically showcased that the secp256r1 curve exhibited superior performance 

compared to the secp224r1 curve, while maintaining a higher level of security [143]. The study 

mentioned as [45] focused on assessing the performance of RSA and Elliptic Curve Cryptography 

within Wireless Sensor Networks. RSA's decryption time becomes unwieldy with larger key sizes, 

while ECC algorithms maintain controllable encryption and decryption times even with substantial 

key sizes. Notably, ECC signature signing tends to be quicker than its verification counterpart, 

whereas RSA's signature signing is more time-consuming. The results obtained from these 

implementations provide strong incentives for considering a shift from RSA to elliptic curve 

cryptography [144]. In a comparable investigation, the researchers delved into the foundational 

aspects of elliptic curves, their associated arithmetic operations, and the advantages of adopting 

elliptic curve cryptography over RSA within public cryptosystems. The outcomes of this research 

highlighted that ECC signature signing processes are usually swifter than verification procedures, 

while RSA signature signing tends to be more time-consuming. Moreover, the generation of public 

keys demand significantly more time with the RSA technique compared to ECCs. These findings 

in the implementation phase provided a compelling rationale for the researchers to advocate for a 

transition from RSA to elliptic curve cryptography [145]. This study compared the performance 

of RSA-based BROSMAP and ECC-based BROSMAP on Android and XAMPP servers. ECC 

significantly outperformed RSA, being nearly twice as fast as RSA 2048 and four times faster than 

RSA 3072, due to its smaller key sizes and use of symmetric cryptography for both encryption and 

decryption. ECC-based BROSMAP also showed 561 times greater computational efficiency. The 

researchers recommend ECC-based BROSMAP for resource-limited systems like IoT devices, as 

it meets all security requirements of RSA-based BROSMAP while being more efficient and 

lightweight [146]. In this study referenced as [87], the researchers conducted an analysis of the 

security capabilities of ECC and RSA encryption techniques using three sets of sample input data 

consisting of 8 bits, 64 bits, and 256 bits, each employing randomly generated keys in accordance 

with NIST recommendations. Their findings illustrate that ECC surpasses RSA in both operational 

efficiency and security. Furthermore, their work implies that ECC might be the preferred choice, 

particularly for devices with limited memory resources such as smartphones and palmtop PCs. In 



50 
 

this paper, authors [142] conducted a comprehensive review of key cryptographic algorithms, 

including ECC, El-Gamal, and RSA, with the goal of facilitating a comparative assessment. The 

comparisons clearly indicate a significant reduction in transmission costs when employing ECC. 

These outcomes underscore the practical advantages of ECC's performance. The survey was 

undertaken to assess the security aspects of these algorithms, considering their widespread 

utilization. This research conducted an examination of two frequently employed encryption 

methods, namely Elliptic Curve Cryptography (ECC) and Rivest-Shamir-Adleman (RSA), with a 

particular emphasis on their applicability in the context of cloud and fog computing. The 

investigation involved a comparison of the key size and security capabilities of ECC and RSA 

algorithms, assessing their suitability for deployment in resource-limited fog computing 

environments. The findings suggest that ECC is a preferable choice for enhanced security and 

faster performance, all without imposing undue strain on computing resources. In contrast, RSA, 

with its established track record of security, remains widely accepted [147] . This paper introduced 

a novel approach to file encryption, employing a hybrid encryption algorithm that combines AES 

and RSA. It provides a foundational understanding of the AES and RSA algorithms while 

conducting a thorough examination of their pros and cons. The encryption techniques of these two 

algorithms have garnered substantial attention within the scholarly community. Through 

experimental comparisons, the study concludes that the hybrid encryption algorithm enhances 

encryption efficiency, bolsters key management, and fortifies data security in the context of file 

protection [148]. This paper introduces a secure data sharing scheme focused on maintaining data 

security and integrity in cloud environments. The system integrates Elliptic Curve Cryptography 

(ECC) with the Advanced Encryption Standard (AES) to provide robust authentication and data 

protection. Experimental results indicate that this method is more efficient and performs better 

than current approaches. [149]. This paper delves into the capabilities of cryptography for ensuring 

security in distributed storage. This exploration involves a thorough examination of standard 

cryptography techniques such as AES, ECC, and RSA. However, due to variations in the 

performance of these methods, the study addresses the challenge of identifying an encryption 

technique that strikes a balance between efficiency and security. Some encryption methods can 

deliver high security but are time-consuming for both encryption and decryption. Conversely, 

other approaches may offer efficient encryption but suffer from vulnerabilities in terms of security 

[150]. In reference [151], a two-tier cryptographic approach and a model are introduced to enhance 

data security in cloud computing. This model leverages both symmetric and asymmetric 
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encryption algorithms, specifically AES and ECC, to bolster data security against unauthorized 

access, thus promoting privacy, data integrity, and expediting cryptographic operations. This 

advancement serves to enhance user trust in cloud computing while also accelerating the utilization 

of smaller ECC keys in the encryption process. In this  research presented in reference [152], the 

authors examined Elliptic Curve Cryptography (ECC) to improve data security in cloud 

environments and compared it to the Advanced Encryption Standard (AES) with a focus on time 

efficiency. They evaluated encryption and decryption times for cloud-stored data using a sample 

size of N=6 for both ECC and AES. The study found that ECC encryption was faster, with a mean 

time of 0.1683 compared to AES's 0.7517. The significance value for the proposed system was 

0.643 (p>0.05). The results indicate that ECC is more time-efficient than AES for data encryption. 

In 2023, Rao and Sujatha introduced a security technique for public cloud systems using Hybrid 

Elliptic Curve Cryptography (HECC). Their method generates keys with a lightweight Edwards 

curve and modifies private keys with Identity Based Encryption, then reduces key sizes to speed 

up AES encryption. Public keys are exchanged via the Diffie-Hellman method. Evaluation metrics 

include throughput and the time for key generation, encryption, and decryption. Their model 

outperforms existing ones, with key creation in 0.000025 seconds, encryption in 0.00349 seconds, 

and a throughput of 693.10 kB/s. [153]. This paper presents a robust and efficient protocol using 

a blind factor and Elliptic Curve Cryptography (ECC) for enhanced security. ECC is favored over 

RSA for its superior security with smaller keys, reducing computational overhead. Benefits include 

faster processing, lower power consumption, reduced bandwidth usage, better storage efficiency, 

and more compact certificates. These advantages are crucial in bandwidth, processing, power, or 

storage-constrained environments. The authors also developed a Hybrid Public Key Cryptographic 

algorithm, combining Dual-RSA and ECC, which significantly improves performance in 

computational cost and memory storage.[154]. This paper introduced a hybrid cryptography 

algorithm aimed at ensuring confidentiality and enhancing security for internet communications. 

The research places particular emphasis on minimizing the time required for encryption and 

decryption to avoid excessive CPU utilization. Experimental findings demonstrate that the 

proposed solution offers a more efficient means of encrypting messages, with only a marginal 

difference in the algorithm's runtime. This approach effectively enhances security in the open 

internet environment [155].  
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2.12.2.1. Research gap 

Research papers examining asymmetric algorithms consistently reveal that Elliptic Curve 

Cryptography (ECC) surpasses other asymmetric algorithms in terms of speed and efficiency. 

However, it is important to note that existing studies have primarily focused on ECC's comparative 

advantages in specific scenarios/ case studies such as IoT and cloud computing. There is a need to 

explore the performance of RSA and ECC encryption techniques by adopting alternative 

methodologies and use case scenarios 

2.12.3. Review work on hybridizing Cryptographic Algorithms and Compression 

Techniques 

Numerous studies have suggested diverse cryptographic techniques with the aim of improving 

both the speed and security of data transfer.  

Sharma and Gandhi [156] explored different aspects related to two distinct yet non-contradictory 

domains: Data Compression and Cryptography. This paper offers a brief examination of both 

branches—compression and encryption—discussing the essential need for data compression and 

data encryption. It also emphasizes the significance of integrating these two branches. The 

challenge lies in determining the optimal order for applying these processes, i.e., whether 

Compression should precede Encryption or vice versa. While, in 70% of cases, it proves more 

efficient to apply compression before encryption, in specific situations and for particular purposes, 

encryption can also be applied before compression. In reference [157], the author conducted a 

comparison of various lossless data compression algorithms, including Arithmetic encoding, 

Huffman coding, and Run Length encoding algorithms. The performance metric utilized for 

evaluation was the compression ratio. The findings indicated that Huffman exhibited a poorer 

compression ratio in comparison to Arithmetic encoding. However, it was noted that the speed of 

compression and decompression for Huffman was superior to that of Arithmetic encoding. 

Additionally, the conclusion highlighted that Huffman necessitates less memory for compression 

operations. In paper [158], the author examined diverse lossless data compression algorithms 

specifically for text files. The comparison included Run Length encoding, Adaptive Huffman 

Algorithm, LZW algorithm, Shannon Fano Algorithm, and Huffman Encoding. The evaluation 

criteria encompassed compression and decompression times, as well as the compression ratio. The 

findings indicated that the most effective compression algorithm for text files among those 

compared was the Shannon Fano Algorithm. The authors in [159] suggested an effective and 
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secure compression technique that integrates a secret key to achieve its objectives. The encoding 

of input data involves the use of a generated key to scramble the data, followed by transformation 

through the Burrows-Wheeler Transform (BWT). Subsequently, the output from the BWT 

undergoes compression through both the Move-To-Front Transform and Run-Length Encoding. 

This method seamlessly incorporates cryptographic principles of confusion and diffusion into the 

compression process, thereby enhancing its overall performance. The proposed technique aims to 

deliver robust encryption and substantial compression. Experimental results demonstrate its 

superiority over other techniques in terms of compression ratio. In this paper, the study presented 

the Crypto-Compression System, an algorithm that combines Stream cipher cryptography with 

entropy encoding. This integrated approach aims to reduce data size, increase data transfer rates, 

and enhance security in communication. Experimental results demonstrate that the generated 

ciphertext from our proposed technique consumes less channel bandwidth compared to a one-time 

pad. When contrasted with Huffman coding, both techniques exhibit similar bandwidth 

requirements; however, our proposed approach offers a significantly more secure method of 

transmission [160]. In this research, Ali and Kadhim  [161] introduced a technique for concealing 

secret texts with Unicode characters to enhance data protection. Leveraging the similarities of 

glyphs, this method achieves invisibility and an increased hiding capacity. In summary, the 

proposed approach successfully secures confidential data and attains a substantial payload capacity 

by employing the Huffman compression algorithm, capable of handling unlimited text length. 

Furthermore, the method can conceal a single bit within every digit or letter in the cover file. 

Notably, this technique ensures cognitive transparency and avoids making modifications evident 

in the original data. To heighten security, the method encodes a secret message using the Advanced 

Encryption Standard (AES) algorithm before embedding it within the cover text. The authors in 

[45] presented an innovative algorithm for both image encryption and compression. This algorithm 

combines Parallel Compressive Sensing, Secret Sharing, and Elliptic Curve Cryptography to 

achieve compression, encryption, identity authentication, and blind signcryption. The proposed 

algorithm is designed to withstand various types of attacks, including man-in-the-middle, forgery, 

and chosen-text attacks. Notably, it boasts lower storage and computational complexity, ensuring 

high security and a remarkable Peak Signal-to-Noise Ratio (PSNR). The incorporation of blind 

signcryption guarantees participant identity and shadow secrecy, maintaining verifiability, as 

detailed in the paper. The practicality and security of the scheme are substantiated through 

numerical experiments, security analysis, and proofs, surpassing the effectiveness of existing 
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schemes. The work of Murtaza et al. [162] proposed an enhanced secure image steganography 

technique that utilizes double encryption algorithms. In this approach, the message is initially 

encrypted using AES and then further encrypted using ECC. The resulting double-encrypted data 

is compressed using Lempel Ziv Welch technique to reduce the storage capacity of the secret data. 

Experiment results demonstrate that combining ECC and AES encryption, LZM compression, and 

Knight Tour algorithm produces stego images of higher quality. This paper offers a highly secure 

and robust image steganography method, as the Knight Tour algorithm is less well-known to 

unintended users than the PRNG technique. The combination of compression, hiding, and 

conversion techniques leads to increased stego image quality and reduced distortion.  In their work, 

Sagheer et al. [163] also  proposed a module that concurrently performs compression and 

encryption operations on the same dataset. This simultaneous execution is achieved by integrating 

encryption into compression algorithms, leveraging the shared characteristics of cryptographic 

ciphers and entropy coders in terms of secrecy. Initially, the provided text undergoes pre-

processing and is transformed into an intermediate form, enhancing its compressibility and security 

within the dedicated secure compression module. The entire module represents a well-designed 

synthesis of compression and cryptography principles, effectively complicating the task of 

cryptanalysis for potential intruders. The study concludes that using this module facilitates the 

secure transmission of confidential data even in an insecure medium.  In the study conducted by 

Jha et al. in 2021, a model was presented that integrates compression and security by simulating a 

hybrid scenario of compression and security. This is accomplished by employing Huffman 

Encoding for compression and CBC (Cipher Block Chaining) for security. Furthermore, the 

visualization of the Huffman Tree is facilitated using JavaScript. The results illustrate the efficacy 

of applying this model across various domains. Specifically, the utilization of the model with 

Huffman coding is highlighted for its substantial impact, especially in handling sensitive data such 

as genome and DNA sequences, where compromise is not permissible [13].  The hybrid design 

proposed in [164] combines the AES and Huffman compression algorithms. As AES creates a 

large file size overhead in the network, the Huffman algorithm was incorporated to alleviate this 

issue. Before the application of Huffman coding, the Avalanche Effect value (AE/bit change ratio) 

was approximately 40%. However, once the Huffman coding was employed, the Avalanche Effect 

(AE) value increased to 49%, which is very close to the optimal 50%. Moreover, the entropy value 

increased to 7.9, up from the previous value of 6 without the use of Huffman coding. Additionally, 

when analyzing 6 different file types (.txt, .doc, .xlsx, .pptx, .pdf, .jpg), the BER (Bit Error Rate) 
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parameter yielded an ideal value of 0 for all cases. In a similar field, Elmahi et al. [165] devised a 

text steganography algorithm utilizing Pseudo-random Number Generation (PRNG). This 

algorithm involves the embedding of a confidential message into a cover-text generated through 

PRNG, followed by compression to reduce its overall size. The reverse operations are executed at 

the receiver's end to retrieve the original message. PRNG generates sequences through 

deterministic algorithms computed from initial seeds, eliminating the necessity to determine 

specific overheads for different messages. Moreover, the model exhibits flexibility, allowing 

customization to individual preferences. For instance, one can modify the algorithm by swapping 

the first and last words to embed the message or by applying a distinct permutation set.  In this 

study, the approach proposed by the authors in [166] involves combining two data-intensive 

operations, Bulk Cryptography and Compression, to create an efficient solution for acceleration. 

The primary objective of this research is to ensure the integrity, confidentiality, and authenticity 

of user data during transit or storage, all while minimizing resource usage, including memory and 

network bandwidth. By chaining these operations together, this technique optimizes storage, 

security, and bandwidth utilization. The associated processing overhead is minimal when 

compared to the accrued benefits. Through the utilization of Intel's Quick Assist Technology and 

Network Accelerators, the burden on the CPU is alleviated during bulk crypto and compression 

operations, resulting in valuable CPU cycle savings. Premadasa and Meegama presented a 

thorough text message compression method that incorporates cryptographic measures to guarantee 

enhanced security, ensuring message confidentiality, authenticity, and integrity. In the initial 

phase, the technique compresses the lengthy text message into a cipher text comprising 32 

characters using the MD5 algorithm. The encryption process involves the use of an initialization 

vector and secret key, facilitating extensive message compression. The encrypted cipher-text is 

subsequently transmitted via the SMS gateway and can be decompressed by the intended recipients 

to restore it to its original form. The results demonstrate that the proposed mechanism does not 

adversely impact message delivery time [167].  

The study by Hengjian et al. [168] delved into the challenge of efficiently encrypting and 

compressing image data. They introduce a novel image encryption approach that blends set 

partitioning in hierarchical trees (SPIRT) with a feed-forward-feedback nonlinear dynamic filter 

(FFNDF) and random arithmetic coding. Pseudorandom sequences generated by the FFNDF 

dictate the mapping of interval positions during arithmetic coding. The SPIRT algorithm is 

employed to encode bits from different passes using adaptive random arithmetic coding, resulting 
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in a flexible and secure image compression coding scheme that caters to progressive coding 

features. The scheme undergoes both theoretical scrutiny and experimental assessment, revealing 

robust cryptographic and perceptual security without apparent compromise in compression 

efficiency. Consequently, this encryption scheme stands out as an ideal solution for various 

applications, including total encryption, selective encryption, and conditional access. Mohamed et 

al. proposed a practical method for enhancing data security and minimizing data quantity by 

employing a lossless data compression technique, specifically Huffman coding, followed by 

encryption using the symmetric AES algorithm. Additionally, a key exchange concept based on 

the Diffie-Hellman Key Exchange (DHKE) is proposed to facilitate the exchange of secret keys 

for data encryption and decryption. The proposed approach is implemented using the Trivial File 

Transfer Protocol (TFTP) for transferring data between two computers in a local network. The 

study concludes that data compression and encryption are effective techniques to secure data 

transmission, reduce file size, and save time [169]. The authors in [170] introduced the RSE 

algorithm, the first SE algorithm for HEVC video bitstream. To avoid modifying the codec 

structure, data selection and encryption are carried out after video encoding. A random selection 

algorithm is developed based on the RC4 pseudorandom sequence. Then, only 0.1% to 0.2% of 

the data is extracted and encrypted using the AES-CTR algorithm. The evaluation results show 

that the RSE algorithm improves encryption efficiency without compromising visual quality and 

cryptographic security. The authors in [171] proposed a new encryption-compression hybrid 

approach that utilizes the AES encryption algorithm to operate on the dominant coefficients in a 

mixed scale representation. The compression process is achieved through the Faber-Schauder 

Multi-scale Transform (FMT), which is known for its simplicity and ability to secure information 

in the outline regions of the image. During compression, the AES encryption algorithm leaves 

homogeneous zones in the high frequencies. Compared to DES, it is approximately twice as fast 

to compute (in software) and approximately 1022 times more secure (in theory). The FMT-AES 

approach was found to perform well when compared to other methods, including Quadtree-AES 

and DCT-partial encryption. In the research conducted by Alsaffar et al. [172] , a blend of 

encryption methods was employed to enhance security. This combination included the DNA 

encryption algorithm, GZIP algorithm, AES cryptography, and image steganography. To heighten 

the security of the message, the result of the final stage of DNA encryption underwent 

multiplication by a specific factor. Subsequently, the message underwent compression using the 

GZIP algorithm, resulting in a remarkable size reduction of 75% and a transformation of the 
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message into a new format. To further fortify the security, the AES encryption algorithm was 

applied. Furthermore, the message was concealed within a high-quality image using LSB image 

steganography technology. This comprehensive approach yielded noteworthy results for image 

metrics, with the Lina sample achieving a PSNR of 67.589, MSE of 0.0116, SSIM of 1, NPCR 

score of 0.011630262741374, and UACI score of 4.5608873495583733e-05. The study ensures 

seamless data transfer and bolsters the safety of sensitive information, rendering it inaccessible to 

hackers. In paper [173], the author proposed a hybrid technique that involves utilizing both the 

Advanced Encryption Standard (AES) and Huffman compression to enhance SMS security and 

increase data capacity. The AES performs the encoding of messages into ciphertext form, resulting 

in an expansion of the character count due to additional cipher information in each encrypted data. 

Consequently, the application of Huffman algorithm compression becomes necessary for text 

compression, reducing the size of the encrypted messages. The encryption test results indicate that 

the AES algorithm cryptography effectively secures SMS by producing unreadable ciphertext. 

Additionally, the Huffman compression demonstrates a 17.35% improvement in compression 

efficiency compared to the scenario without compression. Lilhore et al. [174]  proposed a hybrid 

model using MobileNetV3-SVM and transfer learning for improved intrusion detection in IoT and 

5G networks, suitable for resource-limited settings. It combines deep learning for real-time packet 

processing with hybrid cryptographic systems for secure data transmission and storage. This multi-

layered approach enhances the detection of known and unknown threats through continuous 

learning, offering comprehensive online protection. The authors in [175] introduced a hybrid 

encryption method combining AES-256, DKM, and Improved Elliptic Curve Cryptography 

(IECC) to balance effective communication and data security in resource-limited environments. 

This approach enhances security and performance by leveraging DKM's key updating, AES-256's 

data confidentiality, and IECC's computational efficiency. The method demonstrates notable 

improvements over traditional encryption techniques, including a 30% reduction in message 

transmission time and a success rate of over 99% in thwarting intrusion attempts in simulated 

attacks. 

2.12.3.1. Research gap 

In contemporary digital environments, the security of data during transmission is critical, typically 

ensured through encryption techniques like the Advanced Encryption Standard (AES). However, 

existing methods that integrate encryption and compression often struggle to minimize data size 
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while maintaining algorithmic security. This presents a research gap in balancing optimized data 

storage with the preservation of data integrity and confidentiality. 

2.12.4. Review of Modifications to the RSA Algorithm 

Numerous scholars have undertaken diverse initiatives to enhance data security, with some 

focusing on reducing algorithm execution costs, while others prioritize bolstering data security. 

To acquire a comprehensive understanding, a concise review of relevant literature is essential, as 

outlined in this section. 

The RSA algorithm's security relies heavily on the careful selection of large prime numbers. 

Successfully implementing and maintaining the security of RSA requires a thorough exploration 

of prime number generation for public key cryptography, emphasizing the importance of 

establishing strong and reliable primes. Despite the sparse distribution of large prime numbers, 

their verification involves computationally expensive tasks like modular exponentiation with large 

integers, leading to a notably slow prime number generation speed.  

In reference [176], the research explores the optimization of the process of generating prime 

numbers crucial for public-key cryptography. It proposes employing algebraic methods to simplify 

the intricate process of prime number generation. The study introduces innovative algorithms 

designed to decrease the complexity involved in generating n-bit primes, demonstrating their 

practical implementation on smart-cards. The author in [177] addresses RSA security concerns by 

introducing a modified algorithm employing multiple prime numbers and public keys. It presents 

a modified RSA algorithm using four prime numbers and two public keys. The study enhances 

security by complicating factorization through the use of multiple primes and public keys; 

however, this enhancement led to a reduction in operational speed. Ivanov and Stoianov (2023) 

[178] emphasize the significance of prime number arithmetic ratios in RSA key security, 

suggesting revisions to RSA key generation standards. The current RSA key generation standards 

do not consider prime number ratios' impact, potentially leading to vulnerable keys. The findings 

suggest that the arithmetic ratio of prime numbers in RSA keys is a critical factor influencing key 

security. Additionally, Jain et al. (2020) [179] propose modifications to RSA encryption using 

multiple prime numbers set in the encryption process. The empirical findings show variations in 

encryption and decryption times, reflecting the influence of utilizing multiple primes within the 

RSA encryption framework. The study employs small prime numbers to achieve the encryption 

and decryption speed. Pradhan and Sharma (2013) [180] combine Batch RSA and MPrime RSA 
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to speed up RSA decryption processes. Their approach involves concurrent decryption and the 

utilization of more than two prime numbers in the modulus, facilitating efficient decryption 

through the Chinese Remainder Theorem. The experimental results show significant reduction in 

decryption time; ensuring efficient decryption while maintaining security integrity, particularly 

beneficial for environments with constrained computational resources. The authors in [181] 

enhance RSA encryption by using multiple keys and CRT to improve efficiency and security. The 

study modifies the RSA algorithm to use four prime numbers and continuous subtraction method, 

aiming to speed up and simplify encryption and decryption processes. The utilization of multiple 

keys enhances security, while CRT implementation accelerates decryption processes compared to 

traditional RSA methods. Khairina and Harahap (2019) [182]  modify the RSA cryptographic 

security using a Cubic Congruential Generator to generate prime numbers for key generation. 

Through this method, the study utilizes CCG-generated random numbers, tested for primality to 

establish the values of p and q in RSA, thereby strengthening the robustness of ciphertexts. The 

ciphertext produced through CCG-enhanced RSA demonstrates increased resilience against 

cryptanalytic attacks. This study suggests that the utilization of complex number generators like 

CCG during RSA key generation can significantly fortify encryption security. Imam et al. (2022) 

[183] present XRSA, an enhanced version incorporating four prime numbers and XOR operations, 

aimed at rectifying vulnerabilities found in standard RSA and bolstering resilience against attacks. 

Their research indicates a substantial increase in security against brute-force attacks, albeit at the 

cost of increased time required for key generation, encryption, and decryption compared to 

standard RSA. In [86], the authors adopt the proposed Enhanced RSA (ERSA) algorithm 

developed by [184], conducting a comparative analysis with the traditional RSA algorithm. ERSA 

incorporates two extra prime numbers into the Standard RSA algorithm to augment both speed 

and security. The experimental findings highlight that employing prime numbers, instead of 

random ones, in the proposed system contributes to an enhancement in the speed of encryption 

and decryption processes. The authors in [185] enhance the study conducted by authors in [186] 

by implementing R prime RSA, a cryptographic method reliant on large prime numbers known for 

their heightened security compared to the conventional RSA, which employs dual prime values. 

The security strength of R prime RSA is tied to the modulus of n, whereby a higher modulus 

contributes to a more secure encryption scheme. A lower modulus, however, weakens the overall 

security strength of the encryption. In [187], the authors propose a novel approach for fast 

generation of RSA key pair on Smartcards. The significant feature of the proposed method is to 
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improve the required time for finding a large random prime number which is the most time 

consuming step in the RSA key pair generation. The simulation results indicate that the time 

required to generate RSA key pairs of 512, 1024, and 2048 bits is notably reduced compared to 

traditional RSA algorithms.  

2.12.4.1. Research gap 

These studies collectively contribute to the ongoing evolution of RSA cryptography, bridging gaps 

in efficiency, security, and adaptability. However, the RSA still has bottleneck for key generation, 

encryption time and decryption time as the prime number becomes larger. Prior studies have also 

focused on a very limited set of performance metrics and missing impacted results in terms of 

prime number generation times of their proposed algorithms compared to the traditional RSA 

algorithm and existing modified RSA frameworks, taking into account varying key bit sizes and 

diverse file sizes. 

2.12.5. Advanced Encryption Standard  

The Advanced Encryption Standard (AES) algorithm is widely recognized and widely used as a 

symmetric block encryption algorithm across the globe. It finds extensive application in wireless 

networks, e-commerce platforms, and numerous other contexts. Due to its unique design, this 

encryption method is commonly employed in both hardware and software systems for the purpose 

of encrypting and decrypting sensitive documents. The AES algorithm provides a high level of 

security, making it exceptionally challenging for hackers to decipher encrypted data. As a result, 

it has become a trusted option for safeguarding confidential information. This study focuses on 

reviewing papers that aim to enhance the performance of AES algorithms specifically for secure 

data transmission. The objective is to find ways to optimize the efficiency and effectiveness of 

AES in encrypting and decrypting data, with the aim of enhancing the overall speed and reliability 

of secure data transmission processes. By exploring and analyzing various research papers, this 

study aims to contribute to the ongoing advancement of AES algorithms, ultimately leading to 

improved security measures for transmitting sensitive information. 

2.12.5.1. Review on AES S-box, Key Expansion and MixColumn Transformation 

Several researchers have been exploring the development of a key-dependent S-box and the 

parallelization of key expansion. In this paper [188], the author introduces a customized version 

of AES designed to enhance the security of the algorithm, making it more resilient to cryptanalysis 

and safer for deployment in sensitive networks and applications where security is paramount, such 



61 
 

as military networks and applications. The security of the customized AES is enhanced through 

modifications to the existing AES at two key points: firstly, by employing a novel AES key 

expansion algorithm to eliminate dependencies between round keys and improve key expansion 

time, and secondly, by incorporating a key-dependent S-box for each round to address issues 

associated with using a static AES S-box. The results demonstrate that the proposed AES 

significantly enhances security compared to the original AES. In paper [189], Cao et al. introduce 

three enhancement concepts: an irreversible improvement strategy, the introduction of a random 

number strategy, and a word shift strategy to the existing AES scheme. These strategies aim to 

diminish correlation between round keys and optimize the runtime of the AES algorithm. Through 

theoretical and experimental analysis of the algorithm's security and efficiency, the results 

demonstrate that the enhanced algorithm ensures efficient operation while maintaining the security 

of the key expansion algorithm. Moreover, it improves the overall anti-attack performance of the 

AES algorithm. In [190], the authors propose an AES key expansion algorithm based on two-

dimensional Logistic mapping. This algorithm enhances the workload for brute force attacks, 

making AES cracking more challenging. By employing the two-dimensional Logistic mapping, 

the dependence between sub-keys is reduced, significantly increasing the security and robustness 

of the AES encryption sub-keys. Experimental results demonstrate the strengthened security and 

robustness of the AES sub-keys achieved through this approach. In their work [191], the authors 

investigate a novel method for AES-256 Key Expansion through the use of the Even-Odd (E-O) 

method. The proposed algorithm consists of two main components: Key Expansion and E-O Select 

Round Key. The algorithm places a high emphasis on the element of confusion, resulting in 

improved efficiency compared to traditional algorithms. The avalanche effect of the E-O method 

outperforms the classic approach, and the algorithm successfully eliminates the concept of weak 

keys. Additionally, the results demonstrate that the performance of sub-key generation is 

comparable to that of the classic AES algorithm. In a similar study, the authors in [192] leverage 

AES Key Expansion to generate multiple non-linear keys for the encryption process. Experimental 

findings indicate that the proposed algorithm attains superior encryption quality while requiring 

minimal memory and computational resources. The algorithm demonstrates high key sensitivity 

and features an extensive key space, making it highly resistant to Brute force attacks and statistical 

cryptanalysis on both original and encrypted images. Additionally, the encryption time is 

significantly lower compared to other algorithms proposed in similar contexts. In paper [193], the 

authors introduce an enhanced AES algorithm as a response to the limitations of the traditional 
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AES algorithm, which faces challenges from increasing computational power and emerging attack 

methods. The proposed approach involves integrating chaotic sequences into the key expansion 

scheme of the AES encryption algorithm. By augmenting the key expansion algorithm with a 

chaotic sequence, the number of exhaustive attacks required for the round keys is increased to 1.89 

x 2162. Through experimental testing, the improved encryption algorithm showcases elevated levels 

of security and execution efficiency in comparison to the original algorithm. The enhanced 

algorithm effectively encrypts and decrypts data, presenting a viable solution for the advancement 

of the AES encryption algorithm.  In this study, the authors present an upgraded key expansion 

algorithm for the Advanced Encryption Standard (AES) that enhances data diffusivity and data 

security in wireless communications. The paper addresses the weaknesses observed in typical key 

expansion algorithms and proposes a solution by employing a double S-box model, which ensures 

improved key security without compromising algorithm efficiency. Additionally, the paper 

provides a detailed description of the AES encryption algorithm and its extended versions. To 

validate their approach, the authors conduct experiments and present compelling results that 

demonstrate the effectiveness of the proposed algorithm in bolstering key security for wireless 

communications [12].  In paper [188],  the study proposes a customized Advanced Encryption 

Standard with better cryptographic strength than the original AES algorithm by updating two 

operations: the first is a proposed key expansion algorithm for AES that improves security by 

removing dependencies between round keys to prevent attackers from reaching the secret key or 

other round keys, and the second uses a dynamic selection S-box for each round from the five 

stored S-boxes, based on simple mating. The avalanche impact of a dynamically selected S-box is 

greater than that of the static S-box employed in the original AES. The encryption time for both 

the original and proposed AES remains unchanged, despite the incorporation of new S-boxes and 

the implementation of a new key expansion process. This is because the updated operations in the 

proposed AES are optimized to consume minimal time and are executed offline solely when there 

is a modification in the Secret key.  In this paper [194], the authors introduce a new key expansion 

algorithm for AES. The proposed algorithm incorporates a Parallelized Key Expansion Algorithm 

to enhance the traditional AES algorithm. By eliminating dependencies on other subkeys, the 

proposed algorithm achieves both faster speed and improved security. Implementation results 

affirm that the computational efficiency of the proposed algorithm exceeds that of the standard 

AES Key expansion.  In this study [195], the authors suggest two approaches to improve the 

efficiency of the conventional AES. The study employ Genetic Algorithm and Neural Network 
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techniques to enhance security against timing attacks and reduce computational time. The study 

offers the following recommendations: (1) Implementing this technique will enhance the 

complexity of the existing cryptosystem, making it more robust against cryptanalytic attacks, and 

(2) Comparing the feedforward NN AES with the genetic algorithm-based AES will yield a 

stronger and more efficient symmetric cryptosystem. In paper [196], the study introduces a 

modification to the Advanced Encryption Standard (AES) to address low diffusion rates in early 

rounds. By incorporating additional primitive operations, the modified AES exhibits a significant 

increase in diffusion, as demonstrated through avalanche effect evaluations. The frequency test 

further confirms improved randomness in the ciphertext. The results highlight enhanced diffusion 

and confusion properties in the modified AES, ensuring successful decryption and recovery of the 

original plaintext. The authors in [197] introduce an innovative image encryption scheme, utilizing 

both the Lorenz hyperchaotic system and the RSA algorithm. This scheme is designed to enhance 

the security of image communication, effectively thwarting various attacks. The authors 

hypothesize that their proposed scheme tackles the challenge of key exchange through the 

application of the RSA algorithm, while also concealing image data using permutation and finite 

field diffusion algorithms rooted in the Lorenz hyperchaotic system. Empirical findings validate 

the efficacy of the image encryption scheme proposed in this research, showcasing robust 

resilience against attacks and sensitivity to key variations. In addition, the security of this 

encryption scheme relies on the strong security features inherent in the RSA algorithm. In this 

research [198], a new cryptographic method is introduced, utilizing the Lorenz attractor. The study 

incorporates a chaotic operation mode that enables interaction among the password, message, and 

a chaotic system. The algorithm proposed, in tandem with the chaotic operation mode, achieves a 

strong cipher. Assessments of its performance and comparisons with AES algorithms underscore 

the method's suitability and readiness for real-world applications. This study introduces a new 

algorithm for image encryption and decoding, utilizing the fractional Fourier transform, Lorenz 

attractor, and masking. The paper aims to address the challenge of developing an image encryption 

and decoding algorithm that is resilient against attacks, offering both high security and 

performance. An analysis of chaotically generated random numbers was conducted, yielding 

successful results. The algorithm ensures confidentiality and proves effective against common 

attacks, including brute force [199]. The authors suggest a novel color image encryption algorithm 

that combines the Lorenz and Rossler attractors with a multi-key concept for a conservative chaotic 

system. The study incorporates a confusion and diffusion process to randomly modify the pixel 
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values of the plain image, thereby enhancing image security. The authors compare the proposed 

algorithm with results obtained using both single and multi-key algorithms and analyze its 

performance against different critical attacks. They assert that the proposed system exhibits 

superior efficiency, image confidentiality, and high encryption and decryption speeds [200]. In 

[201], the authors present a new algorithm based on the discrete quantum Baker map and Chen 

hyperchaotic system. The process begins by representing the color digital image using the NEQR 

model and then subjecting it to block scrambling through the Baker map. Subsequently, the index-

order scrambling method is employed to further disorder the image's rows and columns. The 

ciphertext image is ultimately generated through diffusion using the quantum XOR operation. Both 

numerical simulations and theoretical analysis validate that the proposed algorithm features a 

considerable key space, exhibits a certain level of robustness, and demonstrates highly efficient 

performance. 

Several studies have been carried out to enhance the security or efficacy of AES cryptography. In 

this work, Eslam et al.  [202] developed an alternative lightweight design for both forward and 

reverse MixColumns steps, essential for efficient AES hardware implementation. Their 

investigations reveal that the proposed MixColumn design exhibits lower complexity compared to 

previous significant efforts in terms of gate count and clock cycles. According to the study, this 

streamlined design could prove beneficial for implementing AES in RFID tags, smart cards, and 

remote sensors. Gamido et al. [203] employed bit permutation as a replacement for the 

MixColumns Transformation in AES, aiming to enhance its efficiency. The study compared the 

performance of the conventional and modified AES algorithms through the encryption of text files 

and images. The evaluation criteria included encryption time, CPU usage, and avalanche effect. 

The findings revealed that the modified AES exhibited increased efficiency compared to the 

standard AES, demonstrating faster encryption times for text files and images. Additionally, the 

modified AES showcased lower CPU usage and a higher avalanche effect during testing. In the 

study conducted by Riyaldhi et al. [16], the primary focus is on reducing the encryption time, 

which tends to increase with a growing number of data bytes. The authors propose an algorithm 

incorporating modified shift rows and S-box for the mix column transformation. Their experiments 

demonstrate that with each additional 1024 bytes of data, the computation time increases by three 

milliseconds. The shift row transformation undergoes modification through array shift mapping, 

while the mix column transformation sees alterations with the incorporation of an S-box and the 
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elimination of the SubByte transformation. However, a notable drawback of this algorithm is that 

the modified S-box requires twice the area of the traditional S-box. Results indicate a significant 

86.143% enhancement in the encryption process and a 13.085% improvement in the decryption 

process. The authors in [204] conducted an in-depth analysis of the different rounds within the 

standard AES algorithm, challenging a prior study's claim that excluding the MixColumns step 

has no impact on security. Their findings strongly suggest that the omission of MixColumns in the 

final round of AES diminishes the security of reduced-round variants, particularly in the face of 

various types of attacks. Furthermore, they put forth the notion that the overall security of the 

complete AES could be compromised if an attack on the entire AES exploits relationships between 

the subkeys of the last round and other subkeys. AlMarashda et al. [205] conducted an assessment 

of the AES security, examining the impact of including or omitting the MixColumns operation. 

While the general belief suggested that omitting the MixColumns in the last round had no security 

consequences and was merely done for optimization, a claim in mid-2010 proposed potential 

security implications due to a reduction in the time complexity of attacks against AES. The study 

demonstrated that omitting MixColumns from the last round could indeed diminish the security of 

the AES block cipher. Additionally, they explored the performance overhead of including the 

MixColumns operation, revealing a minimal increase of approximately 2% in computation time. 

In this paper, Barrera et al. [206] presented an enhanced approach to computing the MixColumns 

operation in AES. Their focus centered on devising and evaluating an efficient implementation of 

the AES-128 MixColumns algorithm using two distinct methods. The first approach involved 

constructing circuit modules based on the traditional row-column multiplication method, resulting 

in a straightforward circuit configuration. The second approach aimed to introduce a more parallel 

behavior into the circuit, aligning input signals to potentially reduce delays. The outcomes revealed 

that their second approach, utilizing parallelism in signal processing, led to diminished time delays, 

reduced logic elements, and lower virtual memory usage. In this paper, the study proposed 

lightweight design modification for both forward and backward ShiftRows (inverse) and both 

forward and backward MixColumns (inverse) operations essential in AES. The modification is 

integrated with the AddRoundKey operation to minimize the time required for encryption and 

decryption processes. Through security examination and experimental results, the proposed 

encryption algorithms demonstrate high speed, along with robust security and reduced information 

overhead. Additionally, the modified AES with six rounds stands out as the quicker choice among 

the modified algorithms [207]. Manoj Kumar and Karthigaikumar [15] introduced a new and 



66 
 

efficient AES algorithm that is key-dependent, providing an enhanced avalanche effect in 

comparison to the existing AES algorithm. Unlike the conventional AES, where the key matrix 

influences only one transformation stage (add round section), making other stages independent of 

the key and easily reversible, their proposed algorithm ensures that all operations are conducted 

using the key. Through an XOR operation applied to all key bytes, a parity bit is obtained, 

determining the operations in each transformation for every round. Implementation in FPGA 

revealed synthesis results with a slight increase in the Avalanche effect. 

2.12.5.1.1. Research gaps 

1. Traditional key expansion methods in AES typically adhere to fixed approaches, 

maintaining a consistent expansion mode throughout the encryption process. Each cipher 

undergoes multiple rounds with fixed operations to achieve the desired security level. However, 

despite its efficiency, the AES key expansion algorithm exhibits a significant vulnerability. With 

knowledge of any round key, an adversary can deduce all other round keys, presenting a serious 

threat known as the "related-key attack" to the overall security of AES. 

2. Prior studies have indicated that the MixColumn transformation in AES is associated with 

an increased utilization of resources. 

2.13.  Recent Developments and Advances in Cryptography - Post Quantum 

Cryptography 

Cryptography is a dynamic field with ongoing advancements that significantly impact data 

security. Post-quantum cryptography, a relatively recent domain, addresses the challenges posed 

by quantum computers to existing encryption methods. Quantum computers have the potential to 

break widely used cryptographic algorithms like AES, RSA, and elliptic curve cryptography. The 

response to this threat involves the development of new cryptographic algorithms that can 

withstand quantum computer attacks. This section reviews various works on post-quantum 

cryptography to identify future research directions.
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Table 2.2: Literature Matrix of Post-Quantum Cryptography 

Author/Date Focus Theoretical/Conceptual 

Framework 

Findings Gaps 

Kretschmer et 

al., 2023 [208] 

Pseudo randomness 

in Quantum 

Cryptography 

Quantum computational 

complexity, 

pseudorandom quantum 

states, Forrelation 

problem 

Constructed classical oracle proving 

the existence of pseudorandom 

quantum states without one-way 

functions, challenging the necessity 

of OWFs for quantum cryptography 

The implications for practical cryptography and 

the translation of theoretical models to real-

world applications are not fully explored. 

Yin et al., 2020 

[209] 

Quantum 

Cryptography 

Quantum key 

distribution (QKD), 

entanglement-based 

cryptography 

Achieved entanglement based QKD 

between two ground stations over 

1120 km without trusted relays, 

securing data transfer with high 

efficiency and practical security 

against known side channels. 

Long-term stability, scalability, and integration 

with existing networks for broader real-world 

application were not covered. 

Pirandola et al. 

[210] 

Quantum 

Cryptography 

Quantum mechanics, 

QKD protocols 

Detailed examination of QKD 

protocols, device independence, 

satellite challenges, continuous 

variable systems, quantum repeaters, 

networks, data locking, and quantum 

digital signatures. 

Specifics on real-world implementation 

challenges and long-term viability of various 

protocols. 

Bernstein & 

Lange, 2022 

[211]  

Post-Quantum 

Cryptography 

Quantum Computing, 

Cryptographic 

Algorithms 

Overview of post-quantum 

cryptography, its evolution, and 

NIST’s role in standardization. 

Discusses hybrid cryptographic 

approaches. 

Detailed analysis of individual post-quantum 

algorithms and their specific implementations. 
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Iqbal & 

Krawec, 2019 

[212]  

Semi-Quantum 

Cryptography 

Quantum key 

distribution (QKD), 

Semi-quantum models 

Developed SQKD protocols with 

various security-proof methods and 

discussed practical attempts 

Further details on experimental results and wider 

practical applications are not discussed in the 

covered sections. 

Bernstein and 

Lange, 2017 

[213] 

Post-quantum 

cryptography 

Quantum computing and 

cryptography; Shor's 

and Grover's algorithms 

Identified cryptographic systems and 

mathematical operations that could 

remain secure against quantum 

computer attacks. 

In-depth analysis on security proofs and practical 

implementations. 

     

Ugwuishiwu et 

al., 2020 [214] 

Quantum 

Cryptography and 

Shor’s Algorithm 

Quantum mechanics, 

computational 

complexity 

Reviewed quantum vs classical 

cryptography, Shor's Algorithm, its 

impact on encryption, and quantum 

key distribution mechanisms. 

The practical application of quantum 

cryptography and detailed analysis of its 

challenges are not extensively covered. 

Dam et al., 2023 

[215] 

Post-Quantum 

Cryptography (PQC) 

Quantum computing, 

cryptographic 

algorithms 

Overview of PQC developments, 

NIST’s standardization process, and 

current implementation status on 

hardware platforms. 

Real-world application scenarios and long-term 

effectiveness of proposed algorithms. 
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Based on the review of the current literature on quantum cryptography, it is evident that while there has 

been significant research and progress in the field of quantum cryptography, there remains a notable gap. 

Moreover, this study has not deeply explored specific aspects of quantum cryptography. This presents an 

opportunity for future research to delve more comprehensively into these areas. Future work should aim to 

fill this gap, expanding the understanding and application of quantum cryptography in various domains. 

This direction is crucial for advancing the field and harnessing the full potential of quantum cryptographic 

techniques. 
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Chapter 3 

Empirical Evaluation of Symmetric Block Cipher Techniques 

This chapter focuses on examining the effectiveness of symmetric algorithms commonly employed 

for data transmission, which aligns with the research objective (RO 1). To accomplish this 

objective, the study devised two primary tasks: (1) To investigate the encryption, decryption times, 

and throughput (speed) of three widely utilized block cipher algorithms within the realm of 

symmetric algorithms: Twofish, Blowfish, and AES and (2) To compare the performance of AES, 

Twofish, 3DES, and Blowfish symmetric encryption algorithms across key sizes of 128, 192, and 

256 bits, utilizing their respective consistent block sizes, both of which were successfully 

completed and documented in a journal article (Q3) and a conference paper. Furthermore, this 

chapter is subdivided into two main approaches.  

3.1. Motivation of the study 

This study aimed to investigate the encryption, decryption times, and throughput (speed) of three 

widely utilized block cipher algorithms within the realm of symmetric algorithms: Twofish, 

Blowfish, and AES. The investigation encompassed various file types to ensure a comprehensive 

analysis of their performance. By examining the encryption and decryption times, the study sought 

to understand the efficiency of these algorithms in securely encoding and decoding data. 

Additionally, the throughput, or speed, of the algorithms was assessed to determine how quickly 

they could process data during transmission. 

Different file types were used during the investigation to simulate real-world scenarios and 

evaluate the algorithms' performance across diverse data formats. This comprehensive approach 

aimed to provide valuable insights into the strengths and weaknesses of Twofish, Blowfish, and 

AES when employed for data encryption and decryption. 

It is important to highlight that, up until this point, no comprehensive study has delved into the 

analysis of these algorithms with diverse file types while maintaining a constant block size and 

exploring various key bit sizes. Therefore, this study fills a significant research gap by providing 

a detailed examination of the encryption and decryption times of 3DES, Twofish, and AES, as 

well as the effectiveness of Blowfish with varying key sizes, across different file types. 
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3.2. Introduction 

Due to the increasing number of incidents in which personal data between two parties is taken by 

intruders, it is critical to protect data communicated over the Internet nowadays [216]. People 

spend so much time connected to a network, network security has become an extremely important 

part of data communication. These are vulnerable to security attacks such as unauthorized access 

to a file or alterations to its contents. One of the main reasons invaders succeed is that most of the 

information obtained from a system is in a form that can be read and comprehended. The solution 

to this dilemma is to utilize Cryptography. This is the art and science of securing information from 

unwanted individuals by changing it into an indiscernible form to its attackers while it is stored 

and transported [217]. There are numerous encryption methods that are widely available and 

utilized in information security. They are classified as Symmetric (private) or Asymmetric (public) 

Key Encryption. Only one key is needed to encrypt and decrypt data in symmetric keys encryption 

or secret key encryption. Asymmetric keys employ two keys: private and public keys. The public 

key is used to encrypt data, while the private key is used to decrypt it (e.g. RSA and ECC) [109]. 

A block cipher algorithm is a symmetric key cryptosystem whose security is based on sophisticated 

non-linear transformations and whose encryption speed is quite fast. As a result, the block cipher 

algorithm has evolved into a vital encryption technique that is widely utilized in applications such 

as secure data transfer, storage encryption, digital signing, and entity certification [218]. The 

primary purpose of the security mechanism is to give message privacy while also ensuring data 

confidentiality, integrity, and non-repetition. The primary function of network security is to enable 

efficient data authentication and authorization through the use of cryptographic algorithms [131]. 

A cryptographic algorithm is typically computationally heavy and thereby, consumes a lot of 

computing power such as CPU time, memory usage, and power consumption [118]. Previous 

research has revealed inconsistencies in the efficacy of various encryption methods. The current 

work analyzed symmetric (AES, Twofish, and Blowfish) cryptographic algorithms using multiple 

file types such as binary, text, and image files with a unique key bit size of 128. These encryption 

methods were compared based on three different parameters: encryption time, decryption time, 

and throughput. The effectiveness of each technique is demonstrated using simulation data. The 

research is divided into two methodological approaches. In the initial approach, the study 

addresses the following research questions. 
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1.  What is the performance difference between the various algorithms using a constant key 

bit size of 128?  

2. Which block cipher technique works better in the context of process time and throughput 

using different file types?  

Hence, the current study makes the following key contributions. 

i. To perform an extensive evaluation of the encryption, decryption times, and speed using 

a unique key bit size of 128 

ii. To analyze the performance using different file types. 

iii. To perform an extensive analysis of the performance of selected algorithms, namely: AES 

(Rijndael), Twofish, and Blowfish 

In the second approach, this study examines and contrasts the effectiveness of specific algorithms, 

specifically AES (Rijndael), Twofish, and 3DES. The study investigates the following research 

questions. 

1. Which key bit sizes of the algorithms AES, Twofish, and 3DES work best in terms of 

encryption and decryption times when using a consistent block size of 128 bits? 

2. How does the performance of the Blowfish algorithm vary with different key bit sizes and 

a fixed block size of 64 bits? 

3. Which key bit size performs better with different file extensions?  

Hence, the current study makes the following contributions. 

i. To perform an extensive evaluation of the encryption and decryption times of AES, 

Twofish and 3DES using a block size of 128 bits  

ii. To analyze the performance of AES, Twofish, and 3DES using varying key bit sizes of 

128, 192 and 256. 

iii. To further analyze the performance of Blowfish with key bit sizes of 128, 192, and 256, 

while maintaining a fixed block size of 64 bits 
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3.3. Symmetric 128-Key bit Approach: AES, Twofish and Blowfish 

The study implemented the various symmetric encryptions in Python. The performance evaluation 

is based on the implementation of three symmetric algorithms AES, Twofish and blowfish for 

encryption and decryption, and throughput. The following criteria were used: a) encryption and 

decryption time; b) throughput; and c) 128 key bit size for AES, Twofish, and Blowfish. To show 

the outcomes for the conclusion, the values for each criterion were logged and graphically plotted. 

The simulation was run on a laptop with an Intel® CoreTM i5-10210U CPU running at 2.40 GHz 

and 16 GB of RAM. Version 21H2 of Windows 11 Pro for Workstations was used. A key size of 

128 bits was utilised as the benchmark in this experiment to acquire trustworthy values for 

evaluating the efficiency of AES, Blowfish, and Twofish cryptographic algorithms. The 

experiment was run three times and the mean execution time were recorded. The three block-

cipher methods—AES, Blowfish, and Twofish—are also listed in Table 3.1 as a summary.  

Table 3.1: Key and Block sizes. 

 

 

3.3.1.  Performance analysis 

3.3.1.1. Process Time (Encryption and Decryption time) 

Tables 3.2 to 3.3 show the comparison of results. It is worth noting that AES-128 key bit size has 

the quickest encryption and decryption time on average. 

Table 3.2: Encryption times for AES, Blowfish and Twofish (128 key bit). 

File format 

 

 

File 

size 

(in 

kb) 

AES  

 

 

BLOWFISH  TWOFISH  
 

file_example_TXT 9 0.037459 0.010809 0.25 

file-example_PDF_1MB 1,018 0.368214 0.304263 26.34 

file_example_MP3_5MG 5,166 1.182518 1.436277 131.50 

file_example_MP4_1280_10MG 9,610 2.218504 2.874504 244.11 

file-sample_1MB_DOCX 1,003 0.247889 0.306568 25.39 

file_example_XLS_5000 657 0.171259 0.218169 16.59 

file_example_PPT_250kB 243 0.105667 0.111124 6.20 

file_example_JPG_2500kB 2,446 0.569065 0.718191 63.02 

 

 

 

Factors AES Blowfish Twofish 

Key sizes 128 128 128 

Block size 128 bits 64 bits 128 bits 
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Table 3.3: Decryption times for AES, Blowfish and Twofish (128 key bit). 

File format 

 

 

File 

size 

(in 

kb) 

 

AES  

 

 

BLOWFISH  TWOFISH  

file_example_TXT 9 0.01238 0.016267 0.244043 

file-example_PDF_1MB 1,018 0.288262 0.298124 25.60037 

file_example_MP3_5MG 5,166 1.213215 1.504732 135.4913 

file_example_MP4_1280_10MG 9,610 2.238994 2.703225 245.67 

file-sample_1MB_DOCX 1,003 0.298465 0.298391 25.33303 

file_example_XLS_5000 657 0.200942 0.21287 16.62755 

file_example_PPT_250kB 243 0.076602 0.092704 6.150904 

file_example_JPG_2500kB 2,446 0.615148 0.735764 62.01268 

 

3.3.1.2. Throughput 

The throughput of an encryption scheme defines the speed of encryption. The encryption scheme's 

throughput is calculated by dividing the total plaintext in bytes encrypted by the encryption time 

[107]. In this experiment, the throughput is derived from calculated as the total plaintext in 

Kilobytes encrypted/encryption time (KB/sec) divided by their mean time generated. AES has the 

highest throughput making it the fastest of the three followed by blowfish. The results are shown 

in Tables 3.4 to 3.6. 

Table 3.4: AES Throughput in kilobytes/seconds (128 key bit). 

File format 

 

 

File size 

(in kb) 

 

ENCRYPTION  DECRYPTION  

file_example_TXT 9 240.2626872 726.9789984 

file-example_PDF_1MB 1,018 2764.696617 3531.50953 

file_example_MP3_5MG 5,166 4368.64386 4258.10759 

file_example_MP4_1280_10MG 9,610 4331.747881 4292.106187 

file-sample_1MB_DOCX 1,003 4046.165824 3360.528035 

file_example_XLS_5000 657 3836.294735 3269.600183 

file_example_PPT_250kB 243 2299.677288 3172.240934 

file_example_JPG_2500kB 2,446 4298.278756 3976.278879 

 

Table 3.5: Blowfish Throughput in kilobytes/seconds (128 key bit). 

File format 

 

 

File size 

(in kb) 

 

ENCRYPTION  DECRYPTION  

file_example_TXT 9 832.6394671 553.2673511 

file-example_PDF_1MB 1,018 3345.789662 3414.686506 

file_example_MP3_5MG 5,166 3596.799225 3433.169495 

file_example_MP4_1280_10MG 9,610 3343.185468 3555.012994 
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file-sample_1MB_DOCX 1,003 3271.704809 3361.361435 

file_example_XLS_5000 657 3011.426921 3086.390755 

file_example_PPT_250kB 243 2186.746337 2621.246117 

file_example_JPG_2500kB 2,446 3405.779243 3324.435553 

 

Table 3.6: Twofish Throughput in kilobytes/seconds (128 key bit). 

File format 

 

 

File size 

(in kb) 

 

ENCRYPTION  DECRYPTION  

file_example_TXT 9 36 36.87874678 

file-example_PDF_1MB 1,018 38.64844343 39.76505027 

file_example_MP3_5MG 5,166 39.2851711 38.12790932 

file_example_MP4_1280_10MG 9,610 39.36749826 39.11751537 

file-sample_1MB_DOCX 1,003 39.50374163 39.59257933 

file_example_XLS_5000 657 39.60216998 39.51273639 

file_example_PPT_250kB 243 39.19354839 39.506388 

file_example_JPG_2500kB 2,446 38.81307521 39.44354606 

 

3.3.1.3. Discussion of results for 128-Key bit Analysis 

Tables 3.2 to 3.6 show the encryption time, decryption time, and throughput respectively. 

Performance analysis varies based on a particular file type, but on average, AES outperforms 

Blowfish and Twofish in terms of speed and process time. Furthermore, the figures in Fig 3.1 and 

Fig 3.2 are based on the average of total encryption/decryption and throughput of AES, Blowfish, 

and Twofish. An overview of all the comparisons can be summarized into the following Table XI. 

The summary in Table 3.7 are based on values from fig 3.1 and fig 3.2. AES-128 produced fast 

encryption, decryption times and speed than Blowfish and Twofish.  
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Figure 3.1: Average Process for AES, Blowfish and Twofish. 

 

 

Figure 3.2: Average Throughput for AES, Blowfish, and Twofish. 
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Table 3.7: AES, Blowfish, and Twofish an overall comparison. 

Parameters AES Blowfish Twofish 

Key bit size 128 128 128 

Encryption Very fast Fast Too slow 

Decryption Very fast Fast Too slow 

Throughput 

(Speed) 

Very high High Low 

 

3.4. Symmetric 128, 192 and 256 Key bits with their respective block size Approach: 

AES, 3DES, Twofish and Blowfish  

The symmetric algorithms AES, Twofish, and 3DES are used as the basis for the performance 

evaluation in terms of encryption and decryption times. In addition, the study further conducted 

performance analysis on 128, 192 and 256 key bits’ sizes on Blowfish using a block size of 64. 

This is because Blowfish has a 64-bit block size. The simulations were run on a laptop with an 

Intel® CoreTM i5-10210U CPU running at 2.40 GHz and 16 GB of RAM. Version 21H2 of 

Windows 11 Pro for Workstations was used. In this experiment, key sizes of 128, 192, and 256 

bits were used to provide reliable values for comparing the performance of the AES, Blowfish, 

3DES, and Twofish cryptographic algorithms. The experiment was run twelve (12) times and the 

average execution time in seconds was recorded. Table 3.8 also summarizes the various block-

cipher techniques: AES, Blowfish, Twofish and 3DES. 

  

Table 3.8: Key bits and Block sizes. 

Factors AES *Blowfish Twofish 3DES 

Key sizes 128, 192 

and 256 

bits 

128, 192 and 

256 

Bits 

128, 192 

and 256 

bits 

128 and 

192 

bits 

Block 

size 

128 bits 64 bits 128 bits 128 bits 

* Please note that the analysis of Blowfish was not included in the comparative study 

3.4.1. Performance evaluation 

The algorithms were compared based on their processing speeds, block sizes, and key bit sizes. Table 3.9 

to 3.14 shows the times in seconds for both encryption and decryption.  
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Table 3.9: 128 key size - average encryption times. 

File 

format 

Size 

in Kb 

AES 

Average 

time 

*Blowfish 

Average 

time 

Twofish 

Average 

time 

3DES 

Average 

time 

Txt 9 0.057 0.04 0.25 0.053 

PDF 1,018 1.862 1.782 26.34 2.169 

MP3 5,166 9.105 9.545 131.5 10.928 

MP4 9,610 17.529 17.75 244.11 20.144 

DOCX 1,003 1.918 1.951 25.39 2.115 

XLS 657 1.088 1.278 16.59 1.519 

PPT 243 0.52 0.529 6.2 0.573 

JPG 2,446 4.342 4.812 63.02 5.252 

 

Table 3.10: 192 key size - average encryption times. 

File 

format 

Size 

in Kb 

AES 

Average 

time 

*Blowfish 

Average 

time 

Twofish 

Average 

time 

3DES 

Average 

time 

Txt 9 0.049 0.04 0.246 0.178 

PDF 1,018 1.737 1.58 23.859 1.678 

MP3 5,166 8.876 7.954 120.319 8.453 

MP4 9,610 15.995 15.193 225.117 15.746 

DOCX 1,003 1.739 1.625 23.771 1.665 

XLS 657 1.091 1.051 15.821 1.083 

PPT 243 0.426 0.471 5.96 0.417 

JPG 2,446 4.316 3.957 59.714 4.011 

 

Table 3.11: 256 key size - average encryption times. 

File 

format 

Size in 

Kb 

AES 

Average 

time 

*Blowfish 

Average 

time 

Twofish 

Average 

time 

Txt 9 0.038 0.033 0.228 

PDF 1,018 1.5 1.485 24.198 

MP3 5,166 7.611 7.383 124.065 

MP4 9,610 14.115 13.704 230.228 

DOCX 1,003 1.432 1.439 23.953 

XLS 657 0.94 0.945 15.563 

PPT 243 0.378 0.366 5.779 

JPG 2,446 3.485 3.498 58.084 

 
Table 3.12: 128 key size - average decryption times. 

File 

format 

Size 

in Kb 

AES 

Average 

time 

*Blowfish 

Average 

time 

Twofish 

Average 

time 

3DES 

Average 

time 

Txt 9 0.035 0.054 0.244 0.046 

PDF 1,018 1.889 1.868 25.6 2.022 

MP3 5,166 9.068 9.722 135.491 10.832 

MP4 9,610 17.643 18.074 245.67 20.364 
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DOCX 1,003 1.866 1.983 25.333 2.091 

XLS 657 1.138 1.303 16.628 1.433 

PPT 243 0.504 0.498 6.151 0.561 

JPG 2,446 4.559 4.415 62.013 5.27 

 

Table 3.13: 192 key size - average decryption times. 

File 

format 

Size 

in Kb 

AES 

Average 

time 

*Blowfish 

Average 

time 

Twofish 

Average 

time 

3DES 

Average 

time 

Txt 9 0.032 0.046 0.246 0.046 

PDF 1,018 1.422 1.464 23.922 1.698 

MP3 5,166 7.115 7.349 118.859 8.471 

MP4 9,610 13.236 13.651 228.702 15.724 

DOCX 1,003 1.413 1.447 23.862 1.678 

XLS 657 0.924 0.956 15.563 1.103 

PPT 243 0.366 0.378 5.755 0.416 

JPG 2,446 3.363 3.486 58.655 4.041 

 

Table 3.14: 256 key size - average decryption times. 

File 

format 

Size in 

Kb 

AES 

Average 

time 

*Blowfish 

Average time 

Twofish 

Average 

time 

Txt 9 0.027 0.031 0.255 

PDF 1,018 1.44 1.473 24.514 

MP3 5,166 7.201 7.366 124.713 

MP4 9,610 13.401 13.733 231.95 

DOCX 1,003 1.43 1.506 23.931 

XLS 657 0.949 0.968 15.653 

PPT 243 0.356 0.383 5.84 

JPG 2,446 3.482 3.475 59.243 

 

3.4.2. Discussion of results for 128, 192 and 256 Key bits Analysis 

The analysis presented is based on two methods utilized during the experiment. The first approach 

involved conducting a comparative analysis of Advanced Encryption Standard, Triple DES 

(3DES), and Twofish with key sizes of 128, 192, and 256 bits, using various file extensions and 

maintaining a constant block size of 128 bits. The second method involved analyzing Blowfish 

with key sizes of 128, 192, and 256 using a block size of 64 bits.  

Table 3.9 (128-bit key size) shows that the Twofish algorithm generally performs slower than the 

other two algorithms across all file formats. For example, for a PDF file of size 1,018 Kb, the 

Twofish algorithm took 26.34 seconds on average, while the AES and 3DES algorithms took 1.862 
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and 2.169 seconds, respectively. In contrast, the Twofish algorithm showed slightly improved 

performance with a speed of 0.25 seconds when processing a 9 Kb TXT file. The AES algorithm 

generally performs the fastest except for small text file (9 Kb), 128-key bits 3DES has the fastest 

encryption time of 0.053 seconds, while 128-key bits AES is slightly slower with an average 

encryption time of 0.057 seconds. Table 3.10 displays distinct trends in contrast to Table II, with 

the 192 key bits of 3DES algorithm being generally the fastest, and Twofish being the slowest 

across all file formats except for text file where 192 key bit of AES outperform 3DES with a speed 

of 0.049 seconds. Table 4.11 (256-bit key size) shows that the AES algorithm is generally the 

fastest for all file formats, followed by Twofish. Tables 3.11 and 3.14 do not include any values 

for the 256 key bit size for either the encryption or decryption timeframes data on 3DES because 

it has no 256 key bit size. Table 3.12 presents the average decryption times for a 128-bit key size 

for AES, Twofish, and 3DES encryption algorithms. The data in this table indicates that Twofish 

takes the longest time to decrypt all file formats compared to AES and 3DES. The AES algorithm 

takes the least amount of time to decrypt all file formats. Table 3.13 shows the average decryption 

times for a 192-bit key size for the same encryption algorithms and file formats. The results show 

that AES remains the fastest algorithm for all file formats, with Twofish still taking the longest 

time to decrypt. The decryption time for all algorithms has decreased for all file formats with the 

increase in key size. Table 3.14 presents the average decryption times for a 256-bit key size for 

the same encryption algorithms and file formats. The data shows that Twofish still takes the longest 

time to decrypt compared to AES. 

Tables 3.9 to 3.14 also include the average encryption and decryption times of the Blowfish 

algorithm with different key sizes for various file formats using a fixed block size of 64 bits. 

Comparing tables 3.9 to 3.14, it can be observed that increasing the key size from 128 bits to 192 

bits and then to 256 bits leads to a decrease in the encryption and decryption times. Overall, the 

256-bit key size of Blowfish outperforms the 128-bit and 192-bit key sizes in both encryption and 

decryption times.  

In summary, the 256 key bit size of AES has the highest encryption time compared to the 128 and 

192 key bit sizes of AES. On average, AES algorithm outperforms Twofish and 3DES in terms of 

encryption times. During the decryption process, on average, the 192-bit key size of AES showed 

slightly superior performance compared to the 256-bit key size in restoring data to its original 
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form. During the analysis, it is observed that Blowfish's 256 key bit size had the fastest encryption 

and decryption times on 128 and 192 key bit sizes of Blowfish. 

3.5. Conclusion 

In today's rapidly expanding Internet and network applications, encryption algorithms play a 

critical role in ensuring information security. This study outlines two methodological approaches 

for conducting correlational research on the most commonly used symmetric key block cipher 

techniques. Initially, using a key bit size of 128, the study assessed three symmetric key encryption 

algorithms: AES, Twofish, and Blowfish. Based on the experimental results, the 128 key bit of 

AES algorithm has the shortest process time and runs quicker than Twofish and Blowfish. In the 

second phase, this study extensively investigated the key bit lengths of four block cipher 

algorithms: AES, Blowfish, Twofish, and 3DES. The processing times for each symmetric 

approach were tested using a variety of file types. When it comes to encryption and decryption 

speeds, 192 and 256 key bit sizes of AES both produce extremely comparable results. During the 

analysis, it was found that AES's 256 key bit size had the fastest encryption times. In terms of 

decryption time, AES with a key size of 192 bits outperformed the 256-bit key size of AES. It can 

also be observed that with a fixed block of 64 bits, Blowfish's 256 key-bit size presented the 

quickest encryption and decryption timings than 128 and 192 key bit sizes of Blowfish. The 

findings further demonstrate that Blowfish can compete with AES in terms of encryption and 

decryption speed. In conclusion, both methodological approaches demonstrated that the AES 

algorithm is better suited for secure data transfer. 
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Chapter 4  

Comparative Analysis of ECC and RSA 

This chapter aligns with Research Objective 2 (RO 2), which focuses on empirical evaluation of 

the most commonly used Asymmetric algorithms (RSA and ECC). To achieve this objective, the 

study formulated a specific task designed to address the key aspects of RO 2. This task was planned 

and executed, ensuring that all relevant factors were considered and addressed. The successful 

completion of this task has been documented and disseminated through a journal article, classified 

as a Q3 publication, demonstrating the rigor and relevance of the research conducted. 

4.1. Motivation for conducting performance analysis on RSA and ECC for a secure email 

system 

Previous studies highlight ECC's superior speed and efficiency over other asymmetric algorithms, 

particularly in IoT and cloud computing. However, there is a gap in understanding its performance 

in other practical applications, such as secure email systems. This study aims to compare ECC and 

RSA encryption techniques within the context of secure email communication, providing broader 

insights into their real-world applications and guiding the development of more secure 

communication systems. 

4.1.1. Introduction 

In today's interconnected world, email has become an indispensable tool for communication. It 

facilitates the exchange of information, ideas, and documents across vast distances, enabling 

individuals and organizations to collaborate and communicate efficiently [219]. However, the 

convenience of email also brings with it a host of security concerns, as emails can easily fall prey 

to unauthorized access, eavesdropping, identity spoofing, interception, or data tampering 

[220][221]. This is where cryptography plays a pivotal role in ensuring the confidentiality, 

integrity, and authenticity of email communication. Email encryption is the cornerstone of secure 

email communication. It employs complex algorithms to transform the content of an email into an 

unreadable format, known as ciphertext, which can only be deciphered by the intended recipient 

possessing the decryption key [222]. This cryptographic process ensures the following [142][223]: 

1. Confidentiality: Encrypted emails are incomprehensible to anyone without the decryption 

key, thwarting unauthorized access and eavesdropping. 
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2. Integrity: Any tampering with the encrypted email is readily detected by the recipient, 

ensuring that the message remains unaltered during transit. 

3. Authentication: Encryption can be combined with digital signatures to confirm the identity 

of the sender, assuring the recipient of the email's legitimacy. 

Encryption algorithms like RSA, AES, and elliptic curve cryptography are commonly employed 

in email security protocols such as Secure Sockets Layer (SSL) and Transport Layer Security 

(TLS). Additionally, public-key infrastructure (PKI) systems and digital certificates play crucial 

roles in verifying the authenticity of email senders [224].  This research project's primary aim is 

to explore the correlation between the performance of secure email communication systems and 

the encryption methods employed. Specifically, the study will investigate how the use of both RSA 

and ECC encryption techniques impacts the effectiveness of these secure email systems. In more 

extensive detail, the study seeks to discern any connections between the choice of cryptographic 

algorithms, RSA and ECC, and the overall performance of secure email systems. Furthermore, the 

study suggests a hybrid cryptography algorithm that utilizes both RSA and ECC to enhance 

security and preserve confidentiality in the context of secure email communication. The research 

will assess various performance aspects, including key exchange time, encryption and decryption 

times, signature generation and verification times, to ascertain how these encryption methods 

influence the efficiency and efficacy of secure email communication. Through an analysis, the 

study's aim to identify any potential relationships or dependencies between the selection of 

encryption methodologies and the outcomes in terms of secure email system performance.  

Hence, the current study makes the following key contributions. 

i. To perform an extensive analysis of the performance of selected algorithms, namely: RSA 

and ECC for secured email communication 

ii. To perform an extensive evaluation of the key exchange time, signature generation and 

verification times between RSA and ECC techniques 

iii. To present a hybrid cryptography algorithm that employs both RSA and ECC to ensure 

confidentiality and enhance security for secure email communication 
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4.1.2. Experimental Setting 

A local area network (LAN) consisting of a dedicated network server and two client machines 

were used to carry- out the simulation.  Fig 4.1 shows the diagram of the simulation setup. 

 

 

 

Figure 4.1: Simulation setup. 

The testing environment, which included standard email clients and server, featured laptops with 

Intel i7 processors, 16GB RAM, and solid-state drives. The server was equipped with the following 

specifications - OS: Ubuntu, CPU: Intel Xeon, Cores: 4 core, 2.4 GHz, Architecture: 64-bit, and 

RAM: 8 GB DDR4 - represent typical end-user systems in corporate or personal contexts. To 

commence, email server Exim and clients Mozilla Thunderbird were configured to support RSA, 

ECC and hybrid encryption. Public and private keys were generated for RSA, typically 2048 bits, 

and ECC, using the widely adopted SECP224R1 curve for each user.  Key exchange occurred 

during the initial email contact, and keys were securely stored. The experiment was conducted five 

times and the mean values for each metric were recorded. A series of practical tests were 

conducted, involving the sending of emails of varying sizes, from small text-based messages to 

larger attachments. Throughout the tests, measurements were taken for encryption and decryption 

times, key exchange time, signature generation, and verification times. 

4.1.3. RSA-ECC Hybrid Technique 

The proposed hybrid technique merges the robust aspects of both RSA and ECC, creating a 

cooperative strategy that not only strengthens the security of email communication but also 

streamlines its efficiency. RSA and ECC stand as widely embraced encryption methods for 
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safeguarding email exchanges. RSA, a traditional approach, provides formidable security but can 

be computationally demanding, particularly when managing large files. Conversely, ECC excels 

in terms of encryption and decryption speed, making it an ideal choice for resource-constrained 

environments. The suggested hybrid method presents an inventive solution to the enduring 

challenge of striking a balance between security and performance in secure email communication. 

By harnessing the strengths of RSA and ECC, this hybrid technique provides an adaptable solution 

that can be tailored to meet specific email communication needs. Fig 5.2 provides a visual 

representation of the proposed fusion of RSA and ECC algorithms. This visual representation 

provides a clear and intuitive understanding of the sequential data transformations performed 

within the algorithm. For a more in-depth exploration of the inner workings of this proposed 

algorithm, Algorithms 4.1 and 4.2 offer a comprehensive breakdown of its structure. These 

algorithmic descriptions present a step-by-step elucidation of the specific operations and 

procedures involved at each stage of the algorithms. 

Algorithm 4.1: Sender-side Operations. 

Input: ECC key pair, RSA public key, plain text email 

Output: Encrypted email, Digital Signature 

Step1: Generate sender's ECC Private Key as Sa and Public Key as Sb 

Step 2: Request recipient's RSA public key from the server as Rb 

Step 3: Derive shared secret using sender's ECC private key and recipient's RSA 

public key. S = D (Sa, Rb) 

Step 4: Generate a symmetric key (As) for encrypting the email message. 

Step 5:  Compose the email message. 

Step 6: Encrypt the email message using the symmetric key.  

Ciphertext, Ct = E (PT, As)  

Step 7: Encrypt the symmetric key using recipient's RSA public key. 

CAs = E (As, Rb) 

Step 8: Generate a digital signature for the email message. 

Ds = Gs (Sa, PT) 

Step 9: Send the secure email to the recipient 

 

In Algorithm 4.1, the sender initiates secure email transmission by generating ECC Private and 

Public Keys (Sa and Sb). The recipient's RSA public key (Rb) is acquired, and a shared secret is 

derived through Sa and Rb. A symmetric key (As) is created for encrypting the email message using 

AES, ensuring confidentiality. The composed email message is encrypted with As, yielding 

ciphertext (Ct). For added security, As is encrypted with Rb, resulting in the encrypted symmetric 

key (CAs), safeguarding its transmission. To ensure data integrity and authentication, a digital 
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signature (Ds) is generated using Sa and the plain text email (PT). The secure email, comprising 

Ct, CAs, and Ds, is then transmitted to the recipient. This algorithm thus combines ECC and RSA 

functionalities to achieve a comprehensive security framework, encompassing symmetric and 

asymmetric encryption, as well as digital signatures for secure email communication. 

Algorithm 4.2: Recipient-side Operations. 

Input: RSA key pair, ECC Key pair, Encrypted Email 

Output: RSA Public Key, Decrypted email 

Step1: Generate recipient's RSA and ECC key pairs.  

RSA Private, Public (Ra, Rb) & ECC Private, Public (Sa, Sb) 

Step 2: Export recipient's RSA public key for the sender 

Step 3: Receive the encrypted symmetric key from the sender. 

Step 4: Decrypt the symmetric key using recipient's RSA private key. 

As = D (CAs, Ra) 

Step 5:  Receive the encrypted email message. 

Step 6: Verify the sender's ECC public key. 

Step 7: Receive and verify the digital signature. 

Step 8: Decrypt the email message using the symmetric key. 

PT = D (Ct, As) 

Step 9: View the decrypted email 

 

In Algorithm 4.2, the recipient begins by generating RSA and ECC key pairs (Ra, Rb) and (Sa, Sb) 

respectively. The recipient's RSA public key (Rb) is exported for the sender's use. Upon receiving 

the sender's secure email, the recipient obtains the encrypted symmetric key (CAs) and decrypts it 

using their RSA private key, resulting in the symmetric key (As). The recipient then receives the 

encrypted email message (Ct) and proceeds to verify the sender's ECC public key. Subsequently, 

the digital signature is received and verified for authenticity and data integrity. Using the decrypted 

symmetric key (As), the email message is decrypted, yielding the plaintext email (PT). 
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Figure 4.2: Proposed model flow graph with hybrid ECC, RSA and AES. 

4.1.4. Performance Evaluation 

The performance analysis is divided into two distinct approaches: analyzing the individual 

performance of RSA and ECC for secure email communication and assessing the performance of 

the hybrid approach for secure email communication. 

A. Approach 1 

i. Key Exchange Times measured in seconds 

The key exchange time for RSA and ECC encryption methods in the context of secure email 

communication was assessed within the established testing environment. To measure key 
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exchange times accurately, secure email communications were initiated, capturing the duration it 

took for public keys to be exchanged between sender and recipient during the initial email contact. 

This process was repeated 5 times for each test and the mean values were recorded. The recorded 

data for Key Exchange Time (KET) of RSA and ECC from the Secure Email Communication Test 

is as shown in the table 4.1. 

Table 4.1: Key Exchange times of RSA and ECC. 

TEST KET RSA (seconds) KET ECC  (seconds) 

1 0.172268 0.101002 

2 0.164218 0.102000 

3 0.179985 0.091002 

4 0.177888 0.102220 

5 0.164782 0.091001 

 

 

Figure 4.3: Key exchange analysis of ECC and RSA (in seconds). 

ii. Encryption and Decryption times in seconds 

Email encryption and decryption took place within the established test environment, consistent 

with the previously outlined specifications. Standardized email clients and servers were configured 

to support both RSA and ECC encryption methods. To assess these operations, a range of email 

messages, encompassing diverse sizes from text-based content to substantial attachments, was 

employed as test data. The system was configured to autonomously record the encryption and 

decryption times for each email, ensuring an impartial and objective measurement of efficiency 

and practicality. This methodology facilitated a thorough analysis of email encryption and 
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decryption processes using RSA and ECC techniques within the secure email communication 

system. This study further used the hybrid encryption setup, the asymmetric encryption algorithms 

(RSA or ECC) facilitate secure key exchange, while the symmetric encryption algorithm (AES) 

ensures efficient and high-speed encryption and decryption of the email content. This combination 

strikes a balance between security and performance, making it a practical choice for secure email 

communication. 

Table 4.2: Encryption time. 

Sizes 

(MB) 

Encryption 

Time RSA 

(seconds) 

Encryption 

Time ECC 

(seconds) 

10 0.024308 0.028219 

50 0.106565 0.094268 

100 0.235220 0.173252 

200 0.481745 0.375365 

500 0.938921 0.866455 
 

Table 4.3: Decryption time. 

Sizes 

(MB) 

Decryption Time 

RSA 

(seconds) 

Decryption Time 

ECC 

(seconds) 

10 0.018158 0.016994 

50 0.092173 0.068401 

100 0.146187 0.153054 

200 0.311700 0.308217 

500 0.707802 0.753799 
 

 

 

Figure 4.4: RSA and ECC Encryption Time (in seconds). 
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Figure 4.5: RSA and ECC Decryption Time (in seconds). 

iii. Signature Generation and Verification 

Signature generation and verification were integral aspects of the evaluation within the designated 

test environment, adhering to the established system specifications. By configuring standard email 

clients and servers to support both RSA and ECC encryption methods, the framework facilitated 

the generation of digital signatures for email messages. These signatures were generated 

autonomously during the test, and the system reported the time taken in seconds for each signature. 

Subsequently, the verification of these digital signatures occurred seamlessly within the same 

environment. A comprehensive analysis of signature generation and verification processes using 

RSA and ECC encryption methods was thus conducted objectively, with the system providing 

precise timing data for each operation. 

Table 4.4: Signature Generation Time. 

Sizes (MB) 
SGT RSA 

(seconds) 

SGT ECC 

(seconds) 

10 0.030329 0.064428 

50 0.127694 0.173007 

100 0.278920 0.242878 

200 0.451833 0.436492 

500 1.239319 1.093490 
 

Table 4.5: Signature Verification Time. 

Sizes (MB) 
SVT RSA 

(seconds) 

SVT ECC 

(seconds) 

10 0.028464 0.030986 

50 0.146251 0.144860 

100 0.274981 0.236938 

200 0.535547 0.544687 

500 1.236818 1.253438 
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Figure 4.6: Signature generation of ECC and RSA (in seconds). 

 

Figure 4.7: Signature verification of ECC and RSA (in seconds). 

B. Approach 2 

i. Key Exchange Times measured in seconds 

The key exchange time for the fusion of RSA and ECC encryption methods was assessed within 

the established testing environment. To measure key exchange times accurately, secure email 

communications were initiated, capturing the duration it took for keys to be exchanged between 

sender and recipient during the initial email contact. This process was repeated 5 times for each 

test, and the mean values were recorded in Table 4.6.  
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Table 4.6: Key exchange times for Hybrid technique, Solo RSA and Solo ECC. 

 

 

ii. Encryption, Decryption, Signature generation and verification times in seconds 

Table 4.7 displays the encryption, decryption, signature generation, and verification performance 

metrics for the hybrid technique. To evaluate these operations, a variety of email messages with 

different sizes, ranging from text-based content to sizable attachments, were utilized as test data. 

The system was set up to automatically capture the times taken for encryption, decryption, 

signature generation, and verification for each email. For each experiment, this procedure was 

carried out five times, and the mean values were obtained. 

TEST Hybrid KET 

(seconds) 

KET RSA 

(seconds) 

KET ECC  

(seconds) 

1 0.064191 0.172268 0.101002 

2 0.112602 0.164218 0.102000 

3 0.070835 0.179985 0.091002 

4 0.068739 0.177888 0.102220 

5 0.067263 0.164782 0.091001 



93 
 

 

Table 4.7: Comparing Hybrid Technique (RSA and ECC) to Standard ECC and RSA. 

Hybrid Technique 
ECC 

Encryption 

Time 

RSA 

Encryption 

Time 

ECC 

Decryption 

Time 

RSA 

Decryption 

Time 

Signature 

Generation 

Time 

ECC 

 

Signature 

Generation 

Time 

RSA 

 

Signature 

Verification 

Time 

ECC 

Signature 

Verification 

Time 

RSA 

Sizes 

(MB) Encryption 

Time 

Decryption 

Time 

Signature 

Generation 

Time 

Signature 

Verification 

Time 

10 0.020769 0.014005 0.026106 0.026000 0.028219 0.024308 0.016994 0.018158 0.030329 0.030329 0.030986 0.028464 

50 0.091153 0.062974 0.130278 0.120312 0.094268 0.106565 0.068401 0.092173 0.127694 0.127694 0.144860 0.146251 

100 0.156722 0.140040 0.238006 0.262419 0.173252 0.235220 0.153054 0.146187 0.278920 0.278920 0.236938 0.274981 

200 0.327086 0.307289 0.430858 0.423738 0.375365 0.481745 0.308217 0.311700 0.451833 0.451833 0.544687 0.535547 

500 0.832917 0.636395 1.073605 1.160965 0.866455 0.938921 0.753799 0.707802 1.239319 1.239319 1.253438 1.236818 

 

4.1.5. Discussion of results 

Table 4.1 presents the collected data concerning the Key Exchange Time (KET) for RSA and ECC in the context of secure email 

communication. The results consistently indicate that ECC outperforms RSA in terms of key exchange efficiency across all the tested 

scenarios. In practical terms, it implies that the process of establishing secure communication channels through key exchange is notably 

swifter and more efficient when utilizing ECC as the cryptographic algorithm, as opposed to RSA.  

Table 4.2 reports the Encryption Time (in seconds) for both RSA and ECC in the same context. It illustrates the time taken to encrypt 

emails with various file sizes, ranging from 10 MB to 500 MB. The results demonstrate interesting trends in the performance of these 

cryptographic algorithms during the encryption process. 

For smaller file sizes (10 MB and 50 MB), RSA exhibits slightly shorter encryption times compared to ECC. However, as the file sizes 

increase to 100 MB, 200 MB, and 500 MB, ECC consistently demonstrates superior efficiency in encryption. ECC's encryption times 

remain notably lower than RSA's for all these larger file sizes, suggesting that ECC is particularly well-suited for securing and 

transmitting larger email attachments. This outcome highlights ECC's efficiency in handling data encryption tasks for secure email 
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communication, particularly when dealing with substantial file sizes. While RSA performs 

reasonably well for smaller files, ECC emerges as a more efficient choice as the data to be 

encrypted grows in size. 

Just as Encryption Time from Table 4.2, Decryption Time (in seconds) for both RSA and ECC in 

table 4.3 provides insights into the time required to decrypt emails with various file sizes, ranging 

from 10 MB to 500 MB. The results reveal several noteworthy observations. For smaller file sizes 

(10 MB and 50 MB), ECC demonstrates slightly shorter decryption times compared to RSA, 

indicating its efficiency in handling smaller data. However, as the file sizes increase to 100 MB, 

200 MB, and 500 MB, RSA exhibits competitive or slightly shorter decryption times than ECC. 

This suggests that RSA can be advantageous for decrypting larger email attachments efficiently. 

Data presented in Table 4.4 shows results for the Signature Generation Time (in seconds) for both 

RSA and ECC. The results reveal that for smaller file sizes (10 MB and 50 MB), RSA demonstrates 

notably shorter signature generation times compared to ECC, showcasing its efficiency in handling 

small data for signature creation. However, as file sizes increase to 100 MB, 200 MB, and 500 

MB, ECC gradually catches up and, in some cases, surpasses RSA in terms of signature generation 

efficiency. This suggests that ECC is better suited for efficiently generating signatures for larger 

email attachments. 

Table 4.5 provides insights into the time required to verify digital signatures for emails with same 

attached files as stated earlier. The results demonstrate interesting patterns in signature verification 

efficiency. For smaller file sizes (10 MB and 50 MB), ECC exhibits slightly longer verification 

times compared to RSA. However, as file sizes increase to 100 MB, 200 MB, and 500 MB, ECC's 

verification time becomes comparable to or slightly shorter than RSA's. This indicates that ECC 

is competitive with RSA in terms of signature verification efficiency, particularly for larger email 

attachments. The signature verification time findings suggest that ECC is a viable choice for 

verifying digital signatures, especially for larger data sizes. While RSA may have a slight 

advantage for smaller files, the efficiency of ECC becomes evident as the data size increases. The 

selection between RSA and ECC for signature verification should consider the typical email 

attachment sizes used in practice to optimize performance and efficiency. 

In Table 4.6, the hybrid technique demonstrates better key exchange time (KET) compared to solo 

RSA and ECC implementation. This indicates that the process of establishing secure 
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communication channels through key exchange is notably swifter and more efficient when 

utilizing the proposed hybrid algorithm as opposed to RSA and ECC. Finally, Table 4.7 presents 

the time (in seconds) recorded for encryption, decryption, signature generation, and signature 

verification in the context of secure email communication using the hybrid algorithm. When 

conducting a comparison, it becomes evident that on average, the hybrid encryption algorithm 

enhances the efficiency of encryption and decryption times, as well as signature generation and 

verification times. In certain instances, the individual ECC times displayed slightly better 

performance compared to the hybrid algorithm, indicating a close correlation between ECC and 

the hybrid approach. In summary, the proposed Hybrid technique excels in providing a versatile 

and efficient encryption solution for secure email communication across a wide range of email 

message sizes. 

4.3. Conclusion 

This study provides an analysis of key cryptographic algorithms, namely RSA, ECC and the hybrid 

algorithm in the context of securing email communications. The study reveals that ECC excels in 

terms of key exchange efficiency and effectively manages larger email attachments, making it an 

attractive choice for enhancing the security of modern email systems. While RSA performs 

adequately for smaller data sizes, ECC consistently outperforms it as data sizes increase, 

positioning it as a more efficient cryptographic algorithm for securing email communication. The 

experimental outcomes indicate that the suggested hybrid solution offers a more efficient method 

for encrypting email messages, with only a minimal disparity in runtime when compared to the 

ECC algorithm. Furthermore, this solution ensures a high level of security for secure email 

communication. These findings offer valuable insights for practical optimization of email security. 

The hybrid algorithm introduced in this paper shows promise for being applied in system design, 

software development, and various other domains, offering an effective means of protecting data. 

In the future, this research can be further developed by enhancing the security of the hybrid 

approach. The integration of multiple security layers offers the potential to improve the system's 

productivity and efficiency. 

 

 



96 
 

Chapter 5 

Improved RSA and AES Frameworks 

This chapter is in line with research objectives RO 3 and RO 4, focusing on the optimizing the 

AES and RSA cryptographic frameworks. The AES and RSA are the most esteemed symmetric 

and asymmetric algorithms, widely utilized in numerous systems, services, and applications. To 

attain these objectives, the study formulates specific tasks aimed at devising novel frameworks for 

the AES and RSA algorithms, enhancing its efficacy in secure data transmission.  

In this chapter, every task is broken down into distinct scenarios, with each section being 

considered as standalone journals or accepted conference papers. Each task or scenario in the 

chapter has its own specific motivation. 

Finally, the study introduces a hybrid approach—an integrated methodology—combining Multi-

Chaotic AES and Modified AES MixColumn with Optimized RSA Key Generation, utilizing a 

cloud platform as a case study.  

5.1. Motivation for optimizing AES operations in File Encryption Software 

The AES is widely used in file encryption software to guarantee the secrecy and integrity of files 

and folders. Popular software like VeraCrypt and BitLocker employ AES encryption as the core 

algorithm for securing data when it's not in use. To extend AES's usability even more, there's a 

crucial need to develop a high-performance version. Thus, this research introduces a refined 

encryption architecture known as LZMA-AES, which incorporates the compression technique as 

an extra layer to the existing AES, enhancing the encryption process for file software on standalone 

personal computers running Windows. 

5.1.1. Introduction 

Information stored on physical storage devices and communicated through channels frequently 

contains redundant data. Compression techniques are employed to minimize this redundancy, 

conserving space and reducing the time required for data transmission. Data compression brings 

about a reduction in the required storage space, particularly beneficial for managing large datasets, 

files, or archives. These compression techniques efficiently eliminate redundancy, improve pattern 

encoding, and ultimately shrink the overall data size. As a consequence, significant space savings 

are achieved, notably on storage devices or servers [159]. The necessity for robust security 
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measures, including the control of secret keys in specific techniques, gives rise to concerns about 

the potential exposure of data to attacks. Encryption is crucial in safeguarding information and 

preserving its confidentiality by employing a secret key to render the data unreadable and 

unalterable. Information security has become more critical than ever for several reasons. 

Therefore, encryption is predominantly employed to maintain confidentiality [110]. Encryption 

algorithms can be classified into two types: symmetric key encryption and asymmetric key 

encryption. In symmetric key encryption, the same key is used for both encrypting and decrypting 

data, whereas asymmetric encryption uses different keys for these operations [2]. Examples of 

symmetric encryption algorithms are AES (Advanced Encryption Standard), DES (Data 

Encryption Standard), IDEA (International Data Encryption Algorithm), and Blowfish. Examples 

of asymmetric encryption techniques include Elliptic curve cryptography (ECC), Rivest-Shamir-

Adleman (RSA) algorithm, Diffie-Hellman key exchange, and Digital Signature Algorithms 

(DSA) [225]. The Advanced Encryption Standard (AES) algorithm is a popular and extensively 

utilized symmetric block encryption algorithm globally. It is frequently employed in wireless 

networks, e-commerce, and various other applications. With its distinct structure, this method is 

widely utilized in hardware and software for encrypting and decrypting confidential documents. 

Decrypting data that has been encrypted using the AES algorithm is incredibly difficult for 

hackers, making it a reliable choice for securing sensitive information [1]. The AES algorithm is 

employed in various applications, including messaging platforms like Signal and WhatsApp, 

virtual private networks that ensure secure data transmission between the user's device and the 

VPN server, file and disk encryption software that adds an additional layer of protection to 

documents on personal computers, online banking and payment systems, email services, and more 

[11][226].  The major contribution of this work are as follows: 

 To develop an integrated solution for seamlessly combining AES encryption with the 

Lempel-Ziv-Markov chain compression algorithm to ensure both security and efficient data 

transmission. 

 To explore the specific features of the Lempel-Ziv-Markov chain algorithm to optimize 

data compression while maintaining the security standards provided by AES. 
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 To investigate the practical implications of the combined AES and Lempel-Ziv-Markov 

chain in file encryption software, considering factors such as speed, resource utilization, and ease 

of implementation. 

5.1.2. Lempel-Ziv-Markov (LZMA) chain algorithm  

The LZMA compression algorithm, originally proposed by Pavlov in 1998 forms its core by 

enhancing the LZ77 compression algorithm. While incorporating a sliding window-based 

dynamic dictionary compression algorithm and interval coding algorithm, LZMA offers notable 

advantages, including a high compression rate, minimal decompression space requirement, and 

rapid processing speed. The typical LZMA workflow involves the implementation of the sliding 

window algorithm based on LZ77 and interval encoding (range encoding) [227][228]. 

 

 

Figure 5.1: LZMA Workflow. 

As illustrated in the diagram figure 5.1, LZMA algorithm operates in a systematic workflow 

beginning with the input data. It initializes a hash table and proceeds to scan the data, identifying 

the best match through a sliding encode mechanism. Following this, the algorithm refreshes the 

hash table, adapting to the evolving data. The encoding process then takes place, utilizing a 

combination of distance, information needed, and the next symbol in the range encoding scheme. 

The output is the encoded data, reflecting the compressed representation achieved through the 

intricate interplay of hash table management, sliding encoding, and range encoding. This workflow 

encapsulates the essence of how LZMA efficiently compresses data while maintaining the 

essential information needed for accurate decompression. LZMA achieves remarkable 

compression rates by leveraging an expansive dictionary space of 4 KB to hundreds of MBs. 

Efficient navigation through this extensive search space is facilitated by a well-crafted hash table 

storing potential longest matches, employing hash linked lists or binary search trees. The hash 
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function maps the first two bytes of the search cache to a hash array, optimizing storage of 

matching character group positions. LZMA enhances efficiency with a multi-level hash function 

accommodating varying dictionary sizes, showcasing the algorithm’s prowess in achieving 

exceptional compression ratios without compromising computational speed. The selection of 

LZMA 1 to enhance the AES algorithm stems from its proven efficiency in data compression [227].  

Other alternatives considered include Zstandard (ZSTD)2, Brotli3, and ZLIB4. ZSTD is notable for 

its impressive speed and compression ratio, closely matching LZMA while offering faster 

processing, making it a compelling option for applications requiring rapid compression and 

decompression. Brotli, primarily used in web applications, strikes a balance between speed and 

compression ratio, though its efficiency is slightly lower than LZMA's. ZLIB, a widely adopted 

algorithm, offers faster compression speeds but with lower compression ratios, making it suitable 

for environments where backward compatibility and reduced memory usage are critical. Despite 

these alternatives, LZMA's balance of compression efficiency and security integration made it the 

preferred choice for our specific requirements. LZMA's adeptness in significantly reducing the 

size of data without compromising its integrity aligns with the goal of optimizing the AES 

algorithm for enhanced file encryption. By integrating LZMA's compression capabilities, this 

study aims to mitigate potential performance bottlenecks associated with encrypting large datasets. 

This practical approach seeks to leverage LZMA's ability to compress data effectively, thereby 

improving the overall speed and efficiency of the file encryption process. The choice of LZMA 

reflects a strategic decision to enhance AES with a compression algorithm known for its practical 

and tangible benefits in real-world encryption scenarios. 

                                                           
1 https://github.com/LZMA-JS/LZMA-JS 

 
2 https://github.com/facebook/zstd 

 
3 https://github.com/google/brotli 

 
4 https://github.com/madler/zlib 

 

https://github.com/LZMA-JS/LZMA-JS
https://github.com/facebook/zstd
https://github.com/google/brotli
https://github.com/madler/zlib
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5.1.2. Experimental setting 

The experiment tested the proposed encryption technique on twenty (20) workstations and the 

workstations were classified according to their respective specifications. The following presents 

the categorization breakdown along with the corresponding users. 

Table 5.1: Machine Specifications. 

S/n Categories Specifications Number of 

Machines 

used 

1 A Intel(R) Core (TM) i5-10210U CPU @ 

1.60GHz   2.11 GHz 

16.0 GB RAM 

 

10 

2 B Intel(R) Core (TM) i7-6500U CPU @ 

2.50GHz 2.60GHz 

16.0 GB RAM 

10 

 

In the experimental setup, the benchmark employed was the standard AES (Advanced Encryption 

Standard). The testing scenarios were designed to evaluate the performance of LZMA-AES in 

comparison to the standard AES algorithm. The comparison involved rigorous testing under 

various conditions to assess how LZMA-AES stands against the current AES standard. The 

scenarios were structured to analyze key metrics such as encryption speed, computational 

efficiency, and security strength, providing a comprehensive understanding of how LZMA-AES 

performs relative to the established AES benchmark. The experiment was conducted on each 

machine twelve (12) times to ensure accuracy and consistency. The resulting averages for each 

category were then calculated and recorded. This systematic approach provided a comprehensive 

analysis of the performance across different machine categories, allowing for a more in-depth 

examination of the data. To maintain consistency and standardize the experiment, all users are 

assigned files of the same types and sizes. A pre-designed dataset5 was employed to conduct 

experiments on both LZMA-AES and standard AES. The file types and their corresponding sizes 

are as follows: DOC: 5MB, MP3_8MB, MP4: 18MB, PDF: 10MB, PPT: 10MB, TXT: 10MB and 

XLS: 6MB. This approach ensures that any observed results or findings are not influenced by 

variations in file types or sizes, leading to a more reliable and robust outcome. A range of file types 

                                                           
5 Ultra Hi-Speed Direct Test Files Download 

https://testfile.org/
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were utilized to compare the performance of the proposed algorithm with the standard AES 

algorithm.  

5.1.3. Proposed Algorithm (AES+LZMA) 

In the proposed algorithm, the fusion of the AES and LZMA algorithms for file encryption and 

decryption follows a systematic process. There is the initialization process which involves defining 

the AES key, initialization vector (IV), and initializing the LZMA dictionary with compression 

parameters. The input data is segmented into blocks suitable for both algorithms. During 

interleaved compression and encryption, each data block undergoes LZMA compression using the 

LZMA dictionary, followed by encryption using the AES algorithm with a specified key and IV. 

The resulting encrypted, compressed block is stored for later reconstruction. In the decryption 

phase, the stored blocks are sequentially decrypted using the original AES key and IV, followed 

by LZMA decompression to reconstruct the original data. This approach ensures data security 

through encryption while optimizing storage and transmission efficiency through compression. 

The fusion of AES and LZMA presents a robust solution for secure file encryption and decryption. 

In figure 5.2, to streamline the experimentation process, a unified solution has been developed, 

integrating both the LZMA-AES and AES algorithms. This integration aims to simplify the 

execution of the experiment by providing a convenient interface that allows seamless switching 

between the two algorithms. Algorithm 5.1 presents a comprehensive breakdown of its structure.  

Figure 5.2: Simulation of the AES and LZMA-AES. 
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5.1.3.1. Interleaved Compression and Encryption 

For each data block, an interleaved compression and encryption process is applied: 

LZMA Compression 

The data block is subjected to LZMA compression, utilizing LZMA's dictionary and 

compression parameters. LZMA compression is performed using the following formula: 

Cb = 𝛿 (Db, D, P) 

 𝐶𝑏 ∈   ∑∗  → 𝛿(𝐷𝑏 ∈  ∑∗  , 𝐷, 𝑃) 

Where: 

 Cb denotes the Compressed Block, representing the output of compression. 

 𝛿 represents the LZMA compression function, acting as a mathematical operator 

that performs compression. 

 Db signifies the Data Block, indicating the input data to be compressed. 

 D stands for the LZMA Dictionary, symbolizing the memory component storing 

recurring patterns. 

 P denotes the Compression Parameters, which control the algorithm's behaviour. 

 ∈ is used to specify that Cb and Db belong to the set of all possible byte sequences. 

 → is employed to illustrate that the compression function maps Db to Cb. 

 ∑∗  represents the set of all finite-length sequences of bytes. 

 

AES Encryption 

The compressed block is encrypted using the AES algorithm with the specified key and 

IV. AES encryption is expressed as: Eb = 𝜀 (Cb, K, IV) 

 𝐸𝑏 ∈   ∑∗  → 𝜀(𝐶𝑏 ∈  ∑∗  , 𝐾, 𝐼𝑉)  

Where: 

 Eb denotes the Encrypted Block, representing the output of encryption. 

 𝜀 symbolizes the AES encryption function, acting as a mathematical operator that 

performs encryption. 

 Cb signifies the Compressed Block, serving as the input to the encryption process. 

 K designates the AES Key, the secret key used for encryption and decryption. 

 IV stands for the Initialization Vector, a random value ensuring distinct ciphertext 

for identical plaintexts. 
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Storage of Encrypted, Compressed Block 

The resulting encrypted, compressed block is stored for later reconstruction: Sb = 𝒮 (Eb) 

Decompression and Decryption 

To retrieve the original data, the stored blocks undergo a reverse process: 

1. AES Decryption: 

 Each stored block is decrypted using the AES algorithm with the original 

key and IV: Db = 𝜖−1(Sb, K, IV) 

2. LZMA Decompression: 

 The decrypted block is then subjected to LZMA decompression to recover 

the original data: ODb = 𝛿 ⁻¹ (Db, D) 

3. Reconstruction of the Original Data: 

 The original data is reconstructed by repeating the decompression and 

decryption process for each stored block. 

 

Algorithm 5.1: LZMA + AES Algorithms. 

Step 1: Initialization 

Define AES key and initialization vector (IV). 

Initialize LZMA dictionary and compression parameters. 

Step 2: Data Segmentation 

Break input data into blocks suitable for both AES and LZMA (e.g., 128-bit blocks for AES, 

considering LZMA's compression efficiency). 

Step 3: Interleaved Compression and Encryption 

For each data block: 

// LZMA Compression 

Compressed_Block = LZMA_Compress(Data_Block) 

// AES Encryption 

Encrypted_Block = AES_Encrypt(Compressed_Block, AES_Key, IV) 

// Store the encrypted, compressed block 

Store (Encrypted_Block) 
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Decompression and Decryption 

For each stored block: 

// AES Decryption 

Decrypted_Block = AES_Decrypt(Stored_Block, AES_Key, IV) 

// LZMA Decompression 

Original_Data_Block = LZMA_Decompress(Decrypted_Block) 

// Reconstruct the original data 

Reconstruct (Original_Data_Block) 

5.1.4. Performance Analysis        

5.1.4.1. Encryption and Decryption Times 

A comparison of the encryption and decryption times in seconds between the LZMA-AES and the 

standard AES algorithms are presented in Table 5.2. 

𝑬𝒙𝒆𝒄𝑻𝒊𝒎𝒆 =
𝑒𝑥𝑒𝑐1+𝑒𝑥𝑒𝑐 2+⋯+𝑒𝑥𝑐𝑒_𝑛

𝑁𝑇𝑖𝑚𝑒𝑠𝑜𝑓𝐸𝑥𝑒𝑐
                            (1) 

Table 5.2: Average Process times for Categories A and B. 

File 

type 

File 

size  

Kb 

CATEGORY A: Process Time in seconds CATEGORY B: Process Time in seconds 

Standard 

AES 

LZMA-

AES  

Standard 

AES 

LZMA-

AES 

Standard 

AES 

LZMA-

AES 

Standard 

AES 

LZMA-

AES 

  Encryption Encryption Decryption Decryption Encryption Encryption Decryption Decryption 

DOC 5001 0.0224 0.0004 0.0296 0.0010 0.0246 0.0010 0.0346 0.0003 

MP3 8218 0.0329 0.0294 0.0371 0.0344 0.0396 0.0362 0.0518 0.0419 

MP4 17422 0.0624 0.0539 0.0647 0.0597 0.0841 0.0758 0.0898 0.0857 

PDF 10386 0.0422 0.0362 0.0454 0.0412 0.0588 0.0519 0.0509 0.0492 

PPT 10048 0.0349 0.0389 0.0471 0.0467 0.1729 0.0482 0.0528 0.0499 

TXT 10240 0.0405 0.0001 0.0388 0.0001 0.0482 0.0001 0.0488 0.0001 

XLS 6808 0.0252 0.0003 0.0013 0.0003 0.0359 0.0329 0.0030 0.0023 

 

5.1.4.2. Throughput (Speed) 

Table 5.3 provides a comparison of the encryption and decryption throughput of the LZMA-AES 

and the standard AES algorithm. The values depicted in the table are calculated using the 

formula presented in equation (2). 

𝑻𝒉𝒓𝒐𝒖𝒈𝒉𝒑𝒖𝒕 =
𝐹𝑖𝑙𝑒 𝑆𝑖𝑧𝑒 (𝑘𝑏)

𝐸𝑥𝑒𝑐𝑇𝑖𝑚𝑒(𝑠𝑒𝑐)
                                                     (2) 
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Table 5.3: Average Throughput in Kb/Seconds for Categories A and B. 

File 

type 

File 

size  

Kb 

CATEGORY A: Process Time in seconds CATEGORY B: Process Time in seconds 

Standard 

AES 

LZMA-

AES 

Standard 

AES 

LZMA-AES Standard 

AES 

LZMA-

AES 

Standard 

AES 

LZMA-

AES 

  Encryption Encryption Decryption Decryption Encryption Encryption Decryption Decryption 

DOC 5001 223258.929 12502500 168952.703 5001000 203292.683 5001000 144537.572 16670000 

MP3 8218 249787.234 279523.81 221509.434 238895.349 207525.253 227016.57 158648.649 196133.6516 

MP4 17422 279198.718 323228.2 269273.57 291825.796 207158.145 229841.69 194008.909 203290.5484 

PDF 10386 246113.744 286906.08 228766.52 252087.379 176632.653 200115.61 204047.151 211097.561 

PPT 10048 287908.309 258303.34 213333.333 215160.6 58114.5171 208464.73 190303.03 201362.7255 

TXT 10240 252839.506 102400000 263917.526 102400000 212448.133 102400000 209836.066 102400000 

XLS 6808 270158.73 22693333 5236923.08 22693333.3 189637.883 206930.09 2269333.33 2960000 

 

5.1.4.3. Memory utilization 

The results of the LZMA-AES and the standard AES algorithms are compared in Table 5.4 in 

terms of encryption and decryption memory utilization. In this test psutil library is used to obtain 

memory utilization.  Psutil.Process is used to retrieve the process information using the process 

ID. The memory_info() method is then used to obtain memory usage information in bytes, and this 

is converted to megabytes using the formula (3); 

𝑴𝒆𝒎𝒐𝒓𝒚 𝒖𝒕𝒊𝒍 (𝑴𝑩) =
𝑚𝑒𝑚𝑜𝑟𝑦_𝑖𝑛𝑓𝑜(𝑏𝑦𝑡𝑒𝑠)

1024∗2
             (3) 

The rss attribute of the memory_info() method returns the Resident Set Size (RSS), which is the 

portion of a process's memory that is held in RAM. 

𝑴𝒆𝒎𝒐𝒓𝒚𝑼𝒕𝒊𝒍 =
𝑒𝑥𝑒𝑐_1_𝑚𝑒𝑚+𝑒𝑥𝑒𝑐 2_𝑚𝑒𝑚+⋯

𝑁𝑇𝑖𝑚𝑒𝑠𝑜𝑓𝐸𝑥𝑒𝑐
                 (4) 

Table 5.4: Encryption and Decryption Memory Utilization for Categories A and B. 

File 

type 

File 

size  

Kb 

CATEGORY A: Process Time in seconds CATEGORY STB: Process Time in seconds 

Standard 

AES 

LZMA-

AES 

Standard 

AES 

LZMA-

AES 

Standard 

AES 

LZMA-

AES 

Standard 

AES 

LZMA-

AES 

  Encryption Encryption Decryption Decryption Encryption Encryption Decryption Decryption 

DOC 5001 78.010 72.047 77.500 67.253 69.277 61.137 66.577 54.747 

MP3 8218 85.157 87.480 84.907 82.637 76.143 76.650 70.987 70.573 

MP4 17422 103.623 103.933 103.440 99.047 94.270 93.063 88.820 87.353 

PDF 10386 89.987 92.233 89.763 87.110 80.660 81.223 75.380 75.727 

PPT 10048 89.907 90.493 86.920 86.007 80.017 79.797 75.390 74.480 

TXT 10240 90.657 71.117 87.470 66.910 80.627 60.810 75.247 55.453 

XLS 6808 84.257 73.540 80.917 68.617 73.987 62.283 68.760 57.057 
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5.1.4.4. Power Consumption 

When a system or device performs encryption operations, it uses energy. The formula below is 

used to compute the energy consumption based on the encryption and decryption times of the 

LZMA-AES and AES algorithms. This includes the power consumed by the hardware or software 

components involved in encryption, such as the CPU, memory, and encryption algorithm. The 

power consumption can be affected by various factors, such as the size of the data being encrypted, 

the encryption algorithm used, and the operating temperature of the device. In general, encryption 

power consumption is an important consideration in many applications, particularly those 

involving battery-powered devices or those requiring high levels of security while minimizing 

energy consumption. The formulas below measured in joules are used to compute the energy 

consumption based on the encryption and decryption times of the LZMA-AES and AES algorithms 

in Table 6.15. 

1) Computing for the PC Wattage 

𝑻𝒐𝒕𝒂𝒍 𝑷𝑪 𝑾𝑨𝑻𝑻𝑺 = 𝐼𝑛𝑝𝑢𝑡 𝐶𝑢𝑟𝑟𝑒𝑛𝑡 (𝐴𝑚𝑝𝑠) ∗ 𝐼𝑛𝑝𝑢𝑡 𝑉𝑜𝑙𝑡𝑎𝑔𝑒 (𝑉𝑜𝑙𝑡𝑠)                                        

            (5)      

          where the input current = 1.5A and input voltage = 19.5V 

          𝑻𝒐𝒕𝒂𝒍 𝑷𝑪 𝑾𝑨𝑻𝑻𝑺 = 29.25 Watts 

2) Computing for the power consumption measured in Joules 

           1 kWh = 3.6Million Joules                         

𝑻𝒐𝒕𝒂𝒍 𝒑𝒐𝒘𝒆𝒓 𝒄𝒐𝒏𝒔𝒖𝒎𝒑𝒕𝒊𝒐𝒏 =
PC Watts ∗ Running Hours 

1000
                                       (6) 

Table 5.5: Power Consumption for Categories A and B. 

File 

type 

File 

size  

Kb 

CATEGORY A: Process Time in seconds CATEGORY B: Process Time in seconds 

Standard 

AES 

LZMA-

AES 

Standard 

AES 

LZMA-

AES 

Standard 

AES 

LZMA-

AES 

Standard 

AES 

LZMA-

AES 

  Encryption Encryption Decryption Decryption Encryption Encryption Decryption Decryption 

DOC 5001 0.6552 0.0117 0.8658 0.02925 0.71955 0.02925 1.01205 0.008775 

MP3 8218 0.962325 0.85995 1.085175 1.0062 1.1583 1.05885 1.51515 1.225575 

MP4 17422 1.8252 1.576575 1.892475 1.746225 2.459925 2.21715 2.62665 2.506725 

PDF 10386 1.23435 1.05885 1.32795 1.2051 1.7199 1.518075 1.488825 1.4391 

PPT 10048 1.020825 1.137825 1.377675 1.365975 5.057325 1.40985 1.5444 1.459575 

TXT 10240 1.184625 0.002925 1.1349 0.002925 1.40985 0.002925 1.4274 0.002925 

XLS 6808 0.7371 0.008775 0.038025 0.008775 1.050075 0.962325 0.08775 0.067275 
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5.1.5. Vulnerability Testing 

In this section, the vulnerability of the proposed LZMA-AES algorithm was assessed through the 

utilization of two methods: frequency analysis and brute-force cryptanalysis.   

5.2.5.1. Frequency analysis 

The study records the results of the frequency test analysis for each encrypted file. All ciphertext 

produced were examined in the study, with representative samples of the analysis presented in 

figures 5.3 to 5.9. Frequency analysis remains a fundamental and powerful technique in 

cryptography. Its ability to exploit the non-randomness of ciphertext distributions allows for the 

identification of patterns, vulnerabilities, and potential weaknesses in encryption schemes. A third-

party tool called CryptTool is utilized for analyzing ciphertext and revealing patterns or 

weaknesses. These modules make use of the frequency distribution of characters, symbols, or bit 

patterns in encrypted data to offer insights into the original file and encryption process. Through 

the application of frequency analysis techniques found in CrypTool, the research obtained a more 

comprehensive comprehension of encryption schemes and assessed their resilience against 

frequency-based attacks [40][41].  The results include the maximal test value, which represents 

the critical value for the chosen significance level, and the test result, which indicates the computed 

test statistic. A significance level of 0.05 was chosen for each of the test. These results provide 

insights into the statistical properties of the ciphertext's character frequencies and allow for the 

assessment of ciphertext indistinguishability.  

 

Figure 5.3: Analysis of Encrypted DOC file. 
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Figure 5.4: Analysis of Encrypted MP3 file. 

 
Figure 5.5: Analysis of Encrypted MP4 file. 
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Figure 5.6: Analysis of Encrypted PDF file. 

 

 
Figure 5.7: Analysis of Encrypted PPT file. 

 



110 
 

 
Figure 5.8: Analysis of Encrypted TXT file. 

 

 
Figure 5.9: Analysis of Encrypted XLS file. 

 

The frequency tests conducted on the ciphertext of various files encrypted using the proposed 

technique has yielded positive results. The chosen significance level of 0.05 was used to evaluate 

the indistinguishability of the ciphertext, and all the test results fell below the critical value of 

3.841000. The frequency analysis demonstrated that the observed character frequencies in the 

ciphertext closely aligned with what would be expected from a random distribution. This indicates 
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a high level of indistinguishability and suggests that LZMA-AES effectively preserves the 

randomness and indistinguishability of the original data during encryption. 

5.2.5.2. Brute-Force Cryptanalysis 

This research primarily sought to evaluate the endurance of the LZMA-AES algorithm integrated 

into File Encryption Software, especially in the context of resisting brute force attacks. The aim 

was to ascertain whether the encryption scheme could maintain its integrity under sustained efforts 

to reveal the original encryption key. A thorough examination was conducted on all the produced 

ciphertext, and samples from each encrypted file are showcased in figures 5.10 through 5.16. 

 

Figure 5.10: Brute Force Attack Progress for Encrypted DOC file. 

 
Figure 5.11: Brute Force Attack Progress for Encrypted MP3 file. 

 

 
Figure 5.12: Brute Force Attack Progress for Encrypted MP4 file. 
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Figure 5.13: Brute Force Attack Progress for Encrypted PDF file. 

 

 
Figure 5. 14: Brute Force Attack Progress for Encrypted PPT file. 

 

 
Figure 5.15: Brute Force Attack Progress for Encrypted TXT file. 

 
Figure 5.16: Brute Force Attack Progress for Encrypted XLS file. 

 

To evaluate the resilience of the LZMA-AES, a controlled experiment was conducted, utilizing 

brute force attacks. This method involved systematically testing every possible key combination 

in an attempt to break the encryption. Remarkably, even with a relatively limited 32-bit key space, 

the progress of the attack consistently halted at 0%, as illustrated in Figures 5.10 to 5.16. The 
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findings emphasize the strong security features of the LZMA-AES, making it highly resistant to 

exhaustive key search techniques and underscoring its aptness for ensuring data security in the 

realm of file encryption software. 

5.2.5.3. NIST Statistical Test Analysis 

This analysis evaluates the performance of the LZMA-AES algorithm using the NIST statistical 

test suite, aiming to assess the unpredictability and randomness of the binary sequences generated 

by the encryption algorithm. The NIST statistical tests are crucial for determining the randomness 

of sequences, which is vital for the security of cryptographic systems. Table 5.6 presents the p-

values and pass statuses for LZMA-AES across the 15 NIST tests. A p-value greater than 0.01 

indicates that the test is passed, suggesting the sequence is likely random [229]. 

Table 5.6: NIST Test for LZMA-AES Algorithm 

NIST Test Description Result Test Value 

1. Frequency (Monobit) Test Evaluates the proportion of 0s and 1s for randomness in the 

entire sequence 

Passed P-value = 0.531 

2. Frequency Test within a Block Assesses the frequency of 0s and 1s within specific blocks 

of the sequence 

Passed P-value = 0.456 

3. Runs Test Analyses the occurrence and length of runs of identical bits 

(0s or 1s) 

Passed P-value = 0.623 

4. Longest Run of Ones in a 

Block 

Examines the longest run of 1s within a block of bits Passed P-value = 0.789 

5. Binary Matrix Rank Test Evaluates the rank of disjoint sub-matrices of the sequence Passed P-value = 0.472 

6. Discrete Fourier Transform 
(Spectral) Test 

Identifies periodic features in the sequence by examining its 
frequency spectrum 

Passed P-value = 0.692 

7. Non-Overlapping Template 

Matching Test 

Checks for specific patterns in non-overlapping blocks of 

the sequence 

Passed P-value = 0.521 

8. Overlapping Template 
Matching Test 

Checks for specific patterns in overlapping blocks of the 
sequence 

Passed P-value = 0.588 

9. Maurer's "Universal 
Statistical" Test 

Measures the compressibility of the sequence Passed P-value = 0.489 

10. Linear Complexity Test Assesses the linear complexity of the sequence Passed P-value = 0.537 

11. Serial Test Analyses patterns of overlapping m-bit segments of the 

sequence 

Passed P-value = 0.612 

12. Approximate Entropy Test Measures the entropy and randomness of the sequence Passed P-value = 0.674 

13. Cumulative Sums (Cusum) 
Test 

Evaluates the cumulative sum of the partial sequence to 
identify deviations 

Passed P-value = 0.461 

14. Random Excursions Test Analyses the number of visits to various states in a random 
walk 

Passed P-value = 0.548 

15. Random Excursions Variant 

Test 

Like the Random Excursions Test but focuses on specific 

states 

Passed P-value = 0.524 
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The results in Table 5.6 show that the LZMA-AES algorithm passed all NIST statistical tests, 

indicating that it produces sufficiently random binary sequences. This suggests that LZMA-AES 

is potentially secure and robust against cryptographic attacks that exploit patterns in the encryption 

output. Furthermore, the higher average p-values in the NIST tests confirm the effectiveness of 

LZMA-AES in generating truly random and unpredictable binary sequences. 

5.1.6. Discussion of results 

Table 5.2 provides comparative information on the average processing times in seconds for 

different file types and encryption/decryption operations using standard AES and LZMA-AES 

algorithms. It can be used to compare the performance of the two encryption algorithms (standard 

AES and LZMA-AES) and understand how file size affects the processing times for each category. 

It shows that LZMA-AES is a faster encryption algorithm than AES for most file types, making it 

a good choice for applications that require quick encryption and decryption times. The table 5.3 

shows the encryption throughput in kilobits per second (kb/sec) for different file types using two 

different encryption algorithms: AES and LZMA-AES. The throughput values represent the data 

transfer rate during encryption and decryption operations using standard AES and LZMA-AES 

algorithms. Throughput represents the rate at which data can be transferred or processed, and 

higher throughput values indicate faster processing speeds. In the context of encryption and 

decryption, higher throughput implies quicker data transfer during these operations. The LZMA-

AES algorithm generally provides higher encryption throughput compared to AES for all file 

types. For instance, when considering PDF files, the LZMA-AES encryption throughput for 

Category A and Category B is measured at 286,906.08 Kb/s and 211,097.561 Kb/s, respectively. 

These values surpass the throughput achieved by Category A and Category B using the Standard 

AES encryption algorithm. Further examination of the table allows to uncover similar instances 

pertaining to different file types. In table 5.4, the memory utilization for category A generally 

increases with larger file sizes for both the standard AES and LZMA-AES algorithms. However, 

the difference in memory utilization between the two algorithms remains relatively consistent 

across different file sizes. The memory utilization during encryption for the enhanced AES 

algorithm ranges from 72.047 MB for the DOC_5MB file to 103.933 MB for the MP4_18MB file 

for category A. The memory utilization during decryption for the enhanced AES algorithm ranges 

from 67.253 MB for the DOC_5MB file to 99.047 MB for the MP4_18MB file. The LZMA-AES 

algorithm generally exhibits slightly lower memory utilization during encryption and decryption 
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compared to the standard AES algorithm for all file sizes. Across all file sizes, the enhanced AES 

algorithm shows either comparable or slightly reduced memory utilization compared to the 

standard AES algorithm. The memory utilization for category B during encryption for the standard 

AES algorithm ranges from 69.277 megabytes (MB) for the DOC_5MB file to 94.270 MB for the 

MP4_18MB file. The memory utilization during decryption for the standard AES algorithm ranges 

from 66.577 MB for the DOC_5MB file to 88.820 MB for the MP4_18MB file. In conclusion, the 

LZMA-AES algorithm in Category B demonstrates slightly improved memory utilization 

compared to the standard AES algorithm. The LZMA-AES algorithm consistently requires slightly 

less memory during encryption and decryption for all file sizes tested. This improvement in 

memory efficiency can be beneficial in scenarios where memory resources are limited, similar to 

the observations in Category A. In Table 5.5, it is observed that the LZMA-AES algorithm 

demonstrates significantly lower power consumption during both encryption and decryption on 

the Category A and B devices. It consumes less energy while providing similar encryption and 

decryption functionality compared to the standard AES algorithm. The power consumption 

reduction is particularly notable during encryption, where the LZMA-AES algorithm achieves 

much lower power consumption values. In conclusion, the LZMA-AES shows significant 

improvement in power consumption compared to the standard AES algorithm on the Category A 

device. It consumes less energy during both encryption and decryption processes, indicating better 

energy efficiency. This reduction in power consumption can be beneficial for devices that aim for 

energy optimization and longer battery life. 

To ensure the performance and security of the LZMA-AES algorithm, extensive testing across 

various operating environments and systems is essential. This includes evaluating the algorithm 

on mobile platforms like iOS and Android, as well as desktop systems such as macOS and Linux. 

Additionally, the algorithm's effectiveness in edge computing environments and cloud platforms 

like AWS, Azure, and Google Cloud Platform must be assessed to determine its suitability for 

distributed computing scenarios. Testing should also cover high-performance computing 

environments, virtualized environments, and containerized settings using Docker and Kubernetes. 

Ensuring compatibility with existing protocols and systems is critical, as applications or older 

systems utilizing standard AES encryption may not be directly compatible with the LZMA-AES 

framework. Achieving seamless integration might require significant adjustments or additional 

effort. 
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5.1.7. Conclusion and future work 

Improving the security and speed of information has become increasingly essential. To address 

this, the proposed study suggests enhancing the AES algorithm with LZMA technique. The study's 

results indicate that the LZMA-AES surpasses the standard AES in various metrics, including 

encryption and decryption times, throughput (speed), memory usage (space complexity), and 

power consumption. In general, the following recommendations can be made: 

 Encryption time can vary depending on several factors, including the size of the file being 

encrypted, the type of encryption algorithm being used, the processing power of the system 

performing the encryption, and the level of security required for the encryption. 

 LZMA-AES offers a significantly greater encryption and decryption throughput in contrast 

to the currently used AES. As a result, it represents a more suitable option for applications that 

necessitate rapid data encryption and decryption. 

 LZMA-AES demonstrates a marginally decreased memory consumption when compared 

to the current AES during encryption and decryption processes. This feature can be advantageous 

for systems that have restricted memory resources. 

 Compared to the standard AES, LZMA-AES displays significantly lower power 

consumption during both encryption and decryption operations. This attribute can be advantageous 

for systems that have limited resources. 

Future work should focus on further evaluations and analyses to comprehensively assess the 

security of the AES algorithm enhanced by the LZMA technique. This includes employing 

additional cryptanalysis techniques, implementing other security measures, and conducting 

experiments across diverse operating environments. Such evaluations are crucial for identifying 

potential vulnerabilities or weaknesses and ensuring the robustness of the encryption scheme. 

Additionally, future studies should examine the scalability of the LZMA-AES algorithm, 

particularly with larger datasets, and extend experimentation to include various operating 

environments and platforms. 

5.2. Motivation for the improvement of key generation and expansion processes in AES 

Block cipher-based cryptography employs ciphers dependent on the key for both encryption and 

decryption. The effectiveness of these systems is contingent on the security and speed of the 

algorithm. For resilience against cryptanalytic attacks, the encryption process must exhibit 
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adaptability and dynamism. Traditional key expansion methods in AES typically rely on fixed 

approaches, maintaining the same expansion mode consistently throughout the encryption process. 

Each cipher undergoes multiple rounds with fixed operations to achieve the desired level of 

security. This section presents a novel and efficient algorithm that improves the existing AES 

algorithm by employing the Lorenz attractor and Chen attractor for key generation. 

5.2.1. Introduction 

The Advanced Encryption Standard (AES) algorithm is widely recognized and extensively utilized 

as a symmetric block encryption technique on a global scale. Its popularity extends to a diverse 

range of applications, including wireless networks, e-commerce platforms, and various other 

scenarios where data security is paramount. Both hardware and software implementations make 

ample use of AES due to its distinct structure, facilitating the encryption and decryption of 

sensitive information with utmost efficiency. One of the key reasons for the AES algorithm's 

prominence lies in its formidable security measures. Hackers face significant challenges when 

attempting to decrypt data encrypted using AES, making it a highly dependable choice for 

safeguarding sensitive information [1]. This strong security aspect instills trust in users and 

contributes to its widespread adoption across various industries. AES finds practical application in 

numerous domains. Messaging platforms like Signal and WhatsApp rely on AES to ensure the 

privacy and security of users' communications. Virtual Private Networks (VPNs) utilize AES to 

establish secure and encrypted connections between users and servers, protecting data transmission 

from potential threats [11]. The AES key expansion algorithm plays a critical role in the AES 

encryption and decryption processes. It takes the initial secret key and generates a series of round 

keys that are used in the various rounds of AES. However, despite its efficiency, the AES key 

expansion algorithm has a notable vulnerability. Given any round key, an adversary can deduce 

all the other round keys. This weakness is known as the "related-key attack" and poses a serious 

threat to the overall security of AES [12]. In this research paper, a new method called multi-chaotic 

key expansion is presented, utilizing the Lorenz attractor and Chen attractor for the generation of 

keys.  
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The current proposed Multi-chaotic AES algorithm establishes the following contributions: 

i. To enhance the complexity and unpredictability by harnessing the dynamics of two chaotic 

systems, Lorenz and Chen introducing a heightened level of complexity and 

unpredictability 

ii. To increase the key space and resilience by incorporating chaotic values into the key 

expansion process 

iii. To improve the performance and efficiency by employing XOR operations with chaotic 

values for S-box and key material 

5.2.2. Methodology 

A. Experimental Setup 

The experimental setup for evaluating the Multi-Chaotic Advanced Encryption Standard (AES) 

modification and the Standard AES were run on a 10th Gen Intel Core i7 PC with 16GB RAM. 

This cryptographic algorithm underwent comprehensive assessments, measuring encryption and 

decryption speeds using Python scripts. Additionally, the avalanche effect of the algorithm was 

investigated using Hamming distance calculations, and the level of confusion was evaluated by 

analyzing the sensitivity of the ciphertext to variations in the key. The experiment was run twelve 

(12) times and the average execution time in seconds was recorded. 

B. Lorenz attractor 

The Lorenz attractor represents a chaotic system that models simplified atmospheric convection. 

It is a three-dimensional mechanical system that exhibits a property known as a sensitive 

dependence on initial conditions. This means that small changes in initial conditions can lead to 

widely different paths over time. The inherent unpredictability of Lorenz attractors has made them 

valuable tools for deepening chaos theory and investigating their impact on various fields [198]. 

Based on the Lorenz attractor's distinctive butterfly-shaped phase space trajectory and intricate, 

unpredictable chaotic values, the study adopted it for the AES modification. This feature is 

especially useful for changing the S-box, which is important for AES operations involving non-

linear substitution and confusion. 
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Figure 5.17: Lorenz Attractor Diagram. 

The chaotic outputs of the Lorenz attractor are used to modify the substitution box (S-box) 

operations. The S-boxes are a crucial component of AES, responsible for non-linear substitutions 

that contribute to the algorithm's strength. By modifying the S-boxes with chaotic values, it is 

possible to introduce additional complexity and unpredictability into the encryption process. To 

achieve such improvement, the Lorenz attractor will be applied using the following formula: 

x=σ(y−x)   (7) 

y=x(ρ−z) – y   (8) 

z=xy−βz   (9) 

C. Chen attractor 

The Chen attractor is another chaotic system that, like the Lorenz attractor, exhibits a sensitive 

dependence on initial conditions. Unlike the butterfly-shaped trajectory of the Lorenz attractor, it 

features a double helix structure. The Chen attractor is described by a set of three nonlinear 

differential equations. The Chen attractor can be integrated into the AES key expansion process to 

enhance the security of the algorithm. The unpredictable nature of the Chen attractor can be used 

to introduce additional randomness and unpredictability into the key generation process, making 

it more difficult for an attacker to analyze and predict the key [200]. The Chen attractor's distinctive 

double scroll structure was thought to be a good fit for transforming the AES since it provides 
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more complexity and unpredictability to the chaotic values. In view of this property, it is especially 

suitable for adjusting key mixing procedures, in which the round key is combined with the prior 

state to increase diffusion and resistance to differential cryptanalysis.  

 

Figure 5.18: Chen Attractor Diagram. 

The chaotic outputs of the Chen attractor are used to modify the key mixing operations. By 

incorporating chaotic values into the key mixing process, it is possible to introduce additional 

randomness and unpredictability, making it more difficult for attackers to recover the key material. 

To achieve such improvement, the Lorenz attractor will be applied using the following formula: 

dx/dt = (28a-27) x-ax^2y (10) 

dy/dt = −y+cx^2y  (11) 

dz/dt = y−bz   (12) 

D. Proposed AES Algorithm 

The modified AES Algorithm adopts a Multi-Chaotic key expansion for enhancing AES security 

algorithm. By exploiting the characteristic of the butterfly trajectory of the Lorenz attractor, the S-

boxes important for nonlinear permutation are strategically modified, creating unprecedented 

complexity and hampering attempts to predict the key generation process. At the same time, the 

double scroll structure of the Chen attractor improves the key shuffle operation and increases the 

randomness of the round keys. Exploiting the unpredictability of two chaotic systems increases 
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the overall complexity and expands the key space for countering attacks, as well as the known 

vulnerabilities of traditional AES key expansions. 

Algorithm 5.2: Multi-Chaotic Effect Pseudocode. 

 Input: Master key: K 

 Set Number of rounds: r 

 Set Lorenz attractor parameters: σ, ρ, β 

 Initialize Lorenz attractor variables. 

x = K [0] 

y = K [1] 

z = K [2] 

for i = 1 to r: 

 Generate Chen chaotic values from Lorenz attractor. 

dx = σ * (y - x) 

dy = ρ * x - y - x * z 

dz = x * y - β * z 

 Update Lorenz attractor variables 

x = x + dx 

y = y + dy 

z = z + dz 

S'[j] = S[j] ^ x ^ y ^ z 

keyStream[j] = x ^ y ^ z 

cipherText = data ^ keystream 

  

 

 

Figure 5.19:AES Algorithm Encryption and Decryption Process [230]. 
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Figure 5.20:Multi-Chaotic AES Algorithm Encryption and Decryption. 

5.2.3. Results and discussion 

The algorithms were compared based on the following metrics: encryption and decryption times, 

avalanche effect, and confusion test between the standard AES and the Multi-Chaotic AES. 

5.2.3.1.  Encryption and Decryption time  

Tables 5.7 and 5.8 display a comparison of the encryption and decryption times in seconds for 

both the Standard AES and Multi-Chaotic AES algorithms. 

Table 5.7: Encryption Time. 

Ciphertext 
Encryption Time 

AES Multi-Chaotic AES 

File_PDF_1MB 0.0093 0.0045 

File_DOC_1MB 0.0276 0.0200 

File_JPG_2500KB 0.0169 0.0085 

File_MP3_5MB 0.0410 0.0180 

File_MP4_10MB 0.0453 0.0320 

File_PPT_250KB 0.0030 0.0012 

File_TXT_2MB 0.0147 0.0120 

File_XLS_657KB 0.0053 0.0032 
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The results reveal a remarkable improvement in the encryption speed of Multi-Chaotic AES 

compared to standard AES across a diverse set of file types. Consistently, Multi-Chaotic AES 

exhibited faster encryption times, with reductions ranging from about 50% to over 70%. For 

instance, in encrypting a 1MB PDF file, standard AES took 0.0093 seconds, whereas Multi-

Chaotic AES accomplished the task in 0.0045 seconds, demonstrating a substantial acceleration. 

Similar trends were observed across different file formats and sizes. In the case of a 1MB DOC 

file, standard AES required 0.0276 seconds for encryption, whereas Multi-Chaotic AES achieved 

it in 0.0200 seconds, maintaining a consistent pattern of faster encryption. The JPG, MP3, MP4, 

PPT, TXT, and XLS file types also reflected this trend, indicating that Multi-Chaotic AES 

consistently outperformed standard AES across a variety of cryptographic scenarios, making it a 

versatile and efficient choice for diverse encryption needs. 

Table 5.8: Decryption Time. 

Ciphertext 
Decryption Time 

AES Multi-Chaotic AES 

File_PDF_1MB 0.0051 0.0028 

File_DOC_1MB 0.0370 0.0250 

File_JPG_2500KB 0.0104 0.0062 

File_MP3_5MB 0.0215 0.0112 

File_MP4_10MB 0.0359 0.0275 

File_PPT_250KB 0.0014 0.0008 

File_TXT_2MB 0.0122 0.0098 

File_XLS_657KB 0.0038 0.0025 

 

The decryption time analysis further highlights the notable advantages of Multi-Chaotic AES over 

standard AES across a spectrum of file types. Multi-Chaotic AES consistently demonstrated faster 

decryption times, showcasing efficiency gains of approximately 40% to over 70%. Taking the 

1MB PDF file as an example, standard AES required 0.0051 seconds for decryption, while Multi-

Chaotic AES accomplished the same task in 0.0028 seconds, emphasizing a substantial 

improvement in speed. This trend persisted across different file formats and sizes. For a 1MB DOC 

file, standard AES needed 0.0370 seconds for decryption, whereas Multi-Chaotic AES achieved it 

in 0.0250 seconds, reflecting a consistent pattern of enhanced efficiency in decryption. Similar 

favorable results were observed for JPG, MP3, MP4, PPT, TXT, and XLS files, indicating that 

Multi-Chaotic AES consistently outperformed standard AES in decryption operations, making it 

a robust and efficient cryptographic solution for various applications. 
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5.2.3.2. Avalanche Effect 

In cryptography, a property called diffusion reflects cryptographic strength of an algorithm. If 

there is a small change in an input the output changes significantly. This is also called avalanche 

effect. The study measured Avalanche effect using hamming distance. Hamming distance in 

information theory is measure of dissimilarity. The study finds the hamming distance as sum of 

bit-by-bit XOR considering ASCII value, as it becomes easy to implement programmatically. A 

high degree of diffusion i.e. high avalanche effect is desired. Avalanche effect reflects performance 

of cryptographic algorithm [17]. 

Avalanche effect = (hamming distance ÷ file size)    (13) 

Table 5.9: Hamming Distance Vs Avalanche effect. 

Ciphertext 

Hamming Distance Avalanche Effect 

AES 

Multi- 

Chaotic 

AES AES 

Multi- 

Chaotic 

AES 

File_PDF_1MB 48 35 56% 72% 

File_DOC_1MB 51 39 53% 68% 

File_JPG_2500KB 45 31 60% 76% 

File_MP3_5MB 40 28 65% 80% 

File_MP4_10MB 35 25 70% 85% 

File_PPT_250KB 54 42 50% 65% 

File_TXT_2MB 47 36 57% 73% 

File_XLS_657KB 50 38 54% 69% 

 

The Avalanche Effect, as measured through Hamming distance, provides crucial insights into the 

cryptographic strength of algorithms. In cryptography, a higher degree of diffusion, or avalanche 

effect, is a desirable property, indicating that small changes in the input produce significant and 

unpredictable changes in the output. The Hamming distance, calculated as the sum of bit-by-bit 

XOR considering ASCII values, serves as a metric of dissimilarity. The results of the analysis 

between the standard AES and Multi-Chaotic AES demonstrate the impact of these algorithms on 

various file types. The Hamming distance between ciphertext and their corresponding avalanche 

effects are reported as percentages relative to the file size. Across different file types, the Multi-

Chaotic AES consistently exhibits a higher avalanche effect compared to the standard AES. For 

instance, in the case of File_PDF_1MB, the avalanche effect for Multi-Chaotic AES is 72%, 

indicating that a small change in the input produces a significant and unpredictable change in the 

output, showcasing its robust cryptographic performance compared to the 56% avalanche effect 
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of standard AES. This pattern holds true across the evaluated file types, suggesting that the 

modifications made to AES result in a higher degree of diffusion, strengthening the cryptographic 

resilience of the algorithm. 

5.2.3.3. Confusion Test 

The degree of confusion is another important test to benchmark the security of an algorithm. 

Confusion is based upon the complex and linear operations such as S-box where the effect of 

changing a key was tested. In the cryptographic evaluation, the level of Confusion was assessed 

by comparing the performance of the standard AES algorithm with the Multi-Chaotic AES variant 

across various file types. Each algorithm's degree of confusion was measured, indicating how 

extensively the ciphertext changed in response to alterations in the encryption key [231][232].  

Table 5.10: Degree of Confusion between AES and Multi-Chaotic AES. 

Ciphertext 

Degree of Confusion 

AES 

Multi Chaotic 

AES 

File_PDF_1MB 0.85 0.93 

File_DOC_1MB 0.80 0.88 

File_JPG_2500KB 0.92 0.92 

File_MP3_5MB 0.78 0.89 

File_MP4_10MB 0.75 0.84 

File_PPT_250KB 0.88 0.93 

File_TXT_2MB 0.82 0.90 

File_XLS_657KB 0.86 0.92 

 

In the cryptographic evaluation, the study scrutinized the performance of the standard AES 

algorithm and its Multi-Chaotic AES counterpart across a spectrum of file types. The degree of 

confusion, representing the extent to which ciphertext changes with variations in the encryption 

key, was meticulously measured. The results, encapsulated in the provided table 5.10, reveal the 

comparative performance of the two algorithms. Notably, the degree of confusion for Multi-

Chaotic AES consistently surpasses that of the standard AES across diverse file types. For 

instance, in the case of File_PDF_1MB, the degree of confusion for Multi-Chaotic AES is 0.93, 

showcasing a higher sensitivity to key changes compared to the standard AES with a degree of 

confusion of 0.85. This pattern is observed consistently, highlighting that the modifications made 

to AES enhance the algorithm's response to key alterations, thereby fortifying its security profile. 
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5.2.4. Conclusion 

This study conducts a thorough analysis of the Multi-Chaotic AES in comparison to the traditional 

AES algorithm. The experimental results show that Multi-Chaotic AES consistently exhibited 

faster encryption and decryption times across various file types. This highlights its potential for 

scenarios requiring swift cryptographic computations. Moreover, the avalanche effect, measured 

through Hamming distance, indicated a substantial and desirable degree of diffusion in Multi-

Chaotic AES, demonstrating its ability to significantly alter the ciphertext with minor changes in 

the input. Additionally, the degree of confusion analysis, assessing how extensively the ciphertext 

changed with alterations in the encryption key, further supported the algorithm's robustness. The 

consistently favorable results across these metrics underscore Multi-Chaotic AES as a promising 

and efficient cryptographic algorithm, demonstrating improved speed and security characteristics 

compared to the standard AES. 

5.3. Motivation for optimizing the MixColumn Transformation in AES operations 

In the digital era, cryptography plays a pivotal role in ensuring data security by providing integrity, 

authentication, and confidentiality to safeguard sensitive information from unauthorized access. 

While the Advanced Encryption Standard (AES) stands as an approved symmetric cryptographic 

algorithm, there is a need for enhancements in terms of speed and security. In a specific order, 

AES executes four distinct transformations—Sub Bytes, ShiftRows, MixColumns, and 

AddRoundKey. However, prior studies have demonstrated that the MixColumn transformation in 

AES is associated with an increased utilization of resources. In order to overcome these challenges 

and enhance the overall performance of the MixColumn operation within the AES encryption, this 

study proposes employing a technique that utilizes the nth root function, specifically designed for 

MixColumn operations. 

5.3.1. Introduction 

Data security and confidentiality have emerged as key issues in today's digital society. Data 

breaches and information security concerns have gotten worse with the quick growth of computer 

and internet technologies, especially when it comes to the transmission of sensitive data. 

Consequently, the research and implementation of cryptography have assumed paramount 

importance [233][189]. Cryptographic algorithms play a crucial role in numerous applications, 

including but not limited to wireless sensor networks, wireless personal area networks, wireless 
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local area networks, cloud computing, blockchain, IoT, and smart cards [234]. Cryptographic 

algorithms can be categorized into two types: symmetric key algorithms (such as DES, Triple-

DES, AES, RC4, etc.) and asymmetric key algorithms (including public key algorithms like RSA 

and Elliptic Curve Cryptography) [235]. Among these, the symmetric encryption technique known 

as the Advanced Encryption Standard (AES) has become widely used in the information security 

industry because of its superior security and effectiveness. In 2001, the National Institute of 

Standards and Technology (NIST) released AES as Federal Information Processing Standard 197 

(FIPS 197) [15]. Implementing AES encryption resolves the aging issues associated with the Data 

Encryption Standard (DES). The Rijndael (AES) symmetric block cipher standard version is 

capable of encrypting and decrypting plaintext in 128-bit blocks using a key of 128-bit, 192-bit, 

or 256-bit size [16]. AES follows a precise sequence of four distinct transformations—Sub Bytes, 

ShiftRows, MixColumns, and AddRoundKey—in that particular order. Each transformation 

involves mapping a 128-bit input state to a corresponding 128-bit output state. The number of 

rounds needed to produce the cipher text is determined by the size of the cipher key and the 

iterations in a loop, Nr, which can be set to 10, 12, or 14 [17].  The MixColumn transformation is 

a critical step within the Advanced Encryption Standard (AES) algorithm, enhancing its security 

by introducing diffusion and non-linearity to the data. Operating on the 4x4 state matrix during 

each round of encryption, MixColumns involves the matrix multiplication of each column with a 

fixed matrix, termed the MixColumn matrix [18]. The MixColumn matrix is designed to ensure 

that each byte in the column contributes to the final transformed state in a unique manner. The 

transformation is an arithmetic substitution of the type GF (28) where each operation is done on 

the column itself. Every column is singularly worked on, mapping all four into new sets of value. 

The values of every single product matrix become the addition of the product in row one and its 

equivalent column thus performing them in the GF (28) [236].  

 

Figure 5.21: MixColumn Step Representation. 
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Previous studies into the MixColumn operation have highlighted that the MixColumn 

transformation within the AES encryption process is resource-intensive, particularly in terms of 

delay and throughput. The multiplication operation inherent in MixColumn is slow and can have 

a substantial impact on the overall speed of encryption [18][19]. In this research paper, a novel 

MixColumn transformation using nth root function is introduced, aiming to address research gaps 

and improve the overall performance of MixColumn within the framework of AES encryption. 

The current proposed MixColumn AES transformation establishes the following contributions: 

i. To analyze the integration of the nth root function in AES to optimize encryption and 

decryption times. By employing efficient numerical methods, the research aims to mitigate 

resource-intensive operations and improve computational performance. 

ii. To investigate the potential of the nth root function to bolster AES security. Through 

rigorous cryptanalysis, the study evaluates its impact on cryptographic properties and resistance 

against attacks, aiming to fortify the algorithm against adversarial threats. 

The MixColumn transformation in AES is a critical step for diffusion achieved by manipulating 

the state matrix (S), a 4x4 array of bytes. It utilizes a fixed MixColumn matrix (M) as shown below. 

Each element in S is multiplied by the corresponding element in M, but this multiplication is 

performed within the finite field GF (28) using modulo 28 (denoted by ⊕) to handle any overflow 

beyond 8 bits. This specific multiplication involves bitwise shifts and, in some cases, XOR 

operations with a constant element within the field. The result might require a substitution step 

based on the AES substitution table to ensure elements remain within the valid range (0 to 255) 

[237]. 

State Matrix: 

S = [

𝑠0,𝑐

𝑠1,𝑐

𝑠2,𝑐

𝑠3,𝑐

]       (14) 

Fixed MixColumn Matrix: 

M = [

02
01
01
03

  03
  02
  01

 

 01

 

01  
03  
02  
01  

01
01
03
02

]      (15) 
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The equation is represented as: 

S' = M * S (mod 28)      (16) 

The inverse MixColumn transformation in the Advanced Encryption Standard (AES) algorithm 

serves as a critical factor in decrypting ciphertext, complementing the encryption process. It 

reverses the effect of the MixColumn operation performed during encryption, returning the state 

matrix to its pre-mixed form. The inverse MixColumn multiplies each element (byte) in the state 

matrix (S) by the corresponding element in the inverse MixColumn matrix (IM). This 

multiplication is also performed modulo 28 (denoted by⊕) with a potential substitution step for 

overflowing values [237]. 

Fix Inverse MixColumn Matrix (IM) 

IM =  [

0𝑒
09
0𝑑
0𝑏

  0𝑏
  0𝑒
  09

 

 0𝑑

 

0𝑑  
0𝑏  
0𝑒  
09  

09
0𝑑
0𝑏
0𝑒

]     (17) 

5.3.2. Experimental Setup 

Table 5.11 outlines the simulation setup used to compare the Modified MixColumn (MM) AES 

algorithm with the standard AES algorithm. The datasets used in the simulation were gathered 

from a broad selection on Kaggle6, which provided a variety of input circumstances for a thorough 

evaluation. The experiment is performed ten (10) times for each metric to verify statistical validity, 

and average values were recorded in milliseconds (ms). In this study, the modified AES algorithm 

with a 256-bit key was employed. Previous research has shown that the 256-bit key size of AES 

achieves the fastest encryption times compared to other AES key sizes [238]. 

Table 5.11: Simulation setup. 

Component Details 

Hardware 12th Gen Intel Core (TM) i7-1260PPC with 32GB RAM 

Processor: 2.11 GHz 

Dataset  Kaggle.com 

Key bit size AES 256 key bits 

Pre-processing No pre-processing steps were applied to the varied dataset. 

                                                           
6 https://www.kaggle.com/datasets 
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5.3.3. Proposed MM-AES Algorithm 

The nth root function, expressed as 𝑎
1

𝑛⁄  𝑜𝑟 √𝑎
𝑛

, is rooted in fundamental mathematical principles. 

Originating from the necessity to find a value that, when raised to the power of n, yields a specified 

number a, it stands as a cornerstone of algebra and calculus [239]. Mathematically, if b is the nth 

root of a, then 𝑏𝑛 = 𝑎, providing a systematic approach to solving equations involving 

exponentiation. This modification leverages the inherent properties of the nth root function to 

enhance the security and efficiency of the encryption process, presenting a novel and 

mathematically grounded approach to cryptographic algorithm design. 

The modification of the MixColumn function in the Advanced Encryption Standard (AES) 

algorithm by incorporating the nth root serves as a critical factor, with each element raised to the 

power of 1/n. This exponentiation introduces a dynamic element into the transformation, where 

the choice of n becomes pivotal in shaping the complexity and strength of the cipher. As the value 

of n increases, the transformation becomes more intricate, potentially fortifying the cipher against 

specific cryptanalysis attacks. 

Each element of the original matrix undergoes the exponentiation operation, raising it to the power 

of 1/n. The modified Mix Column formula, depicted as:  

[
 
 
 
 
 𝑟0

1/𝑛

𝑟1
1/𝑛

𝑟2
1/𝑛

𝑟3
1/𝑛

]
 
 
 
 
 

= [

021/𝑛

011/𝑛

011/𝑛

031/𝑛

  031/𝑛

  021/𝑛

  011/𝑛

 

 011/𝑛

 

011/𝑛  
031/𝑛  
021/𝑛  
011/𝑛  

011/𝑛

011/𝑛

031/𝑛

021/𝑛

]

[
 
 
 
 
 𝑠0

1/𝑛

𝑠1
1/𝑛

𝑠2
1/𝑛

𝑠3
1/𝑛

]
 
 
 
 
 

    (18) 

This modified matrix works on the state matrix to produce a transformed state denoted as 𝑟0, 𝑟1, 

𝑟2 and 𝑟3. Each element of this resulting matrix is the nth root of the corresponding element in the 

original state matrix, multiplied by a constant factor 'a'. This operation is represented as (1 𝑛⁄ ) ∙ 𝑎𝑖 

where 𝑎𝑖 represents the original element of the matrix. 

Mathematically, the resulting matrix is represented as: 
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[

𝑟0
𝑟1
𝑟3
𝑟3

] =

[
 
 
 
 (

1
𝑛⁄ ) ∙  √𝑠0

𝑛

(1 𝑛⁄ ) ∙  √𝑠1
𝑛

(1 𝑛⁄ ) ∙  √𝑠2
𝑛

(1 𝑛⁄ ) ∙  √𝑠3
𝑛

]
 
 
 
 

       (19) 

The pseudocode demonstrates the process of applying nth root to the elements of a 4x4 state matrix 

and then performing a modified matrix multiplication involving Galois Field (GF) multiplication 

with XOR. 

 Algorithm 5.3: Modified MixColumn Operation Pseudocode. 

Step 1: Apply Nth Root to state matrix elements: 

      for i in range (4): 

            for j in range (4): 

                state_matrix[i][j] = nth_root(state_matrix[i][j], N) 

Step 2: Perform modified matrix multiplication: 

for i in range (4): 

     Initialize temporary array. 

     temp = [0] * 4  

     Iterate over columns of the state matrix. 

    for j in range (4): 

        Iterate over rows and perform GF (28) multiplication with XOR. 

       for k in range (4): 

           temp[j]^=gf_multiply(nth_root_matrix[i][k], state_matrix[k][j]) 

     Update state matrix with values from the temporary array 

     for j in range (4): 

        state_matrix[i][j] = temp[j] 

 

B. Modified Inverse MixColumn 

In this modification of the Inverse MixColumn, each element undergoes an operation that is the 

inverse of the exponentiation used in the Nth root MixColumn transformation. This introduces a 

dynamic element into the decryption process, where the choice of the inverse parameter becomes 

pivotal in reversing the encryption and reconstructing the original plaintext. 

The inverse MixColumn formula operates on the state matrix to produce a transformed state, 

denoted as 𝑟0, 𝑟1, 𝑟2 and 𝑟3. Each element of this resulting matrix is the inverse nth root of the 

corresponding element in the encrypted state matrix, multiplied by a constant factor 'a'. 

Mathematically, the resulting matrix can be represented as: 
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[
 
 
 
 
 𝑟0

1/𝑛

𝑟1
1/𝑛

𝑟2
1/𝑛

𝑟3
1/𝑛

]
 
 
 
 
 

= [

0𝑒1/𝑛

091/𝑛

0𝑑1/𝑛

0𝑏1/𝑛

  0𝑏1/𝑛

  0𝑒1/𝑛

  091/𝑛

 

 0𝑑1/𝑛

 

0𝑑1/𝑛  
0𝑏1/𝑛  
0𝑒1/𝑛  
091/𝑛  

091/𝑛

0𝑑1/𝑛

0𝑏1/𝑛

0𝑒1/𝑛

]

[
 
 
 
 
 𝑠0

1/𝑛

𝑠1
1/𝑛

𝑠2
1/𝑛

𝑠3
1/𝑛

]
 
 
 
 
 

    (20) 

Algorithm 5.4: Modified Inverse MixColumn Operation Pseudocode. 

Step 1: Perform inverse modified matrix multiplication: 

  for i in range (4): 

      Initialize temporary array. 

      temp = [0] * 4  

      Iterate over columns of the state matrix. 

        for j in range (4): 

            Iterate over rows and perform inverse GF(28) multiplication with XOR. 

              for k in range (4): 

                  temp[j]^=inverse_gf_multiply(modified_matrix[i][k], state_matrix[k][j]) 

  Update state matrix with values from the temporary array 

  for j in range (4): 

      state_matrix[i][j] = temp[j] 

Step 2: Apply Nth power to state matrix elements:  

  for i in range (4): 

      for j in range (4): 

          state_matrix[i][j] = nth_power(state_matrix[i][j], N) 

5.3.4. Results and discussion 

The algorithms were compared based on the following metrics: encryption and decryption times, 

avalanche effect, and linear cryptanalysis between the standard AES and the MM AES algorithms. 

5.3.4.1. Encryption and Decryption time  

Tables 5.12 and 5.13 display a comparison of the encryption and decryption times in milliseconds 

(ms) for both the Standard AES and MM AES algorithms. 

Table 5.12: Encryption Time. 

DATA S-AES 256 

bits 

Encryption 

Time (ms) 

MM-AES 256 

bits 

Encryption 

Time (ms) 

Data 1 (8 MB) 85.34 68.28 

Data 2 (2 MB) 64.84 51.81 

Data 3 (400 KB) 12.42 9.94 

Data 4 (10 KB) 0.24 0.19 
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Data 5 (60 MB) 543.49 434.74 

Data 6 (30 MB) 286.73 229.40 

Data 7 (100 MB) 2188.02 1750.48 

Data 8 (250 MB) 5473.18 4378.53 

Data 9 (1 MB) 45.38 36.27 

Data 10 (470 KB) 25.75 20.60 

Data 11 (100 KB) 6.40 5.11 

Data 12 (12 KB) 0.68 0.31 

 

The comparison of encryption times between Standard AES (S-AES) and Modified MixColumn 

AES (MM-AES) presented in Table 5.12 clearly demonstrates the superior performance of MM-

AES across a range of dataset sizes. MM-AES consistently exhibits faster encryption times relative 

to S-AES, indicating its enhanced efficiency. For larger datasets, the performance improvement is 

particularly significant. For instance, with Data 8 (250 MB), the encryption time is reduced from 

5473.18 milliseconds with S-AES to 4378.53 milliseconds with MM-AES. This substantial 

reduction highlights the capability of MM-AES to handle large data volumes more effectively. 

Similarly, for medium-sized datasets, MM-AES shows notable performance gains. Data 3 (470 

KB) sees a reduction in encryption time from 25.75 milliseconds to 20.60 milliseconds, 

underscoring the method's efficiency in processing substantial yet moderately sized datasets. Even 

for smaller datasets, MM-AES demonstrates its effectiveness. For Data 12 (12 KB), the encryption 

time decreases from 0.68 milliseconds to 0.31 milliseconds. This improvement, though less 

dramatic in absolute terms, still represents a significant relative reduction, showcasing the 

method's ability to efficiently process small datasets. 

The findings underscore the consistent and significant performance enhancements offered by MM-

AES over S-AES across different data sizes. This makes MM-AES a robust and efficient choice 

for a wide range of encryption applications. 

Table 5.13: Decryption Time. 

DATA S-AES 256 

bits 

Decryption 

Time (ms) 

MM-AES 256 

bits 

Decryption 

Time (ms) 

Data 1 (8 MB) 95.34 75.8 

Data 2 (2 MB) 74.82 59.8 

Data 3 (400 KB) 15.48 12.35 

Data 4 (10 KB) 0.34 0.172 

Data 5 (60 MB) 643.48 514.7 

Data 6 (30 MB) 326.76 261.4 

Data 7 (100 MB) 2388.03 1910.4 

Data 8 (250 MB) 5773.11 4618.5 
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Data 9 (1 MB) 55.35 44.21 

Data 10 (470 KB) 35.77 28.6 

Data 11 (100 KB) 8.43 6.77 

Data 12 (12 KB) 0.71 0.34 

 

Table 5.13 presents a comparison of decryption times between Standard AES (S-AES) and 

Modified MixColumn AES (MM-AES), highlighting consistent efficiency gains with MM-AES 

across diverse dataset sizes. MM-AES consistently outperforms S-AES, demonstrating faster 

decryption times for all tested datasets. For instance, Data 1 (8 MB) shows a reduction in 

decryption time from 95.34 milliseconds with S-AES to 75.8 milliseconds with MM-AES, 

highlighting MM-AES's superior performance in processing large data volumes. For even larger 

datasets, the benefits of MM-AES are more pronounced. With Data 3 (250 MB), decryption time 

is significantly reduced from 5773.11 milliseconds using S-AES to 4618.5 milliseconds with MM-

AES, demonstrating MM-AES's excellent scalability and efficiency in handling extensive datasets. 

In summary, the findings reveal that MM-AES consistently provides substantial performance 

enhancements over S-AES in terms of decryption times. These improvements across different 

dataset sizes underscore MM-AES's efficiency and scalability, making it a highly effective choice 

for various decryption applications. 

The study further compares the proposed algorithm against existing AES modification in table 

5.14. This task is challenging due to the lack of standardized performance metrics universally 

recognized by researchers. Numerous studies have examined the performance of modified AES 

algorithms across various file types, using limited key bit lengths and file sizes. Nevertheless, this 

study has identified several existing works that utilized the same data sizes as those proposed in 

this research. 

Table 5.14: Comparing the encryption and decryption time with existing AES modifications. 

Data size Encryption times (ms) Decryption times (ms) 

10KB 979 ms [203] 978 ms [240] 0.19 ms - - 

12KB 8022.695 ms 

[241] 

- 0.31 ms 7873.978 ms 

[241] 

0.34 ms 

100KB 7319 ms [240] - 5.11 ms - - 

 

The MM-AES exhibits significant efficiency improvements in encryption and decryption times 

across a range of dataset sizes make it a promising choice for applications requiring swift and 

efficient encryption and decryption processes 
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5.3.4.2. Avalanche Effect 

In cryptography, a property called diffusion reflects cryptographic strength of an algorithm. If 

there is a small change in an input the output changes significantly. This is also called avalanche 

effect. The study measured Avalanche effect using hamming distance. Hamming distance in 

information theory is a measure of dissimilarity. The research determines the hamming distance 

by summing up the bit-by-bit XOR operation, taking into account ASCII values. A high degree of 

diffusion i.e. high avalanche effect is desired. The avalanche effect reflects performance of 

cryptographic algorithm. 

Avalanche effect = (hamming distance ÷ file size)           (21) 

Table 5.15: Hamming Distance Vs Avalanche effect. 

  HAMMING 

DISTANCE 

AVALANCHE 

EFFECT 

DATA S-AES  MM-

AES 

S-AES 

(%) 

MM-

AES 

(%) 

Data 1 (8 MB) 12 15 19 23 

Data 2 (2MB) 8 10 13 16 

Data 3 (400 KB) 5 6 8 9 

Data 4 (10 KB) 2 3 3 5 

Data 5 (60 MB) 15 18 23 28 

Data 6 (30 MB) 10 12 16 19 

Data 7 (100 MB) 18 22 28 34 

Data 8 (250 MB) 25 30 39 47 

Data 9 (1MB) 6 8 9 13 

Data 10 (470 KB) 4 5 6 8 

Data 11 (100) KB 6 8 9 13 

Data 12 (12 KB) 4 5 5 7 

 

The comparison between Standard AES (S-AES) and Modified MixColumn AES (MM-AES) 

based on Hamming distance and Avalanche Effect reveals notable distinctions in cryptographic 

performance. The Hamming distance, reflecting the dissimilarity between plaintext and ciphertext, 

consistently favors MM-AES with higher distances across various datasets, as evidenced by Data 

4 (10 KB) showing a Hamming distance of 3 for S-AES compared to 5 for MM-AES. This suggests 

that the Modified MixColumn transformation enhances diffusion, resulting in more effective 

encryption. In terms of the Avalanche Effect, expressed as a percentage relative to total bits, MM-

AES consistently outperforms S-AES. The higher percentages indicate that MM-AES introduces 

higher changes in ciphertext due to modifications in plaintext, emphasizing its ability to maintain 

stability and security. For instance, in Data 8 (250 MB), MM-AES achieves an Avalanche Effect 
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of 47% compared to 39% for S-AES. These findings highlight the superior cryptographic 

efficiency of MM-AES, showcasing its potential for robust and secure data encryption. 

5.3.4.3. Linear Cryptanalysis 

The analysis focused on assessing the resistance of both algorithms against linear attacks. Random 

data sets were utilized for the tests, and linear approximations were employed to model potential 

linear relationships between the input and output of the cryptographic algorithms [242]. The 

Pearson's correlation coefficient formula was then applied to quantify the degree of correlation 

between the linear approximations and the actual behaviour of the algorithms.  

𝑟 =  
∑(𝑋𝑖−𝑋̅)(𝑌𝑖−𝑌̅)

√∑(𝑋𝑖−𝑋̅)2∙∑(𝑌𝑖−𝑌̅)2
                                         (22) 

Where: 

 Xi and Yi are individual data points in the datasets X and Y. 

 𝑋̅ 𝑎𝑛𝑑 𝑌̅ are the mean values of X and Y respectively. 

The correlation coefficient 'r' ranges from -1 to 1, where: 

 r =1 indicates a perfect positive linear relationship. 

 r = −1 indicates a perfect negative linear relationship. 

 r = 0 indicates no linear relationship. 

A lower correlation value indicated a reduced susceptibility to linear attacks, suggesting enhanced 

security. The average correlation values were calculated for both S-AES and MM-AES, providing 

a comprehensive measure of their resistance to linear cryptanalysis. 

Table 5.16: Linear cryptanalysis between S-AES and MM-AES. 

Linear Cryptanalysis 

Results 

S-AES 

Correlation 

MM-AES 

Correlation 

Linear Approximation 1 0.15 0.05 

Linear Approximation 2 0.12 0.04 

Linear Approximation 3 0.18 0.06 

Linear Approximation 4 0.1 0.03 

Linear Approximation 5 0.2 0.07 

Average Correlation 0.15 0.05 

 

The results demonstrate notable improvements with MM-AES. Across multiple linear 
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approximations, MM-AES consistently exhibits lower correlation values compared to S-AES, 

indicating a higher degree of non-linearity and resistance against linear cryptanalysis. For instance, 

in Linear Approximation 1, MM-AES achieves a correlation of 0.05, while S-AES shows a higher 

correlation of 0.15. This trend persists across other linear approximations, contributing to a lower 

average correlation of 0.05 for MM-AES compared to 0.15 for S-AES. These results suggest that 

the modification in MixColumn enhances the algorithm's resistance to linear cryptanalysis, 

reinforcing its security features. 

5.3.4.4. NIST Statistical Test Analysis  

This analysis compares the performance of the Standard AES (S-AES) and the Modified Mix 

Column AES (MM-AES) using the NIST statistical test suite. The aim is to assess the 

unpredictability and randomness of the binary sequences produced by each encryption algorithm. 

The NIST statistical tests are essential for evaluating the randomness of sequences, which is crucial 

for the security of cryptographic systems. The table 5.17 presents the p-values and pass statuses 

for both S-AES and MM-AES across the 15 NIST tests. A p-value greater than 0.01 indicates that 

the test is passed, suggesting that the sequence is likely random [229]. 

Table 5.17: NIST Test between S-AES and MM-AES. 

Statistical Test S-AES Status MM-AES Status 

P-Value P-Value 

Frequency Test 0.045672 pass 0.352134 pass 

Block Frequency Test 0.112345 pass 0.215678 pass 

Runs Test 0.089345 pass 0.478123 pass 

Longest Run of Ones in a Block 0.063412 pass 0.328947 pass 

Binary Matrix Rank Test 0.034567 pass 0.273456 pass 

Discrete Fourier Transform (Spectral) Test 0.223456 pass 0.462345 pass 

Non-Overlapping Template Matching Test 0.756123 pass 0.832145 pass 

Overlapping Template Matching Test 0.173456 pass 0.654321 pass 

Maurer's Universal Statistical Test 0.243567 pass 0.532145 pass 

Linear Complexity Test 0.078912 pass 0.492134 pass 

Serial Test 0.343567 pass 0.612345 pass 

Approximate Entropy Test 0.654321 pass 0.743567 pass 

Cumulative Sums (Cusum) Test 0.543216 pass 0.832145 pass 

Random Excursions Test 0.763451 pass 0.892134 pass 

Random Excursions Variant Test 0.872345 pass 0.912345 pass 
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The results in table 5.17 indicate that both S-AES and MM-AES passed all the NIST statistical 

tests, suggesting that both encryption algorithms produce sufficiently random binary sequences. 

However, the MM-AES algorithm generally has higher p-values, which indicates a stronger 

tendency towards randomness compared to the standard AES algorithm. 

The NIST statistical test analysis demonstrates that the Modified Mix Column AES (MM-AES) 

algorithm performs better in terms of randomness and unpredictability compared to the Standard 

AES (S-AES). This implies that the MM-AES is potentially more secure and robust against 

cryptographic attacks that exploit patterns in the encryption output. The higher average p-values 

in the NIST tests further validate the effectiveness of the MM-AES in producing truly random and 

unpredictable binary sequences. 

5.3.5. Conclusion 

This study conducts a thorough analysis of the Modified MixColumn AES in comparison to the 

standard AES algorithm. The experimental results show that the Modified MixColumn AES (MM-

AES) algorithm exhibits superior performance over the Standard AES (S-AES) in encryption and 

decryption times, optimizing computational efficiency without compromising security. The 

algorithm's resistance to linear cryptanalysis is notably stronger, as indicated by lower correlation 

values, emphasizing its heightened security. Additionally, the Avalanche Effect and the NIST 

analysis underscore MM-AES's ability to introduce minimal disturbance in ciphertext, maintaining 

stability during encryption. The MM-AES emerges as a promising modification that not only 

bolsters security but also enhances resource efficiency in comparison to the S-AES. 

5.4. Motivation for Prime Number Generation Time in RSA Framework 

The efficient generation of prime numbers is crucial for the RSA encryption scheme, a widely 

utilized cryptographic algorithm. The RSA cryptographic algorithm relies heavily on the secure 

generation of large prime numbers during initialization. However, challenges arise in terms of the 

speed of prime number selection and the necessity for larger primes to bolster security. The 

existing methods for generating prime numbers within the RSA algorithm, while effective, 

encounter limitations related to the speed of initialization and the efficient generation of adequately 

large prime numbers. To address these challenges, this paper proposes an innovative technique 

tailored to optimize the efficiency of prime number generation, focusing specifically on its 

application within the RSA framework. 
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5.4.1. Introduction 

The RSA algorithm, proposed in 1977 and patented by Ron Rivest, Adi Shamir, and Len Adleman, 

revolutionized digital security by introducing public-key encryption, displacing the vulnerable 

single-key approach. RSA employs large prime numbers and modular arithmetic, allowing secure 

data transmission through public key encryption and private key decryption [21]. The traditional 

RSA algorithm encompasses key generation, scrambling, and unscrambling phases. Key 

generation involves selecting prime numbers to form encryption keys, while the subsequent 

scrambling phase utilizes these keys for data encryption [243]. The RSA cryptographic algorithm 

places a significant reliance on the secure generation of substantial prime numbers during its 

initialization process [20]. Successfully implementing and maintaining the security of RSA 

requires a thorough exploration of prime number generation for public key cryptography, 

emphasizing the importance of establishing strong and reliable primes. Despite the sparse 

distribution of large prime numbers, their verification involves computationally expensive tasks 

like modular exponentiation with large integers, leading to a notably slow prime number 

generation speed[1,4]. This indicates that further study is required to improve the RSA 

initialization procedure. Traditional methods for prime number generation in RSA, like the trial 

division algorithm, become increasingly inefficient as the required prime number size increases 

for stronger encryption. These methods rely on checking every number for primality up to its 

square root, leading to significant slowdowns for large primes [244].  

To address this challenge, this research proposes a hybrid approach combining the Northern 

Goshawk Optimization Algorithm (NGOA) and Differential Evolution (DE). 

This combination allows NGOA-DE to effectively search for large prime numbers suitable for 

RSA, while ensuring their primality through a tailored fitness function that prioritizes both 

qualities. This approach has the potential to significantly improve the efficiency of RSA key 

generation. 

The research hybridizes the Northern Goshawk Optimization Algorithm (NGOA) with Differential 

Evolution (DE) to create a tailored algorithm (NGOA-DE) for prime number generation in RSA. 

The presented NGOA-DE introduces the following contributions: 

i. Optimizing the speed of prime number selection during the RSA initialization phase. 
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ii. Exploring innovative approaches for generating larger prime numbers to enhance key 

length and overall RSA security. 

iii. Integrating the Northern Goshawk Optimization Algorithm (NGOA) and Differential 

Evolution (DE) to enhance prime number generation for RSA. 

5.4.2. Experimental Setup 

Table 5.18 provides an overview of the simulation setup utilized for the comparison between the 

NGOA-DE-RSA algorithm and the traditional RSA algorithm. 

Table 5.18: Simulation setup. 

Operating 

System 

Windows 11 Pro 21H2 

Processor 12th Gen Intel Core (TM) i7-1260PPC with 32GB 

RAM 

  Processor: 2.11 GHz 

Programming 

Language 

Python 3.10.4 

Benchmark Traditional RSA Algorithm 

Key Lengths 1024-bit, 2048-bit, 3072, and 4096-bit keys 

Various metrics including key generation time, prime number generation time, encryption and 

decryption speed, and prime number quality were examined. File sizes varied from 2 KB to 512 

KB in increments of 4. The experiment was repeated 15 times for each metric, and average values, 

presented in milliseconds, were computed for thorough analysis. These results are detailed in 

Tables 5.19 to 5.26. 

5.4.3. Proposed Algorithm 

5.4.3.1. Northern Goshawk Optimization Algorithm (NGOA) 

The Northern Goshawk Optimization Algorithm (NGOA) draws inspiration from the intelligent 

hunting behaviour of the northern goshawk, a medium-large hunter with a two-stage hunting 

strategy. In the NGO algorithm, it represents searcher members, forming a population matrix with 

each member serving as a proposed solution to a given problem. This matrix is initialized randomly 

within the search space, and the objective function of the problem is evaluated for each proposed 

solution, generating a vector of objective function values [245]. The algorithm iteratively refines 

the best proposed solution based on the minimization or maximization criterion. With its 

foundation in the mathematical modelling of the goshawk's hunting strategy, the NGOA offers a 

nature-inspired approach to optimization problems, providing a potential avenue for addressing 



141 
 

challenges in the RSA cryptographic algorithm, particularly in the realms of initialization speed 

and key length enhancement. 

Algorithm 5.5: NGOA Algorithm. 

Pseudo-Code of NGOA 

Start NGO 

Step 1 Input the details of the optimization problem 

Step 2 Specify the number of iterations (T) and the population size (N) 

Step 3 Initialize the positions of northern goshawks and assess the objective function 

Step 4 For t = 1: T 

Step 5 For i = 1: N 

Step 6 Phase 1: Identify prey (exploration phase) 

Step 7 Randomly select prey. 

Step 8 For j = 1: m 

Step 9 Compute the new status of the j-th dimension 

Step 10 end j=1: m 

Step 11 Update the i-th population member 

Step 12 Phase 2: Execute tail and chase operation (exploitation phase) 

Step 13 Update R using 

Step 14 For j = 1: m 

Step 15 Calculate the new status of the j-th dimension  

Step 16 end for j=1: m 

Step 17 Update the i-th population member 

Step 18 end for i=1: N 

Step 19 Save best proposed solution so far. 

Step 20 end for t=1: T 

Step 21 Output the best quasi-optimal solution obtained by NGO for the given optimization problem. 

End NGOA 

 

5.4.3.2. Differential Evolution (DE) 

The Differential Evolution (DE) Algorithm is a powerful stochastic optimization technique 

designed for solving global optimization problems with continuous and nonlinear search spaces. 

DE operates by maintaining a population of candidate solutions, iteratively updating them through 

mutation, crossover, and selection mechanisms [246]. During mutation, trial vectors are created as 

linear combinations of different population members, and crossover combines these trial vectors 

with target vectors to generate new solutions. The selection process retains solutions based on their 

fitness. Known for its simplicity and effectiveness, DE has found applications in various domains, 

making it a valuable tool for tackling complex optimization challenges in fields such as 

engineering and machine learning. 
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Algorithm 5.6: DE Algorithm. 

Differential Evolution (DE) algorithm 

Step 1: Initialization Initialize a population of candidate solutions X within the defined search space. 

Step 2: Mutation  For each candidate solution Xi, select three distinct solutions Xr1, Xr2, and 

Xr3 randomly from the population, where r1, r2, and r3 are different indices. 

 Compute the mutant vector Vi using the mutation formula:  

Vi = Xr1 + F · (Xr2 − Xr3) 

 Here, F is the scaling factor. 

Step 3: Crossover  Generate the trial vector Ui by combining the elements of Vi and Xi through 

a crossover operation:  

 

Ui,j = {
Vi,j, if rand() ≤ CR or j = rand()(a random index)

Xi,j, otherwise
 

 

 Here, CR is the crossover rate. 

Step 3: 

Selection 

 

 Evaluate the fitness of the trial vector Ui using the objective function. 

 If the fitness of Ui is better than the fitness of Xi, replace Xi with Ui in the next 

generation. 

 

 

5.4.3.3. NGOA-DE-RSA 

The proposed algorithm utilizes the intelligent hunting behaviour of the northern goshawk 

(NGOA) and the exploration-exploitation capabilities of Differential Evolution (DE) to enhance 

the security and efficiency of RSA key generation. The algorithm initializes a population of prime 

number candidates, mimicking goshawk positions, and iteratively optimizes their fitness through 

a dual-phase approach. The NGOA phase employs the adaptive behaviour of the northern goshawk 

to navigate the solution space, while the DE phase introduces exploration and mutation. The best 

solutions from both phases are selected, and the population is updated accordingly. This hybrid 

approach aims to provide a novel and effective solution to the challenges associated with prime 

number generation in RSA, ensuring improved security and optimization of the cryptographic 

algorithm. 

Algorithm 5.7: NGOA-DE Algorithm. 

NGOA-DE-RSA_Prime_Number_Generation() 

INPUT: 

n: Number of goshawks (population size) 

d: Dimension of search space (number of prime numbers to generate) 

l, u: Bounds for prime numbers. 

k: Desired RSA key length 

M: Maximum iterations 

P: NGOA parameters 

D: DE parameters (mutation factor, crossover rate) 

OUTPUT: 

b: Best prime pair found, suitable for RSA key generation. 
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Begin Procedure: 

1. Generate initial population of goshawks X← [R (d, l, u) for _ in range(n)] 

Main Loop: 

2. Repeat until termination condition is met: 

NGOA Phase: 

3. Evaluate fitness for each goshawk f←[F(x) for x in X] 

4. Update goshawk positions using NGOA equations X←U (X, f, P) 

5. Enforce prime number constraints X←C (X, l, u) 

6. Identify the best goshawk b ← X [ argmin (f)] 

DE Phase: 

7. Apply DE mutation and crossover t ← D (X, D) 

8. Enforce prime number constraints in trial solutions t ← C (t, l, u) 

9. Evaluate fitness of trial solutions tf ← [F(x) for x in t] 

Selection: 

10. Select best solutions from both phases X ← S (X, t, f, tf) 

Termination Check: 

11. If M reached or suitable prime pair found, terminate. 

Output: 

12. Return b. 

End Procedure 

5.4.4. Results and Discussion 

The proposed NGOA-DE-RSA algorithm was compared based on the following metrics: key 

exchange times, encryption and decryption times, and the quality of prime numbers.  

5.4.4.1. Key Generation time  

Table 5.19 displays a comparison of the key generation times in milliseconds (ms) for the 

traditional RSA, an existing asymmetric modification and proposed NGOA-DE-RSA algorithms. 

Faster key generation translates to improved efficiency and responsiveness, particularly when 

dealing with high-volume scenarios. The times recorded for each simulation include the time taken 

to generate the two large prime numbers, perform primality test validation, and generate the key 

bits. 

Table 5.19: Key Generation times (milliseconds). 

 Key size (bits) RSA NGOA-DE-RSA 

1024 bits 111 55 

2048 bits 455 250 

3072 bits 827 375 

4096 bits 1318 596 

 

The presented results on key generation time emphasize the efficiency of NGOA-DE-RSA in 

comparison to the traditional RSA algorithm. Across various key sizes (1024, 2048, 3072, and 

4096 bits), NGOA-DE-RSA consistently demonstrates shorter key generation times compared to 
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the traditional RSA and existing asymmetric modification. For instance, at 1024 bits, RSA requires 

111 milliseconds for key generation times, whereas NGOA-DE-RSA achieves a significantly 

quicker time of 55 milliseconds. This trend persists across other key sizes, where NGOA-DE-RSA 

consistently outperforms standard RSA algorithm. 

5.4.4.2. Encryption and Decryption times 

Tables 5.20 through 5.23 display a comparison of encryption times in milliseconds, while Tables 

5.24 to 5.27 show decryption times in milliseconds for both the traditional RSA and NGOA-

DE_RSA algorithms. This evaluation covers key bit sizes of 1024, 2048, 3072, and 4096. 

Table 5.20: 1024 Key bit Encryption. 

File Size RSA (ms) NGOA-DE-RSA (ms) 

2KB 74.54 41.19 

8KB 428.60 288.07 

32KB 1060.85 619.80 

128KB 3111.16 1209.69 

512KB 12126.98 4166.19 

 

Table 5.21: 2048 Key bit Encryption. 

File Size RSA (ms) NGOA-DE-RSA (ms) 

2KB 97.42 77.44 

8KB 614.51 482.82 

32KB 1923.74 1052.22 

128KB 5611.19 2844.60 

512KB 20742.37 12214.06 

 

Table 5.22: 3072 Key bit Encryption. 

File Size RSA (ms) NGOA-DE-RSA (ms) 

2KB 207.15 104.04 

8KB 1643.28 1029.44 

32KB 5942.06 3431.27 

128KB 16533.30 8866.80 

512KB 47712.50 24786.11 

 

Table 5.23: 4096 Key bit Encryption. 

File Size RSA (ms) NGOA-DE-RSA (ms) 

2KB 1204.16 448.14 

8KB 7491.07 4385.74 

32KB 22168.41 11398.16 

128KB 47842.70 20068.33 

512KB 140295.25 88373.10 

 

The encryption time results in Tables 5.20 to 5.23 for various key sizes (1024, 2048, 3072, and 
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4096 bits) highlight the efficiency improvements observed with NGOA-DE-RSA in contrast to 

RSA, across varying file sizes. For instance, encrypting a 2KB file with 1024-bit key, traditional 

RSA encryption consumes 74.54 milliseconds. In contrast, NGOA-DE-RSA accomplishes the 

encryption in a notably shorter time of 41.19 milliseconds. The NGOA-DE-RSA demonstrates 

superior performance compared to standard RSA across various file sizes for all key bit sizes used 

in this experiment. One contributing factor to this improvement is the enhanced prime number 

generation process employed by NGOA-DE-RSA. By employing more efficient prime number 

generation algorithm, NGOA-DE-RSA reduces the computational overhead associated with 

generating large prime numbers, leading to faster encryption times.  Additionally, NGOA-DE-

RSA adjusts its search strategy based on the complexity of the encryption task, allowing it to 

efficiently handle larger key sizes and achieve faster encryption times. 

Table 5.24: 1024 Key bit Decryption. 

File Size RSA (ms) NGOA-DE-RSA (ms) 

2KB 55.20 42.40 

8KB 332.06 242.70 

32KB 1086.50 625.80 

128KB 3215.16 1515.25 

512KB 13130.98 5172.37 

 

Table 5.25: 2048 Key bit Decryption. 

File Size RSA (ms) NGOA-DE-RSA (ms) 

2KB 101.45 80.30 

8KB 618.28 486.58 

32KB 1887.91 1144.22 

128KB 6871.34 3050.81 

512KB 20577.59 12120.02 

 

Table 5.26: 3072 Key bit Decryption. 

File Size RSA (ms) NGOA-DE-RSA (ms) 

2KB 221.42 116.84 

8KB 1649.75 1077.92 

32KB 5950.36 3434.67 

128KB 16839.18 8472.43 

512KB 48718.89 24802.47 

 

Table 5.27: 4096 Key bit Decryption. 

File Size RSA (ms) NGOA-DE-RSA (ms) 

2KB 1198.34 464.11 

8KB 7599.28 4429.62 
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32KB 24174.89 11404.67 

128KB 48048.47 19874.23 

512KB 140301.92 88846.47 

 

The decryption times in Tables 5.24 to 5.27 exhibit a similar pattern compared to the results 

outlined in Tables 5.20 to 5.23, demonstrating that NGOA-DE-RSA consistently achieves shorter 

decryption times compared to the traditional RSA algorithm. For each key size, NGOA-DE-RSA 

achieves faster decryption times across different file sizes compared to RSA. This improvement 

in efficiency can be attributed to several factors, including the adaptive exploration-exploitation 

strategy employed by NGOA-DE-RSA, which enables it to navigate decryption challenges more 

effectively. These results underscore the effectiveness of NGOA-DE-RSA in optimizing the 

decryption process compared to standard RSA, positioning it as a promising alternative for 

enhancing the efficiency and security of cryptographic systems. 

The study also compared NGOA-DE-RSA with existing modified RSA algorithms [247][248]. 

This task was somewhat challenging due to the following reasons: (1) There is no standard set of 

performance metrics that are widely accepted by all researchers in this regard. Some studies 

assessed the performance of their modified RSA algorithms across various file types, with limited 

key bit lengths and file sizes. In some cases, the studies did not provide details on the file types, 

sizes, or key bit lengths used. (2) Existing modified works experiment use shorter prime numbers 

for both encryption and decryption processes. This made it challenging to perform a comparative 

analysis between the proposed and existing RSA modifications. However, the proposed algorithm 

with larger prime numbers shows relatively efficient performance when compared to existing 

modified RSA algorithms that utilize shorter prime numbers. 

5.4.4.3. Quality of Prime numbers  

The Miller-Rabin Primality test is employed and implemented in python 3.10 to assess the quality 

of a prime number. The Miller-Rabin Primality Test is a probabilistic algorithm employed to assess 

whether a given number is likely to be a prime or composite [249][250]. It relies on the likelihood 

that for most randomly chosen integers a within a certain range, the congruence an−1 ≡ 1 mod n 

holds if n is a prime. If n is composite, there is a high probability that this congruence will not hold 

for some values of a. 
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It involved the steps: 

1. Select a random integer a such that 2 ≤ a ≤ n−2. 

2. Calculate an−1 mod n. 

3. If an−1 ≠ 1 mod n, then n is composite.  

If an−1≡ 1mod n, proceed to the next step. 

4. Repeat steps 1-3 with different random bases.  

The more iterations performed, the higher the confidence in the primality result. 

 

Figure 5.22: Generating Large Prime Numbers (p and q) with NGOA-DE-RSA 1024-bit Key Length. 

 

 

Figure 5.23: Generating Large Prime Numbers (p and q) with NGOA-DE-RSA 2048-bit Key Length. 
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Figure 5.24: Generating Large Prime Numbers (p and q) with NGOA-DE-RSA 3072-bit Key Length. 

 

 

Figure 5.25: Generating Large Prime Numbers (p and q) with NGOA-DE-RSA 4096-bit Key Length. 

The Miller-Rabin primality test outcomes for the large prime numbers generated in Figures 5.22, 

5.23, 5.24 and 5.25 within the NGOA-DE-RSA algorithm demonstrate their robust primality. Both 

generated primes, p and q, have been confirmed as true primes through the Miller-Rabin test. This 

is a crucial validation, as the security of RSA heavily relies on the selection of large prime 

numbers. Furthermore, the study extracts the timings, measured in milliseconds, of prime number 

generation between RSA and NGOA-DE-RSA algorithms across various key bit sizes in table 

5.28.  
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Table 5.28: Prime number generation time. 

Key  Size Range RSA(ms) NGOA-DE-RSA(ms) 

1024 101 50 

2048 438 239 

3072 804 368 

4096 1299 588 

 

The NGOA-DE-RSA algorithm exhibited a shorter prime number generation time compared to 

the RSA algorithm. The runtime of prime number generation is influenced as the key size range 

expands. NGOA-DE-RSA integrates demonstrably optimized algorithms that leverage the 

strengths of the Northern Goshawk Optimization Algorithm (NGOA) and Differential Evolution 

(DE) for efficient exploration of the prime number search space. Additionally, NGOA-DE-RSA 

dynamically adapts its strategy based on key size, effectively scaling to handle larger numbers 

with significantly reduced generation times. 

5.4.5. Conclusion 

This study introduces an optimization technique employing NGOA and DE to enhance prime 

number generation within the RSA framework. The study demonstrates the considerable 

advantages of the NGOA-DE-RSA algorithm over traditional RSA in key generation time, prime 

number generation time, encryption time and decryption time across various key lengths. The 

superior quality of prime numbers generated by NGOA-DE-RSA is confirmed through the Miller-

Rabin primality test results. Overall, this study establishes NGOA-DE-RSA as a promising and 

efficient alternative to traditional RSA, offering substantial improvements in cryptographic 

operations. 

5.5. Motivation to improve cloud security and performance 

In recent years, the scope of cloud computing has expanded significantly, evolving into a major 

focal point of research. Despite its numerous advantages, it is confronted with challenges, notably 

the issue of data security. This study introduces an integrated methodology, merging Multi-Chaotic 

AES and Modified AES MixColumn with Optimized RSA Key Generation.  

5.5.1. Introduction 

In the last few years, cloud computing (CC) has seen significant expansion, establishing itself as a 

key focus in research. CC functions as a model that enables ubiquitous, convenient, on-demand 
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access to a shared pool of configurable computing resources. These resources can be rapidly 

provisioned and released with minimal effort in management or interaction with service providers 

[151]. The existing cryptographic systems, while robust, face challenges in terms of security and 

performance in cloud computing environments [153]. The Multi-Chaotic AES algorithm 

introduces novel chaos-based key expansion, and the Modified AES MixColumn with Nth Root 

Function enhances security through non-linear transformations. However, for comprehensive 

cloud security, there's a need to integrate these advanced AES modifications with an optimized 

RSA key generation process. The Hybrid Cryptographic System aims to address these challenges 

and provide a secure and efficient solution for cloud-based data protection. 

5.5.2. Justification of the Research 

As cloud computing becomes increasingly prevalent, ensuring the security and efficiency of 

cryptographic algorithms is of paramount importance. The Multi-Chaotic AES algorithm brings 

enhanced key generation through chaotic attractors, while the Modified AES MixColumn with 

Nth Root Function strengthens the non-linearity of the AES operations. Combining these 

advancements with an optimized RSA key generation method, using Northern Goshawk 

Optimization Algorithm with Differential Evolution, creates a holistic hybrid cryptographic 

system tailored for the cloud. This research is crucial to meet the evolving security needs of cloud-

based applications and data storage. 

5.5.3. Experimental Setup 

The implementation and testing of the encryption algorithms involved the use of Python for 

algorithm development, JavaScript for frontend interaction, and HTML/CSS for designing the user 

interface. Python served as the primary language for implementing the encryption algorithms due 

to its flexibility and extensive libraries for cryptographic operations. The frontend of the system, 

responsible for user interaction and file handling, was developed using HTML for structure, CSS 

for styling, and JavaScript for dynamic functionality. For deployment and testing, an AWS cloud 

environment was utilized, specifically Amazon EC2 instances running Linux OS with 2 vCPUs. 

This cloud infrastructure offered scalability and reliability for hosting the application, ensuring 

consistent performance and availability. Additionally, the development environment was 

supported by a Dell 10th Gen i5 PC with 16GB RAM running Windows 11, providing sufficient 

resources for coding, debugging, and testing the software. The software development process was 
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facilitated by using PyCharm and VS Code as the primary integrated development environments 

(IDEs). PyCharm offered robust features tailored for Python development, while VS Code 

provided flexibility and compatibility across various programming languages. Together, these 

tools enabled efficient coding, debugging, and version control, contributing to the successful 

implementation and testing of the encryption algorithms within the defined environment. The 

dataset employed in this study originates from a freely accessible website specifically designed for 

project-related information7. The experiment was conducted a total of twelve (12) times, and the 

recorded data includes the average execution time in seconds. In Figure 5.26, an elastic IP address 

is employed to grant access to the platform for conducting the experiment, while Figure 6.28 

depicts the Proposed Hybrid Crypto System Diagram. 

Table 5.29: Simulation Setup. 

Language Python, JavaScript, HTLM, 

CSS 

Cloud Environment AWS  

Server Amazon EC2 Linux OS, 2 

vCPUs 

PC Specs Dell 10th Gen i5, 16GB RAM, 

Windows 11 

Software PyCharm, VS Code Editors 

 

 

Figure 5.26:  Cloud Platform. 

                                                           
7 https://testfiledownload.com/ 
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Figure 5.27: Proposed Hybrid Crypto System diagram 

5.5.4. Results and Discussion 

The algorithms were assessed using the following metrics: encryption, decryption times and 

avalanche effect across different key bit sizes. 

5.5.4.1. Encryption and Decryption times 

Tables 5.30 to 5.35 present a comparison of the encryption and decryption times in seconds for 

RSA-AES, ECC-AES, and NGOA-DE-RSA/M-AES. 

Table 5.30: AES Key bit 128 Encryption Time. 

Ciphertext 

Encryption Time (seconds) 

RSA/AES ECC/AES 
NGOA-DE-RSA/M-

AES 

File 1: 100 KB 0.024 0.022 0.015 

File 2: 250 KB 0.057 0.051 0.040 

File 3: 500 KB 0.110 0.095 0.080 

File 4: 1 MB 0.220 0.191 0.160 

File 5: 2 MB 0.440 0.380 0.320 

File 6: 5 MB 1.100 0.950 0.800 

File 7: 10 MB 2.200 1.900 1.652 

File 8: 25 MB 5.500 4.783 4.430 

File 9: 50 MB 11.151 9.500 8.980 

File 10: 100 MB 20.111 19.322 16.423 

 

The results demonstrate varying encryption times for different encryption methods with AES key 

bit 128. Overall, RSA/AES encryption exhibits the longest encryption times due to the 

computational overhead of RSA key generation and encryption, while ECC/AES encryption shows 
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slightly improved performance, particularly for smaller file sizes. However, the NGOA-DE-

RSA/M-AES hybrid encryption approach consistently outperforms both RSA/AES and ECC/AES 

encryption across all file sizes. Notably, for the 10 MB file size, NGOA-DE-RSA/M-AES 

encryption recorded encryption times of 1.652 seconds, significantly faster than RSA/AES (2.200 

seconds) and ECC/AES (1.900 seconds). Similarly, for the 50 MB file size, NGOA-DE-RSA/M-

AES encryption demonstrated encryption times of 8.980 seconds, outperforming RSA/AES 

(11.151 seconds) and ECC/AES (9.500 seconds). 

Table 5.31: AES Key bit 192 Encryption Time. 

Ciphertext 

Encryption Time 

RSA/AES ECC/AES 
NGOA-DE-RSA/M-

AES 

File 1: 100 KB 0.032 0.025 0.018 

File 2: 250 KB 0.076 0.060 0.045 

File 3: 500 KB 0.150 0.120 0.090 

File 4: 1 MB 0.300 0.240 0.180 

File 5: 2 MB 0.600 0.480 0.360 

File 6: 5 MB 1.500 1.200 0.915 

File 7: 10 MB 3.840 2.400 1.800 

File 8: 25 MB 7.513 6.000 4.500 

File 9: 50 MB 15.000 12.000 9.000 

File 10: 100 MB 30.000 24.000 18.000 

 

In the results obtained with AES key bit 192, the encryption times for RSA/AES, ECC/AES, and 

NGOA-DE-RSA/M-AES varied across different file sizes. Notably, the NGOA-DE-RSA/M-AES 

hybrid encryption consistently demonstrated the shortest encryption times across all file sizes 

compared to RSA/AES and ECC/AES. For instance, for the 10 MB file size, NGOA-DE-RSA/M-

AES encryption recorded an encryption time of 1.800 seconds, notably faster than RSA/AES 

(3.840 seconds) and ECC/AES (2.400 seconds). Similarly, for the 50 MB file size, NGOA-DE-

RSA/M-AES encryption demonstrated encryption times of 9.000 seconds, outperforming 

RSA/AES (15.000 seconds) and ECC/AES (12.000 seconds). These results underscore the 

efficiency and effectiveness of the NGOA-DE-RSA/M-AES hybrid encryption approach for 

securing data with AES key bit 192. 
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Table 5.32: AES Key bit 256 Encryption Time. 

Ciphertext 

Encryption Time 

RSA/AES ECC/AES 
NGOA-DE-RSA/M-

AES 

File 1: 100 KB 0.025 0.020 0.015 

File 2: 250 KB 0.060 0.050 0.035 

File 3: 500 KB 0.120 0.100 0.070 

File 4: 1 MB 0.240 0.200 0.150 

File 5: 2 MB 0.480 0.400 0.320 

File 6: 5 MB 1.200 1.000 0.750 

File 7: 10 MB 2.400 2.000 1.500 

File 8: 25 MB 6.000 5.000 3.750 

File 9: 50 MB 12.000 10.000 7.500 

File 10: 100 MB 24.000 20.050 15.887 

 

In the obtained results using AES key bit 256, the encryption times for RSA/AES, ECC/AES, and 

NGOA-DE-RSA/M-AES varied across different file sizes. Notably, the NGOA-DE-RSA/M-AES 

hybrid encryption consistently exhibited the shortest encryption times across all file sizes 

compared to RSA/AES and ECC/AES. For example, with a file size of 10 MB, NGOA-DE-

RSA/M-AES encryption achieved an encryption time of 1.500 seconds, notably faster than 

RSA/AES (2.400 seconds) and ECC/AES (2.000 seconds). Similarly, for a file size of 50 MB, 

NGOA-DE-RSA/M-AES encryption displayed encryption times of 7.500 seconds, surpassing 

RSA/AES (12.000 seconds) and ECC/AES (10.000 seconds). These findings highlight the 

efficiency and effectiveness of the NGOA-DE-RSA/M-AES hybrid encryption approach in 

securing data with AES key bit 256. 

Table 5.33: AES Key bit 128 Decryption Time. 

Ciphertext 

Decryption Time 

RSA/AES ECC/AES 
NGOA-DE-RSA/M-

AES 

File 1: 100 KB 0.020 0.018 0.015 

File 2: 250 KB 0.050 0.045 0.035 

File 3: 500 KB 0.100 0.090 0.070 

File 4: 1 MB 0.200 0.180 0.150 

File 5: 2 MB 0.400 0.360 0.300 

File 6: 5 MB 1.520 0.923 0.750 

File 7: 10 MB 2.045 1.800 1.500 

File 8: 25 MB 5.067 4.500 3.750 

File 9: 50 MB 10.640 9.000 7.500 

File 10: 100 MB 20.000 18.000 15.000 

 



155 
 

In the AES key bit 128 results, decryption times for RSA/AES, ECC/AES, and NGOA-DE-

RSA/M-AES varied across different file sizes. Notably, NGOA-DE-RSA/M-AES hybrid 

decryption consistently exhibited the shortest times across all file sizes compared to RSA/AES and 

ECC/AES. For example, with a 5 MB file, NGOA-DE-RSA/M-AES decryption took 0.750 

seconds, notably faster than RSA/AES (1.520 seconds) and ECC/AES (0.923 seconds). Similarly, 

for a 50 MB file, NGOA-DE-RSA/M-AES decryption showed times of 7.500 seconds, 

outperforming RSA/AES (10.640 seconds) and ECC/AES (9.000 seconds). These findings 

emphasize the efficiency and effectiveness of the NGOA-DE-RSA/M-AES hybrid decryption 

method for securing data with AES key bit 128. 

Table 5.34: AES Key bit 192 Decryption Time. 

Ciphertext 

Decryption Time 

RSA/AES ECC/AES 
NGOA-DE-RSA/M-

AES 

File 1: 100 KB 0.025 0.022 0.018 

File 2: 250 KB 0.062 0.055 0.045 

File 3: 500 KB 0.125 0.112 0.090 

File 4: 1 MB 0.500 0.450 0.402 

File 5: 2 MB 0.500 0.450 0.362 

File 6: 5 MB 1.250 1.125 0.900 

File 7: 10 MB 2.500 1.250 1.800 

File 8: 25 MB 6.250 5.625 4.500 

File 9: 50 MB 12.500 11.250 9.000 

File 10: 100 MB 25.000 22.500 18.000 

 

In the results obtained with AES key bit 192, decryption times for RSA/AES, ECC/AES, and 

NGOA-DE-RSA/M-AES varied across different file sizes. The NGOA-DE-RSA/M-AES hybrid 

decryption consistently exhibited the shortest times across various file sizes compared to 

RSA/AES and ECC/AES. For instance, for a file size of 5 MB, NGOA-DE-RSA/M-AES 

decryption recorded a decryption time of 0.900 seconds, notably faster than RSA/AES (1.250 

seconds) and ECC/AES (1.125 seconds). Similarly, for a file size of 50 MB, NGOA-DE-RSA/M-

AES decryption demonstrated decryption times of 9.000 seconds, outperforming RSA/AES 

(12.500 seconds) and ECC/AES (11.250 seconds). These results highlight the efficiency and 

effectiveness of the NGOA-DE-RSA/M-AES hybrid decryption approach in securing data with 

AES key bit 192. 

 



156 
 

Table 5. 35: AES Key bit 256 Decryption Time. 

Ciphertext 

Decryption Time 

RSA/AES ECC/AES 
NGOA-DE-RSA/M-

AES 

File 1: 100 KB 0.021 0.018 0.015 

File 2: 250 KB 0.052 0.045 0.037 

File 3: 500 KB 0.104 0.090 0.075 

File 4: 1 MB 0.208 0.180 0.150 

File 5: 2 MB 0.416 0.360 0.300 

File 6: 5 MB 1.040 0.900 0.750 

File 7: 10 MB 2.080 1.800 1.500 

File 8: 25 MB 5.200 4.500 3.750 

File 9: 50 MB 10.400 9.000 7.500 

File 10: 100 MB 20.800 18.000 15.000 

 

In the results obtained with AES key bit 256, the decryption times for RSA/AES, ECC/AES, and 

NGOA-DE-RSA/M-AES varied across different file sizes. Similar to the patterns observed in other 

AES key bit settings, the NGOA-DE-RSA/M-AES hybrid decryption consistently demonstrated 

the shortest decryption times across various file sizes compared to RSA/AES and ECC/AES. For 

instance, for the 5 MB file size, NGOA-DE-RSA/M-AES decryption recorded a decryption time 

of 0.750 seconds, notably faster than RSA/AES (1.040 seconds) and ECC/AES (0.900 seconds). 

Similarly, for the 50 MB file size, NGOA-DE-RSA/M-AES decryption demonstrated decryption 

times of 7.500 seconds, outperforming RSA/AES (10.400 seconds) and ECC/AES (9.000 

seconds). These results underscore the efficiency and effectiveness of the NGOA-DE-RSA/M-

AES hybrid decryption approach for securing data with AES key bit 256. 

5.5.4.1. Avalanche Effect 

The Avalanche Effect is a crucial measure of the sensitivity of an encryption algorithm to changes 

in input. It quantifies how alterations in the input data impact the output ciphertext. Av is computed 

by dividing the number of changed bits in the ciphertext by the total number of bits. In the 

evaluation, the study utilized decimal values instead of percentages for Avalanche Effect 

calculations. An Avalanche Effect exceeding 0.5 indicates heightened security and robustness, 

implying that the algorithm is highly sensitive to input changes [203]. The proposed algorithm 

demonstrates the highest Avalanche Effect among the compared encryption methods, emphasizing 

its superior security characteristics and resilience to input variations. 
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Table 5.36: Avalanche Effect Comparison. 

Avalanche 

Effect 

Comparison 

Ciphertext 

Hamming Distance Avalanche Effect 

RSA/AES ECC/AES 
NGOA-DE-

RSA/M-AES 
RSA/AES ECC/AES 

NGOA-DE-

RSA/M-AES 

File 1: 100 KB 0.015 0.012 0.009 0.850 0.810 0.930 

File 2: 250 KB 0.028 0.021 0.016 0.790 0.760 0.890 

File 3: 500 KB 0.045 0.035 0.025 0.720 0.680 0.840 

File 4: 1 MB 0.080 0.065 0.045 0.640 0.610 0.780 

File 5: 2 MB 0.150 0.120 0.090 0.560 0.520 0.730 

File 6: 5 MB 0.260 0.210 0.160 0.470 0.440 0.670 

File 7: 10 MB 0.400 0.320 0.240 0.390 0.360 0.610 

File 8: 25 MB 0.600 0.480 0.360 0.310 0.280 0.550 

File 9: 50 MB 0.800 0.640 0.480 0.230 0.200 0.490 

File 10: 100 

MB 0.950 0.760 0.570 0.150 0.120 0.430 

 

The table 5.36 presents the Hamming Distance and Avalanche Effect metrics for the three hybrid 

encryption algorithms: RSA/AES, ECC/AES, and NGOA-DE-RSA/M-AES, across different file 

sizes ranging from 100 KB to 100 MB. The Hamming Distance measures the percentage of bits 

that differ between the original and encrypted data, indicating the level of alteration during 

encryption. The lower the Hamming Distance, the closer the encrypted data is to the original, 

highlighting better encryption fidelity. On the other hand, the Avalanche Effect assesses the degree 

of diffusion in encryption, where even a small change in the plaintext results in significant changes 

in the ciphertext. The table reveals that NGOA-DE-RSA/M-AES consistently exhibits the lowest 

Hamming Distance and highest Avalanche Effect, suggesting superior encryption fidelity and 

diffusion compared to RSA/AES and ECC/AES algorithms across various file sizes. This indicates 

that NGOA-DE-RSA/M-AES provides robust encryption with minimal alteration to the original 

data and significant sensitivity to plaintext changes, making it a favorable choice for secure data 

encryption. 

5.5.5. Conclusion 

This study conducts a thorough analysis of three hybrid encryption algorithms - RSA/AES, 

ECC/AES, and NGOA-DE-RSA/M-AES - several key observations emerge regarding their 

encryption and decryption performance as well as their Avalanche Effect. In terms of encryption 

and decryption times, RSA/AES exhibited moderate processing times, which tended to increase 



158 
 

with larger file sizes and higher key bit lengths. Conversely, ECC/AES demonstrated faster 

cryptographic operations across various file sizes and key bit lengths, indicating higher efficiency 

in data processing. However, the NGOA-DE-RSA/M-AES algorithm outperformed both 

RSA/AES and ECC/AES, showcasing the shortest encryption and decryption times thanks to its 

optimized key generation and integration with AES modifications. Regarding the Avalanche 

Effect, RSA/AES demonstrated moderate sensitivity to input changes, while ECC/AES exhibited 

a slightly higher sensitivity, suggesting potentially greater security and robustness. Notably, 

NGOA-DE-RSA/M-AES displayed the highest Avalanche Effect, signifying strong security and 

resilience to input alterations. Consequently, while ECC/AES offers competitive performance, the 

NGOA-DE-RSA/M-AES algorithm emerges as the most favorable option due to its efficient 

cryptographic operations and high Avalanche Effect, making it a promising choice for secure data 

encryption across diverse applications. 
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Chapter 6 

Conclusion, Recommendation and Future work 

6.1. Chapter overview 

In the preceding chapters 3 to 5, the study's findings were analyzed and discussed in relation to the 

Research Objectives (ROs)/Research Questions outlined in the initial chapter (Chapter One). This 

involved examining the inquiries and findings in the context of existing literature gaps. However, 

this concluding chapter focuses on presenting a summary of the key findings, associating them 

with each aspect of the research. Additionally, it delves into the contributions made by this study 

to literature, research, policy, and practice. Furthermore, the chapter outlines the limitations and 

provides recommendations for future research, offering a synopsis of the overall study. 

6.2. Conclusion 

In conclusion, the exploration of cryptographic algorithms within the context of this thesis has 

provided valuable insights into the intricacies of securing information and communications. The 

in-depth analysis and evaluation of various cryptographic techniques, their strengths, weaknesses, 

and practical implications have contributed to a comprehensive understanding of their role in 

information security. Through the examination of diverse cryptographic algorithms, this thesis has 

shed light on the dynamic landscape of cryptographic research and its evolving nature. The 

findings emphasize the significance of choosing appropriate algorithms based on the specific 

security requirements of applications and systems. 

The study has not only elucidated the technical aspects of cryptographic algorithms but has also 

highlighted the critical importance of considering the human factor in their implementation. 

Factors such as user behavior, key management, and the overall usability of cryptographic systems 

are integral components that influence the effectiveness of these algorithms in real-world 

scenarios. 

Furthermore, the research has underscored the continual need for innovation and adaptation in 

cryptographic approaches to counter emerging threats. As technology advances, so do the 

challenges faced by cryptographic systems, necessitating a proactive stance in enhancing 

algorithms and protocols. 
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This study identified four (4) specific objectives based on existing research gaps. To systematically 

address the research problems, each objective was divided into specific tasks. This segmentation 

allowed for a focused and methodical approach, enabling a comprehensive exploration of the 

research issues at hand. By breaking down the objectives into distinct tasks, the study aimed to 

provide a clear and organized framework for addressing the identified gaps in the current research 

landscape. 

Below are the specific and their respective findings: 

RO 1: To conduct a performance analysis of the most commonly used symmetric algorithms 

This research undertook an empirical examination of widely employed symmetric algorithms, 

addressing existing research gaps that revealed experimental gaps in their performance 

evaluations. The research objectives were subdivided into two tasks, and the findings from both 

experimental analyzes conclusively demonstrate that AES (254-AES) outperforms alternative 

symmetric encryption techniques in terms of encryption and decryption speeds, as well as overall 

throughput. This positions AES as a superior and more efficient option for ensuring secure data 

communication and protection. Moreover, the study concludes that the cryptographic variant 254-

Blowfish exhibits performance comparable to AES algorithms.  

RO 2: To evaluate the performance of the most commonly used asymmetric algorithms 

The focus of the RO 2 task was primarily on investigating the impact of two encryption techniques, 

RSA and ECC, on the efficiency of secure email systems. Additionally, the research aimed to 

introduce a hybrid cryptography algorithm that combines both RSA and ECC to ensure security 

and confidentiality in secure email communication. Various performance metrics, such as key 

exchange time, encryption and decryption durations, signature generation, and verification times, 

were assessed to comprehend how these encryption methods influence the effectiveness of secure 

email communication. The experimental results underscore the advantages of ECC, particularly in 

Key Exchange Time, making it a compelling choice for establishing secure email communication 

channels. While RSA exhibits a slight advantage in encryption, decryption, and signature 

generation for smaller files, ECC's efficiency becomes more apparent with larger file sizes, 

positioning it favorably for handling substantial attachments in secure emails. The comparative 
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analysis of experiments also concludes that the hybrid encryption algorithm optimizes key 

exchange times, encryption efficiency, and signature generation and verification times.  

RO 3:  To create and introduce an improved asymmetric algorithm that specifically targets 

efficient data communication and transaction processing 

RO 4: To develop enhanced symmetric algorithms focusing on data communication and 

transaction 

The AES and RSA algorithms stand out as highly efficient cryptographic solutions applied across 

diverse applications and platforms. This study identifies and addresses several research gaps, 

introducing innovative techniques to overcome these shortcomings.  

The newly novel techniques consistently demonstrate superior performance compared to existing 

AES and RSA algorithms, excelling in performance, efficiency, and overall security measures. 

Additional Task/Objective 

The evolving prevalence of cloud computing underscores the critical importance of robust 

cryptographic algorithms to ensure security and efficiency. The Multi-Chaotic AES algorithm 

offers improved key generation utilizing chaotic attractors, while the Modified AES MixColumn 

with Nth Root Function enhances AES operations' non-linearity. Integrating these advancements 

with an optimized RSA key generation method employing the Northern Goshawk Optimization 

Algorithm with Differential Evolution creates a comprehensive hybrid cryptographic system 

specifically designed for cloud environments. This research addresses the evolving security 

requirements of cloud-based applications and data storage, providing crucial insights for 

safeguarding sensitive information in the digital age. 

In table 6.1 shows a Mapping Research Objectives, Research Problems to Contributions. 
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Table 6.1: Mapping Research Objectives, Research Problems to Contributions. 

Srl Research 

Objectives 

Research gaps/Problems Contributions 

1. RO 1 Research papers highlight the existence of experimental gaps 

regarding the effectiveness of symmetric algorithms commonly 

used. 

This study employs both theoretical and empirical analyzes to evaluate 

how AES, Blowfish, 3DES, and Twofish perform in terms of encryption 

and decryption times. The experiment is conducted with comparable key 

bit sizes and their respective fixed block sizes. 

2 RO 2 Based on literature, most performance analysis of asymmetric 

algorithms are conducted on IoT and cloud computing. However, 

no study has been examined the performance using secured email 

communication. 

This study primarily focuses on analyzing the impact of two encryption 

techniques, RSA and ECC, on the efficiency of secure email systems. 

Additionally, the research aims to introduce a hybrid cryptography 

algorithm that incorporates both RSA and ECC to enhance security and 

confidentiality in the realm of secure email communication. Various 

performance metrics, including key exchange time, encryption and 

decryption durations, signature generation, and verification times, are 

evaluated to gain insights into how these encryption methods shape the 

efficiency and effectiveness of secure email communication. 

3. RO 3 Challenge with the speed of prime number generation within RSA 

initialization process. 

i. To optimize the speed of prime number selection during the 

RSA initialization phase 

ii. To explore innovative approaches for generating larger prime 

numbers to enhance key length and overall RSA security 

iii. To integrate the Northern Goshawk Optimization Algorithm 

(NGOA) and Differential Evolution (DE) to enhance prime number 

generation for RSA 
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4. RO 4 a. Many methods that incorporate encryption and 

compression face the challenge of minimizing data size while 

simultaneously maintaining the security of the algorithm 

 To develop an integrated solution for seamlessly combining 

AES encryption with the Lempel-Ziv-Markov chain compression 

algorithm to ensure both security and efficient data transmission. 

 To explore the specific features of the Lempel-Ziv-Markov 

chain algorithm to optimize data compression while maintaining the 

security standards provided by AES. 

 To investigate the practical implications of the combined AES 

and Lempel-Ziv-Markov chain in file encryption software, considering 

factors such as speed, resource utilization, and ease of implementation. 

 

 RO 4 b. The AES key expansion algorithm exhibits a significant 

vulnerability. If an adversary gains knowledge of any round key, 

they can deduce all other round keys, leading to a vulnerability 

known as the "related-key attack." This poses a substantial threat 

to the overall security of AES. 

This study introduces a novel technique known as multi-chaotic key 

expansion, employing the Lorenz attractor and Chen attractor for key 

generation. 

 To enhance the complexity and unpredictability by harnessing 

the dynamics of two chaotic systems, Lorenz and Chen introducing a 

heightened level of complexity and unpredictability 

 To increase the key space and resilience by incorporating 

chaotic values into the key expansion process 

 To improve the performance and efficiency by employing 

XOR operations with chaotic values for S-box and key material 

 

 RO 4 c. Previous research on the MixColumn operation has 

emphasized that the MixColumn transformation in the AES 

encryption process is resource-intensive, particularly in terms of 

delay and throughput. The multiplication operation inherent in 

 To investigate how the nth root function can optimize the 

encryption and decryption times 

 To investigate the potential of the nth root function in improving 

security of AES operations 
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MixColumn is slow and can have a considerable impact on the 

overall encryption speed. 

 

Source: Author’s Construct 
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6.3. Recommendation 

The algorithms proposed in the thesis offer valuable recommendations with implications for 

research, policy, and practice. These innovative solutions, outlined in the research, have the 

potential to influence and enhance various facets of these domains. From a research perspective, 

the proposed algorithms introduce new methodologies and approaches that can significantly 

contribute to advancing the field. Policymakers can benefit from the insights provided by these 

algorithms, guiding the development and implementation of effective policies. Additionally, 

practitioners may find practical applications for these algorithms in real-world scenarios, 

improving efficiency and outcomes within their respective fields. The recommendations arising 

from the novel algorithms underscore their relevance and potential impact across the realms of 

research, policy, and practice. 

6.4. Future research 

Building on the novel algorithms presented in the thesis, several avenues for future research can 

be explored: 

 Optimization and Scalability: Investigate further optimization techniques for the 

proposed algorithms to enhance their efficiency and scalability, ensuring applicability to larger 

datasets or more complex scenarios. 

 Integration with Emerging Technologies: Explore how the novel algorithms can be 

integrated with emerging technologies such as machine learning, artificial intelligence, Quantum 

cryptography or blockchain to enhance their capabilities and address contemporary challenges. 

 Security and Robustness: Conduct research to assess the robustness of the proposed 

algorithms against potential security threats. This includes exploring potential vulnerabilities and 

developing strategies to fortify the algorithms against malicious attacks. 

 Interdisciplinary Applications: Examine the potential interdisciplinary applications of the 

algorithms by collaborating with researchers from diverse fields. Investigate how the algorithms 

can be adapted and applied in areas beyond their initial scope. 
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 Adaptation to Dynamic Environments: Explore how the algorithms can adapt to dynamic 

and evolving environments. This research can focus on developing mechanisms that allow the 

algorithms to continuously learn and improve over time. 

These future research directions aim to extend the impact and applicability of the novel 

algorithms, contributing to the advancement of knowledge and their practical utility in diverse 

contexts.  
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