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Abstract: Many important ecological processes play out over large geographic ranges, and accurate
large-scale monitoring of populations is a requirement for their effective management. Of particular
interest are agricultural weeds, which cause widespread economic and ecological damage. However,
the scale of weed population data collection is limited by an inevitable trade-off between quantity
and quality. Remote sensing offers a promising route to the large-scale collection of population state
data. However, a key challenge is to collect high enough resolution data and account for between-site
variability in environmental (i.e., radiometric) conditions that may make prediction of population
states in new data challenging. Here, we use a multi-site hyperspectral image dataset in conjunction
with ensemble learning techniques in an attempt to predict densities of an arable weed (Alopecurus
myosuroides, Huds) across an agricultural landscape. We demonstrate reasonable predictive perfor-
mance (using the geometric mean score-GMS) when classifiers are used to predict new data from the
same site (GMS = 0.74-low density, GMS = 0.74-medium density, GMS = 0.7-High density). However,
even using flexible ensemble techniques to account for variability in spectral data, we show that
out-of-field predictive performance is poor (GMS = 0.06-low density, GMS = 0.13-medium density,
GMS = 0.08-High density). This study highlights the difficulties in identifying weeds in situ, even
using high quality image data from remote sensing.

Keywords: black-grass; machine learning; weeds; hyperspectral imagery

1. Introduction

Managing weed populations is a major focus of agroecology due to their severe
ecological and economic impacts. However, targeting and prioritising management, and
tracking efficacy requires that weeds are monitored over large scales [1–3]. Unfortunately,
estimating weed abundance across landscapes, catchments, and bio-geographic regions
is expensive in terms of time and resources. The consequence is that most studies of
weed responses to management collect data from a few locations that span a narrow range
of environmental conditions [4–6]. In contrast, weed populations typically have large
geographic ranges and are subject to considerable variability in their environment and
management histories [1]. This variation in local conditions drives variation in population
performance and responses to management [7–13]. Thus, understanding the processes that
shape weed populations over large spatial scales is necessary to predict their population
dynamics and plan effective management. To achieve this goal, the scale of ecological data
collection must expand to provide sufficient data to parameterise ecological models that
are validated and applicable across entire population ranges.
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Remote sensing (the collection of information through automated or non-contact
recording) offers a promising route to facilitate rapid, large-scale, and cost-effective data
collection across a variety of landscapes [14–17]. However, a key challenge in agroecology is
deriving measures of weed abundance or population size from such data [15,18]. Obtaining
reliable population estimates from remote sensing data is difficult due to the complexity
of ecological systems. Populations often exist in communities consisting of closely related
species and those that bare a high resemblance to one another, making discrimination
between organisms extremely challenging [19,20]. This is also true for weed populations,
where discrimination between the crop and pest may be difficult to achieve [18]. Despite
this, several studies have demonstrated the capability to identify weed populations and
even produce estimates of population size using remote sensing data [8,15,19–25].

Many agricultural weed studies focus on only a few locations, lacking data collection
over a range of environments [26–29]. Additionally, they often do not validate approaches
by testing prediction accuracy with out of sample data from new sites. The problem
is that the distribution of populations across a landscape with varying environmental
conditions [25,30,31] and variability in the state of individual organisms [32,33] will affect
the spectral properties of image data and the ability to identify organisms accurately. In
particular, when detecting weeds in an arable field, differences in crop cultivar might
be expected to have a pronounced impact on the spectral properties of the crop, as will
factors like water stress, growth stage, and pathogens, compromising the generalisability
of detection algorithms trained on only a few locations. Similarly, the extent of genetic and
morphological variability amongst separate weed populations is still relatively unexplored,
but even small differences might play an important role in altering the reflective spectral
properties relative to the crop.

Studies with restricted temporal or spatial scope will have limited performance when
estimating population size in previously un-surveyed sites. Training data with small sample
sizes will contain a limited range of ambient conditions from which to build predictive
models that are robust to environmental heterogeneity. However, even studies with large-
scale data collection achieve low out-of-sample accuracy. Lambert et al. [14] combined
large-scale unmanned aerial vehicle (UAV) imagery from over 100 fields with machine
learning pipelines to classify densities of weeds in arable wheat fields in the UK. Their key
finding was that classification accuracy was high when models were applied to predict
new observations within a field, but dropped dramatically when used to classify density at
an entirely new site. For remote sensing data to be useful in assessing population size, any
approach must be generalisable to new locations [34].

Aside from ensuring that training data are sufficiently representative of the entire
population, one option to increase out-of-site identification accuracy is to improve the
quality of the image data itself. Aerial collection is the most practical method to collect data
at the required scale, but this imposes a trade-off between image resolution and the scale
of collection. Even a 1 cm resolution requires low-flying UAV’s, which limits collection
scale [35]. Another way to increase the information content of the images is to capture a
wider band of the light spectrum. Many studies use data that consist of red–green–blue
(RGB) or multi-spectral images, which are low bandwidth and have limited coverage in the
visible light spectrum [14,15,36]. Low bandwidth data may not contain enough information
or the frequencies relevant to the study organism, which allow accurate identification
across multiple sites. In practice, therefore, multispectral imagery does not always provide
an additional benefit over RGB images for detecting or quantifying weed populations [21].
Alternatively, hyperspectral (HS) imagery provides much higher coverage of visible light
and near-infrared frequencies and could improve the opportunity for successful signal
detection of target organisms [26–28,37–39].

As well as appropriate survey design and good quality data, a key consideration are
the steps involved in building a reliable analytical pipeline. Studies have often used single-
model approaches, where one model is trained on all available data except a validation
set [15,38,40–42]. Given that high environmental and population-level variability can
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impact accuracy, a single model may perform poorly for new sites at the extremes or outside
of the observed conditions [34,43]. The alternative is to use ensemble-based methods, where
multiple models are trained on groups of data [44]. For example, models are trained on
spatially aggregated data from each survey site, and then individual predictions from
each model are combined to provide an overall prediction for the new data. The primary
advantage of this method is the introduction of flexibility, as predictions of individual
models can be weighted based on criteria that could improve predictive performance.

This paper combines large-scale survey data with hyperspectral imagery and machine
learning classifiers to predict the density of plant populations across multiple spatial
extents. We focus on populations of black-grass (Alopecurus myosuroides, Huds.) which is
a particularly damaging arable weed in the UK. We investigate the efficacy of using raw
hyperspectral (HS) and vegetation indices (VGI) data derived from HS bands in conjunction
with an ensemble learning method to classify weed density, both within and out of field.
Here, we aimed to compare whether out-of-field performance can be improved by the
combination of ensemble learning and high-bandwidth image data.

2. Materials and Methods
2.1. Weed Density Data

To assess the feasibility of large-scale weed identification we used data from a nation-
wide black-grass monitoring network. This project encompassed over 200 fields from
over 70 farms in England and was established to monitor the impact of black-grass on UK
agriculture. We employed a density-structured framework [2,7,45] to collect information
on weed density across arable farms in England, using surveys conducted as part of a
study on the prevalence of black-grass across the UK. Weeds were surveyed in winter
wheat fields over June–July, when flowering, as at this timepoint the emerged weed flower-
heads are readily distinguished from the crop by eye. The survey methodology collected an
abundance of information as a series of categorical density states, where fields were divided
into a series of 20 m by 20 m quadrats, and the weeds were classified as one of a series of
density states. In this study, we condensed density states into three categories, absent to
low (L), medium (M), and high (H), which contained both high and very-high categories
from the surveys. This simplifies the prediction task, whilst retaining enough information
critical to management, as only densities of ‘medium’ and above impact yield [46–48].
This framework has several advantages, firstly it allows rapid collection across landscapes,
which allows a large-scale evaluation of weed populations on the ground. Secondly, data
collection in this manner simplifies the identification problem into classification rather
than estimates of continuous abundance, where the margin of error is higher, whilst
still permitting estimates to be incorporated into models of population dynamics [2,3,45].
We collected density-state observations from 31 fields spread across England (Figure 1),
consisting of 3342 quadrat-level assessments of weed densities. We collected hyperspectral
data for these same fields.

2.2. Remote Sensing Data

Hyper-spectral data collection was completed during June and July in 2018. Flights
were undertaken using a manned fixed-wing aircraft flying at approximately 1km above
ground level. Flights yielded data with 0.32 m ground sample distance (GSD, i.e., 1 pixel is
32 cm × 32 cm resolution) in the visible and near-infrared spectra and 0.72–0.66 m GSD in
the short-wave infrared spectra. Multispectral images were collected using a PhaseOne
iXA180 colour survey camera (PhaseOne, Copenhagen, Denmark), and hyperspectral
images with NEO Hyspex VNIR-1800/SWIR-384e (Hyspex, Wellington, FL, USA) cameras.
See Table S2 for full camera specifications. Navigation processing included corrections
made using the Ordnance survey receiver independent ex-change format network.



Remote Sens. 2024, 16, 4749 4 of 19
Remote Sens. 2024, 16, x FOR PEER REVIEW 4 of 21 
 

 

 
Figure 1. (A) The location of the 31 fields at which both weed density state and hyperspectral image 
data were collected in England. (B–F) Examples of weed density state distributions in 5 example 
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Very High). Each quadrat represents a 20 m × 20 m area in which weed density was assessed and 
classified into one of the five density states. 
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era using an image matching algorithm. Atmospheric correction was achieved using quick 
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Figure 1. (A) The location of the 31 fields at which both weed density state and hyperspectral image
data were collected in England. (B–F) Examples of weed density state distributions in 5 example
fields in the dataset, colours represent different density states (Absent, Low, Medium, High, and
Very High). Each quadrat represents a 20 m × 20 m area in which weed density was assessed and
classified into one of the five density states.

Photogrammetric processing and the creation of mosaic images was achieved using
Correlator3D software (v8.0.) [49]. Hyperspectral images were radiometrically calibrated
using NEO software (v2.0) and spatially calibrated to an Ordnance Survey 50 m digital
elevation model, using the software PARGE (v2.5) [50]. Calibrated hyperspectral images
were aligned at sub-pixel level to the multispectral mosaic captured by the PhaseOne
camera using an image matching algorithm. Atmospheric correction was achieved using
quick atmospheric correction (QUAC), implemented within the ENVI software v(5.4).
Saviztky–Golay smoothing was applied to all spectra (with a window length of 11 and
polynomial order of 3) to reduce signal noise before analysis [1].

2.3. Pre-Processing

We produced two datasets for classification from the raw hyperspectral data. The first
consisted of 98 bands of hyperspectral data for each field surveyed, ranging from 416 nm
in wavelength (short wavelength visible light), to 991 nm (near-infrared). We normalised
these data for each field by dividing by the median value within each band. The second
dataset consists of 18 vegetation indices, which were calculated from the hyperspectral
data (Table 1). The outer sets of quadrats in each field were removed from the analysis to
remove any potential artefacts created by surrounding vegetation in the field margins.
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Table 1. Vegetation indices calculated from hyperspectral data. Numbers represent the reflectance (R)
wavelength of a spectral band in nanometres (nm). Where they appear, NIR, Red, Green, Blue, and
Yellow refer to near-infrared (800–2500 nm), red (620–800 nm), green (500–620 nm), blue (450–500 nm),
and yellow wavelengths (570–580 nm) of the spectrum, respectively.

Name Formula Reference

Anthocyanin reflectance index 2 ARI2 = R800 ×
(

1
R550

− 1
R700

)
[51]

Carotenoid reflectance index 1 CRI1 = 1
R510

− 1
R550

[52]

Modified red edge NDVI MRENDVI = R800nm

(
R750 – R705

R750+R7052×R445

)
[53]

Modified soil adjusted vegetation index MSAVI = 2NIR + 1 −
√
(2NIR + 1)2 − 8 [54]

Normalised difference vegetation index NDVI = NIR−Red
NIR+Red [55]

Photochemical reflectance index PRI = R531−R570
R531+R570

[56]

Red edge position index REPI = 700 + 40 (

(
R670+R780

2

)
−R700

R740−R700
) [57]

Red–green ratio RGR = Red
Green

Structure insensitive pigment index 1 SIP1 = R800−R445
R800−R680

[58]

Transformed chlorophyll absorption
reflectance index TCARI = 3[(R700 − R670)− 0.2(R700 − R550)× (R700 × R670)] [59]

Optimised soil adjusted vegetation index OSAVI = 1 + Yellow ( R800−R670
R800−R670+Yellow ) [60]

Triangular vegetation index TVI = 120(R750−R550)−200(R670−R550)
2 [61]

Vogelmann Red edge 1 VREI1 = R740
R720

[62]

Water band index WBI = R970
R900

[63]

Plant biochemical index PBI = R810
R560

Plant senescence reflectance index PSRI = R680−R500
R750

[64]

Red edge area 2 REA2 = (R708:R716)−(R676:R685)
(R708:R716)+(R676:R685)

[65]

Visible atmospherically resistant index VARI = Green−Red
Green+Red−Blue [66]

2.4. Analysis

We present a full workflow diagram of our end-to-end pipeline, from feature extraction
to classification, in Figure 2. We trained random forests [67] to predict the density state
(low: L, medium: M, high: H) of each quadrat using pixel-level hyperspectral (HS) or VGI
data. Random forests are machine learning algorithms commonly applied in classification
tasks. They reduce overfitting and improve predictive accuracy by averaging the results
from a large number of individual decision trees built during fitting, making them a robust
choice for high-dimensional and noisy biological data. To reduce the computational size
of the task, we sampled 1000 pixels from each of the 3342 quadrats in both the HS and
VGI feature sets. Each pixel was assigned the weed density class of the quadrat to which
it belongs.
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Figure 2. And end-to-end workflow of the full analysis presented in this paper. (A) An overview
of the raw data collected from 31 fields across England, including the density-state data (i.e., the
prediction target), and the raw hyperspectral data. From the raw hyperspectral data we extract
two feature sets, one consisting of 98 hyperspectral bands (the HS feature set), and one consisting
of 98 commonly used vegetation indices (VGI feature set). (B) An overview of the model fitting
procedure. Hyperparameter optimisation was undertaken on a subset of data (subsampling 10 pixels
for each quadrat in each field), which were then used in the main model fitting step. A random forest
classifier was fit to each individual field and a weighted ensemble was built by weighting classifiers
by their spectral similarity to the target field in the out-of-sample prediction task. (C) Prediction and
validation comprised two components. First, within-field performance was assessed using K-fold
cross-validation and the geometric mean score (GMS) was used to provide a measure of accuracy
for each density-state. Second, out-of-sample prediction was assessed using leave-one-field-out
cross-validation (LOFO-CV) on a field not included in the ensemble. The GMS and ranked probability
skill score (RPSS), were used to assess state-level and field-level predictive performance, respectively.
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We performed hyperparameter optimisation for the random forests in the form of a
simple grid search across a series of hyperparameter combinations detailed in Table S1 (Sup-
plementary Materials). For each hyperparameter combination, we fitted random forests to a
subset of data (10 pixels for each quadrat) and for each combination of hyperparameters we
performed leave-two-fields-out cross-validation by holding out pairs of fields and refitting
the model to each set of data. Hyperparameters were selected by taking the parameter
combinations that had the best predictive performance (assessed using ranked probability
skill score) averaged over held-out data. Averaging the values across each held-out fold
of our data ensures that we have a good ‘overall’ performing set of hyperparameters for
the classification task. These hyperparameters were then used in the subsequent analyses
to predict black-grass density. Model fitting was implemented in the ranger package in
R [68]. All 26 individual classifiers were run on the Sheffield Advanced Research Cluster
(ShARC) and specified to run using 128 GB of RAM on Intel Xeon E5 processors (2.4 GHz
base frequency).

2.5. Ensemble Learning

We classified density states from HS and VGI data by training individual random
forests, using the hyperparameters estimated above, to each of the 20 fields, with represen-
tation of at least two density states. The same hyperparameter combinations were used for
all individual classifiers. As the density-state distribution was skewed towards low states
(L= 2300, M = 525, H = 517) and all single-state fields within our data consisted entirely of
‘low’ density states, we removed these fields (totalling 11 in number) from the ensemble to
reduce the risk of incorrect classifications due to class imbalance.

We assessed predictive performance for individual field-level classifiers by conducting
k-fold (k = 5) cross-validation on unseen observations within fields. To evaluate prediction
quality for new fields, we assessed the performance of classifiers in an ensemble via
leave-one-field-out cross-validation (LOFO-CV) [34], using HS data from the total set of
31 fields. Each field-level classifier made a pixel-level prediction in the form of a vector of
probabilities for each density state and the state with the highest probability was classed
as the pixel-level prediction. An ensemble of all field-level classifiers (except the one held
out as the validation field), was then used to ‘vote’ on the final prediction for the state of a
quadrat, with the winning density state being the state with the most votes. To account for
environmental variability, we weighted the votes of classifiers trained on data with higher
spectral similarity to the data from the unseen field and compared their accuracy to an
unweighted ensemble for reference.

We used hypothesis margins [69] to weight the predictions of classifiers based on how
similar the spectral characteristics of the training field were to the characteristics of the
unseen target field.

h
(
xj
)
= 0.5

(∣∣∣xj − near f
(
xj
)∣∣∣− ∣∣xj − nearj

(
xj
)∣∣), (1)

where xj is a pixel in the unseen field j, and near f
(
xj
)

is the nearest neighbour in the feature
space of classifier field f. Therefore, nearj

(
xj
)

is the nearest neighbour in the feature space
of the new field j. We then implemented weighting via:

w f =
exp

[
−α

(
H f j − Ĥj

)]
∑∀ f exp

[
−α

(
H f j − Ĥj

)] (2)

where w f is the weight applied to the prediction of classifier f, H f j is the median hypothesis
margin between classifier field f and unseen field j, and Ĥj is the median of the minimum
hypothesis margin between all classifier fields and unseen field j. α is the parameter
controlling the size of the weights relative to the distance between spectral signatures of
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the classifier and unseen fields. In this analysis we use α = 0 for unweighted classifiers and
α = 2 ∧ 10 for weighted classifiers.

2.6. Assessing Performance

We assessed predictive performance through two metrics. To assess how well ensem-
bles identified different density classes given an imbalanced class distribution (skewed to-
wards low and medium states), we calculated the geometric mean score for each prediction:

Gk =
√

niktik (3)

where nik and tik are the true negative rate (i.e., proportion of quadrats where an observation
was correctly predicted to be a state other than state k) and positive rate (proportion of
quadrats where a state was correctly predicted to be state k), respectively, of state k in
quadrat i. Gk is therefore the geometric mean of true negative and true positive rates for
state k at observation i. Higher values represent better predictive performance, with a value
of 1 indicating perfect categorisation of all observations within that density state. This
measure penalises incorrect predictions for rarer states (i.e., high density states), which
tend to have much higher true negative rates. We chose this metric as in imbalanced
data, standard metrics are biased toward the majority class, as predicting the dominant
class correctly contributes heavily to a high overall score. However, the geometric mean
penalises poor performance on either class. If the model performs well on the majority
class but poorly on the minority class (or vice versa), GMS will reflect this imbalance by
yielding a low score.

To examine the field-level predictive performance compared to a baseline, we em-
ployed the ranked probability skill score [70] (RPSS). In this case, we compared classification
accuracy to a naïve prediction made from the distribution of states across all fields used to
train the model ensemble (i.e., state probabilities of H = 0.155, M = 0.157, L = 0.688). RPSS
is derived from the ranked probability score (RPS):

RPS =
K

∑
k=1

pk − ok(x) (4)

where pk and ok denote predicted and observed probabilities for category k in quadrat x.
RPSS is therefore

RPSS = 1 − RPS
RPSbaseline

(5)

where RPS and RPSbaseline represent the average RPS across all quadrats in the validation
set for the model predictions and naïve (baseline) classifier, respectively. Values above zero
represent an improvement on the baseline classifier.

We compared changes in geometric mean scores and RPSS, to understand the effect
of weightings on different feature sets. To identify the potential causes of predictive
failure, we tested the effect of the median hypothesis margin distance to a field’s nearest
neighbour, and mean density state, on the change in RPSS at different values of α. The
nearest neighbour distance may represent how similar new data are to the most similar
field in the ensemble of classifiers. A large nearest neighbour distance may suggest that a
field does not have good representation from the ensemble and could produce a higher
prediction error. Mean density state is a measure of how severe the infestation in a field is;
the variability in infestation severity might produce higher prediction errors as classifiers
may have low accuracy for higher densities which were less well represented in our data.
We tested these hypotheses using linear regression. We modelled the change in RPSS as a
function of interactive effects between the feature set and weighting, with either nearest
neighbour distance.

Data and code are available at the following repository: https://doi.org/10.5061/
dryad.qz612jmqp.
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3. Results
3.1. Within-Field vs. Out-of-Field Classification

The classifiers displayed good within-field accuracy (i.e., high GMS) for all density
states (Figure 3A). All three density states displayed high levels of classification accuracy,
with low and medium states being, on average, easier to predict than high states. On
average, classifiers using the VGI feature set tended to have higher classification accuracy,
although these differences were not statistically significant. When the ensembles of classi-
fiers were used to predict observations from new fields, however, classification accuracy
was poor (Figure 3B). Unweighted classifiers (α = 0) displayed much lower classification
accuracy scores than the within-field cross-validation exercise, with all classes’ geometric
mean score values decreasing from around 0.7 to 0.1 for low and high states. Medium state
classification accuracy had slightly higher out-of-field accuracy scores (0.2) than high and
low states, but still a large decrease from the within-field accuracy. Again, there were no
clear differences in classification accuracy between the HS and VGI feature sets. The poor
out-of-field performance is also evident using additional performance metrics (Figure S1).
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Figure 3. Within-field (A) and out-of-field (B) geometric mean scores (GMS) for Hyperspectral (HS)
and vegetation index feature sets (VGI). Panels display scores for low, medium, and high density
states, respectively. Point values are the average geometric mean score for predictions made to each
quadrat within a field. Vertical bars are 95% confidence intervals. Faded coloured points in panel
A are the accuracy scores for a single fold within a given field. Faded coloured points in panel B
represent the average accuracy scores the ensemble made for a new field.
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3.2. Ensemble Weighting

Average field-level RPSS demonstrated no improvement of model ensembles over
a baseline naïve prediction drawn from the observed frequency of each density states
(Figure 4). Indeed, unweighted ensembles and ensembles with low weightings (alpha =
2) had, on average, worse predictions than the naïve classifier. The only ensemble that
provided predictions that were on average on par with the naïve classifier was the ensemble
with a high weighting using the VGI feature set.
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Figure 4. Out-of-field ranked probability skill scores (RPSS) for each feature set under different levels
of α. α is the parameter controlling the size of the weights given to classifiers relative to the distance
of the spectral signature of the classifier field and new data. A value of 0 indicates prediction accuracy
was on par with the reference prediction. Point values are the average RPSS for all fields and vertical
bars are 95% confidence intervals. Faded coloured points are the average RPSS the ensemble made
for a new field.

On average, weighting classifiers marginally increased out-of-field classification ac-
curacy for low density states for both feature sets (Figure 5A,B). Both weighting values
(alpha = 2, and alpha =10) increased accuracy scores by around 0.1 for both feature sets.
Medium states, however, displayed no change in classification accuracy, with average
changes being close to zero in both feature sets (Figure 5C,D); however, low weightings
produced small decreases in accuracy. For the VGI feature set, both weightings increased
classification accuracy, although only marginally for the low weighting value (Figure 5F).
Conversely, for high density states, the low weighting produced no change in accuracy for
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the HS feature set, whilst the high weighting produced a small decrease in classification
accuracy (Figure 5E).

Remote Sens. 2024, 16, x FOR PEER REVIEW 12 of 21 
 

 

for the HS feature set, whilst the high weighting produced a small decrease in classifica-
tion accuracy (Figure 5E). 

 
Figure 5. The average change in classification accuracy (change in geometric mean score-GMS) for 
hyperspectral (HS) and vegetation index (VGI) feature sets. Classification accuracy is presented for 
low (A,B), medium (C,D), and high (E,F) density states for different levels of 𝛼. 𝛼 is the parameter 
controlling the size of the weights given to classifiers relative to the distance of the spectral signature 
of the classifier field and new data. Values over zero indicate an increase in accuracy, values below 
zero represent a decrease in accuracy. Point values are the change in average accuracy score for 
predictions made to each quadrat within a field. Vertical bars are 95% confidence intervals. 

There was a wide distribution of changes in field-scale prediction accuracy under 
different weightings (Figure 6), but overall weighting predictions slightly increased field-
scale accuracy for both feature sets. There was no detectable evidence of the nearest neigh-
bour distance (Figure 7A) (linear model, R2 = 0.165, df = 5, 108, F = 4.251) or mean density 
state (Figure 7B) (linear model, R2 = 0.022, df = 5, 108, F = 0.5) on change in RPSS for any 
weighting or feature set combination. 

Figure 5. The average change in classification accuracy (change in geometric mean score-GMS) for
hyperspectral (HS) and vegetation index (VGI) feature sets. Classification accuracy is presented for
low (A,B), medium (C,D), and high (E,F) density states for different levels of α. α is the parameter
controlling the size of the weights given to classifiers relative to the distance of the spectral signature
of the classifier field and new data. Values over zero indicate an increase in accuracy, values below
zero represent a decrease in accuracy. Point values are the change in average accuracy score for
predictions made to each quadrat within a field. Vertical bars are 95% confidence intervals.

There was a wide distribution of changes in field-scale prediction accuracy under
different weightings (Figure 6), but overall weighting predictions slightly increased field-
scale accuracy for both feature sets. There was no detectable evidence of the nearest
neighbour distance (Figure 7A) (linear model, R2 = 0.165, df = 5, 108, F = 4.251) or mean
density state (Figure 7B) (linear model, R2 = 0.022, df = 5, 108, F = 0.5) on change in RPSS
for any weighting or feature set combination.
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Figure 6. The change in RPSS for each field within our dataset for each value of α. Blue points
over zero indicate an increase in field-scale predictive performance, red points below zero indicate a
decrease in performance. Dashed vertical lines represent the average change in RPSS across all fields
in each feature set and weighting. HS represents the hyperspectral feature set and VGI the vegetation
index feature set.
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Figure 7. The change in RPSS versus the nearest neighbour distance (A) and mean density state of
each field (B) for each value of alpha for both hyperspectral (HS) and vegetation index (VGI) feature
sets. The nearest neighbour distance represents the median hypothesis margin distance to the nearest
neighbour of a field, i.e., the field with the closest spectral similarity.
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4. Discussion

The rapid and accurate identification and quantification of arable weed populations
over large areas are important tasks for modern agriculture. Several studies have now
shown that the combination of remote sensing data and machine learning provides a
promising route to achieve mapping of weed populations over the scales relevant for
management. However, making accurate predictions at new sites from limited training
data is a stumbling block identified by several studies [14,15,71]. In this paper, we have
demonstrated that increasing the coverage of spectral data alone is not enough to solve the
issue, as predictive performance to new sites still displayed low predictive performance.
We show that although classifiers demonstrated high accuracy when predicting for states
gathered under static environmental conditions (i.e., at the same location and time), they
failed to provide the same levels of accuracy when applied to data from new sites. We also
demonstrated that although they provide flexibility and a route to improve predictive per-
formance, using flexible ensemble techniques may decrease accuracy in certain situations,
and as such should be approached with caution.

4.1. Ensemble Classification Using Hyperspectral Data

Hyperspectral imagery can provide a wealth of information for weed classification
tasks. With a wider range of bandwidths and a higher spectral resolution comes the in-
creased likelihood that data contains a spectral signal that can be used to identify the target
organism in cases where target organisms and substrate are difficult to discriminate [26,44].
However, as we demonstrated here, accounting for the environmental variability in spectral
data when predicting for new sites is still a key consideration, despite increased data qual-
ity. Interestingly there was little difference in performance between derived indices (VGI
feature set) and normalised hyperspectral data (HS), as the VGI data consisted of features
compiled from fewer spectral bands than the HS features. Investigation of custom indices
tailored specifically for weed detection in arable crops in a variety of contexts would be a
useful avenue for future research.

We employed a weighted ensemble of classifiers to increase the utility of a small
dataset and accounted for environmental variability by weighting models towards fields
with similar spectral properties. Our application demonstrated mixed results, displaying
both increases and decreases in predictive performance, depending on the feature set
employed to make the predictions. We demonstrated instances where weighting classifiers
increased predictive power. However, our results showed that employing these techniques
in practice should be approached with caution. Decreased predictive performance for high
states (as is the case for the HS feature set, albeit marginally) is particularly detrimental
to monitoring efforts, as high weed densities are of highest concern to farmers [46,48,72].
Given the current poor predictive performance of out-of-sample weed identification, we
would recommend thorough testing of weighted ensemble techniques to determine the
effect on predictive performance before employing them to identify weeds in practice.

4.2. Improving Performance-Quantification of a Spectral Signature

Given that there was no obvious relationship between predictive performance and
mean density state or nearest neighbour distance of individual classifiers, it is highly
likely that variability in the ambient light conditions across our fields was responsible
for poor predictive performance. In this case, the temporally restricted data (i.e., single-
date imagery) used in the majority of weed classification tasks [14,15,21,27–29,36,40–42] is
likely the major obstacle limiting classification accuracy. The spectral signature of a plant
is defined by traits such as the biochemical composition (e.g., water, pigment, nitrogen
content etc) as well as the structural characteristics such as the shape and orientation of
its leaves and stem [73]. As these characteristics co-vary with the temporal variation in
light conditions, using temporally restricted observations will likely fail to characterise the
radiative properties well enough to generalise to new dates or locations.
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The identification of species-specific spectral signatures will therefore require quantifi-
cation of the biochemical and structural variables that define them [73]. Radiative trans-
fer models (RTMs) can provide a physical assessment of plant biological and structural
properties that can define the spectral signature of target organisms [74–79]. Large-scale
experimental work that aimed to quantify the relevant properties of specific weeds under
varying light conditions could provide useful measures by which to identify and assess
weeds in situ, but can also be achieved using remote sensing data. Work of this kind should
be a priority for agricultural applications and many models have already been shown
to define characteristics of many arable crops [80] but have yet to be applied to specific
weed species.

As well as better quantification of spectral identifiers, it will be essential to increase the
spatial and temporal scales of data collection to encompass a wider range of environmental
conditions. Data collection technology is rapidly allowing the expansion of surveys across
larger scales [81]. Satellite-based earth observation data often provide repeat measurements
for observation units across a large spatial scale, and these data may provide a route to
better data collection. However, there is a trade-off involved in the quality of data (in terms
of bandwidth and spatial resolution) and many satellite-based data do not have the spatial
resolution required to monitor small arable weeds and we are aware of no studies to date
that have used satellite data to predict out-of-sample weed density accurately [82–85].

4.3. Improving Out-of-Field Performance Features and Algorithms

Although the most promising route to improving out-of-field prediction is to improve
our quantification of spectral identifiers in tandem with upscaled data collection, there are
other options that could provide modest improvements to current approaches. One option
would be to invest more effort into the feature engineering steps of the analysis to buffer
against environmental variability. As weeds typically exhibit patchy distributions within
these survey sites [86], features that describe texture, rather than just raw spectral signals,
could be a route to improving prediction and might be slightly buffered against ambient
light levels [87]. LiDAR or point cloud data that distinguish varying canopy heights of crops
and weeds might also be more robust to changes in ambient light levels. Data consistency
might also be improved by using more rigorous atmospheric or topographic corrections,
for example, to provide a more thorough route to removing illumination and atmospheric
artefacts [88–90].

Noise reduction in current data is also an important consideration. More sophisticated
learning algorithms that incorporate automated feature extraction are a possible route to
reduce sample noise. Deep learning techniques such as convolutional neural networks
(CNNs) might improve predictive performance, as they inherently account for spatial
patterns in the data. Several studies have demonstrated their utility [15,29,38], showing high
levels of within-field accuracy, yet still illustrate that out-of-field performance is relatively
low. Another class of algorithms with promise are autoencoders, which are CNNs that are
trained to ignore noise during the learning process [91]. This dimensionality reduction can
then aid in subsequent classification steps [92]. Studies have already demonstrated their
utility in detecting signals in noisy and high-dimensional ecological data [93] and they
could provide a route to more efficient out-of-sample detection of black-grass infestations
from high-dimension hyperspectral images. Combining deep learning techniques with
GPU acceleration to increase both computation efficiency and data uptake is an important
next step in out-of-sample weed detection in agriculture.

5. Conclusions

Overall, we demonstrate that providing generalisable predictions of black-grass den-
sity for new locations is a difficult task, even with the use of high-resolution and high-
bandwidth spectral data. Employing flexible ensemble techniques did not provide conclu-
sive improvements to performance, and in some cases decreased it. Although we suggest
that future studies should target improved feature selection that incorporate spatial struc-
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ture and textural metrics, it is important to emphasise that this alone might not solve the
performance problem. A priority should be extensive data collection across the variable
environments that exist in agricultural systems.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/rs16244749/s1. Figure S1. An illustration of the hierarchical
clustering we used to determine the relationship between the number of density state observations in
the ‘Low’ density class, and the spectral response of the vegetation indices. 16 VGIs are displayed,
along the x axis (the blank entry represents VGIs not used in the classification task). Fields are
displayed along the right hand axis. Lighter colours represent positive associations between the
presence of the state and the index. Darker colours represent negative associations. The dendograms
represent the clusters or similarity between indices (top tree) and spectral data within each field (left
hand tree). The histogram illustrates the distribution of observations across the spectral response.
Figure S2. An illustration of the hierarchical clustering we used to determine the relationship between
the number of density state observations in the ‘Medium’ density class, and the spectral response
of the vegetation indices. 16 VGIs are displayed, along the x axis (the blank entry represents VGIs
not used in the classification task). Fields are displayed along the right hand axis. Lighter colours
represent positive associations between the presence of the state and the index. Darker colours
represent negative associations. The dendograms represent the clusters or similarity between indices
(top tree) and spectral data within each field (left hand tree). The histogram illustrates the distribution
of observations across the spectral response. Figure S3. An illustration of the hierarchical clustering
we used to determine the relationship between the number of density state observations in the ‘High’
density class, and the spectral response of the vegetation indices. 16 VGIs are displayed, along the x
axis (the blank entry represents VGIs not used in the classification task). Fields are displayed along
the right hand axis. Lighter colours represent positive associations between the presence of the
state and the index. Darker colours represent negative associations. The dendograms represent the
clusters or similarity between indices (top tree) and spectral data within each field (left hand tree).
The histogram illustrates the distribution of observations across the spectral response. Figure S4.
Additional performance metrics for the out-of-field validation exercise for the HS (A), and VGI (B)
feature sets. Faded coloured points represent the score for all predictions made by a single field-level
classifier, large solid points represent the mean metric score over the ensemble. All predictions here
are made by an unweighted classifier (i.e. alpha = 0). Figure S5. Illustrations of spatial predictive
performance from within-field classifications for an example field. Colour gradients either represent
the predicted probability of a false positive (lighter green), or true positive (darker blue), for each
density state. For example, for a low state (top left map), low states have higher probabilities of
correct classifications are given dark blue colours, as evidenced by low states (l) mostly being dark
blue. Whilst some medium states (m) are classified as false positives, having light green colours.
Displayed on the maps are density state observations for a single field. Table S1. The hyper-parameter
values across the optimization exercise were conducted. Table S2. Detailed specifications of the
hyperspectral cameras used to collect images of fields containing weed infestations.
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