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Abstract:  Recent years have seen an explosion in the number and scale of 

digital communities (e.g. peer-to-peer file sharing systems, chat applications 

and social networking sites). Unfortunately, digital communities are host to 

significant criminal activity including copyright infringement, identity theft and 

child sexual abuse. Combating this growing level of crime is problematic due to 

the ever increasing scale of today’s digital communities. This paper presents an 

approach to provide automated support for the detection of child sexual abuse 

related activities in digital communities. Specifically, we analyze the 

characteristics of child sexual abuse media distribution in P2P file sharing 

networks and carry out an exploratory study to show that corpus-based natural 

language analysis may be used to automate the detection of this activity. We 

then give an overview of how this approach can be extended to police chat and 

social networking communities. 
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1.   Introduction 

Social networking sites, chat applications and peer-to-peer (P2P) file sharing 

systems support millions of users and have redefined how people interact on the 

Internet. Millions of people use social networking sites such as MySpace [1] and chat 

applications such as MSN messenger [2] to support their personal and professional 

communications creating so-called digital communities. Similar communities have 

been created in P2P file sharing systems, such as Gnutella [3], which enables the 

decentralised sharing of files free from control or censorship by third parties. 

As the scale of digital communities and their importance to society grows, there is 

a strong tendency for them to reflect real communities with the infiltration of criminal 



activities. For example, social networking sites have given rise to the phenomenon of 

‘cyber-stalking’ [4] while chat applications have been used by paedophiles to support 

online victimisation, such as the ‘grooming’ of children [5]. Similarly, P2P file 

sharing systems have been implicated in both copyright infringement and the 

distribution of material related to child sexual abuse [6]. Digital communities, 

therefore, present two major and related challenges to law enforcement: 

 

1. Digital communities provide new and easier ways for criminals to organise. 

An example of this is the ability of paedophiles to formulate ad-hoc 

networks to exchange child sexual abuse media and, even more seriously, to 

plan child sexual abuse activities.  

2. The extremely large scale of digital communities coupled with rapidly 

evolving underlying protocols renders pro-active manual policing (analogous 

to police patrols in the physical world) infeasible. This can leave children 

and vulnerable adults exposed to significant risk. 

 

This paper focuses on advancing methods for safeguarding children in digital 

communities and argues that effective pro-active policing of digital communities 

requires the use of automated language analysis techniques. These techniques, 

inspired by the fields of computational and corpus-based linguistics, can be used to 

help law enforcement agencies to identify: 

 

i. Criminal activity. 

ii. Evolving and emergent criminal terminology. 

iii. Child predators masquerading as children.  

 

To illustrate the scale of this problem, we perform an analysis of the scale and 

characteristics of the distribution of child sexual abuse media on P2P file sharing 

systems. Our study reuses tracing data collected and reported on in a previous study 

[6], however the analysis reported here is new and focuses specifically on child sexual 

abuse. We then describe an exploratory study involving the classification of emerging 

criminal terminology using natural language analysis. Finally, we discuss how this 

approach could be extended to support the policing of chat and social networking sites 

in order to prevent paedophiles using these systems to victimise children. While, in 

this paper, we focus on tackling paedophilia in digital communities, the techniques 

can be expanded to other criminal activities, for instance, to identify terrorists 

recruiting impressionable youth or organising attacks through digital communities. 

The remainder of this paper is structured as follows: section 2 provides an 

overview of the prevalent digital communities of today. Section 3 introduces the 

background to our natural language analysis approach and its application to the 

policing of digital communities. Section 4 presents an analysis of the scale and 

characteristics of the distribution of child-abuse media on P2P file sharing systems. 

Section 5 evaluates the effectiveness of natural language analysis to automate the 

identification of child-abuse media. Section 6 provides a discussion on how natural 

language analysis can also be used to support the pro-active policing of chat and 

social networking sites for various criminal activities, and section 7 concludes and 

highlights areas of future work. 

 



2.   Digital Communities 

Today’s major digital communities include: P2P file sharing systems, chat 

applications and social networking sites. We first review the existing evidence of 

criminal activity in these communities and subsequently highlight the policing 

challenges. 

2.1 P2P File Sharing  

Peer-to-peer file sharing systems use the bandwidth and disk space of home or 

office computers to maintain a distributed online library of files. Any P2P user may 

directly share files with any other user, in a largely anonymous and censorship-

resistant way. P2P has revolutionised how people use the Internet to communicate, 

empowering users to produce and distribute content free from any form of control or 

censorship by third parties. Today it is widely accepted that P2P applications (for 

example, Gnutella [3] and Bittorrent [7]) are responsible for the vast majority of 

internet traffic [8]. 

Unfortunately, this perceived anonymity has led to wide-spread illegal behaviour, 

most notably the use of P2P file sharing systems to distribute illegal content. Current 

research suggests that 90% of all material on P2P file sharing networks is copyrighted 

[9]. Likewise a recent study [6] showed that 1.6% of searches and 2.4% of search-

responses on the Gnutella P2P network relate to illegal sexual content such as images 

of child sexual abuse. These levels equate to hundreds of searches for illegal images 

per second. While this work illustrates the significant scale of this problem, it also 

shows that the distributors of such material tend to form sub-communities, which do 

not interact with the broader P2P community. 

2.2 Chat Applications 

In a similar vein to P2P, chat applications have had a dramatic impact on how 

people communicate. Although chat software has existed for decades in guises such 

as IRC [10], it is only within the last ten years that chat applications have become 

adopted by mainstream Internet users. This is perhaps best illustrated by Instant 

Messenger applications such as MSN [2] and Skype [11] that are now common tools 

in both the home and workplace. 

As chat applications have become popular, they have also become a means to 

support criminal activities. Their growing use by children and young people has given 

paedophiles a new means to target children (for example, [12]), or even to locate 

other paedophiles and plan paedophilia-related activities (for example, [13]).  

2.3 Social Networking Sites  

Social networking sites such as MySpace [1] and Facebook [17] are the newest 

form of digital community to be adopted by mainstream computer users, and like chat 

and P2P file sharing applications, participation is expanding quickly in June 2007 

“Social Media Today” reported that Facebook alone had 25 million users [18]. As of 

April 2008, Facebook claims to support 70 million users [34]. As with chat and P2P 

systems, the growth of this type of digital community has created opportunities for 

criminal behaviour. Users of social networking sites are particularly vulnerable as 

these sites allow individuals to rapidly expand their social network to include un-



vetted strangers. Furthermore, the tendency of some users to post personal 

information such as their real-world address, school/job and telephone number allows 

cyber-criminals unprecedented access to potential victims. In particular, this has been 

exploited by cyber-stalkers [19], who use personal information along with the access 

that social networking sites provide to harass their victims (for example [20]). While 

cyber-stalking has been recognised as an offence that can be prosecuted under a range 

of existing legislation (such as the UK Protection from Harassment Act, 1997), 

difficulties arise from the variable range of legislation in countries across the world. 

Social networking sites are also used by paedophiles as another avenue through which 

to approach children. For example, paedophiles have been observed masquerading as 

children in order to initiate contact with their victims [21]. While there is a need to 

educate users of social networking sites about protecting their personal data, there is 

also an urgent need for effective policing of these communities to protect vulnerable 

users, for example, children. 

2.4 Problems inherent in Policing Digital Communities 

Efforts to combat the concerns highlighted above have been reflected by the 

formation of the Virtual Global Taskforce (VGT) [14], the launch of organisations 

such as the Child Exploitation and Online Protection centre (CEOP) in the UK [15], 

and the introduction of legislation to criminalise the 'grooming' of children in chat 

rooms [16]. However, law enforcement agencies policing digital communities in 

order to detect, prevent and prosecute criminal activity on these systems face three 

major challenges: 

� Dealing with large volumes of data: With millions of users, digital communities 

generate vast amounts of data, which makes manual analysis infeasible. 

� Identifying criminal activity: Criminals such as paedophiles often develop their 

own vocabulary of terms to disguise their activities. 

� Identifying masquerading users: In most digital communities, the creation of 

fake user identities is trivial, allowing criminals to evade detection (e.g. 

paedophiles posing as a children to contact their victims).  

Critically, the very characteristic of these digital communities - that is, the lack of 

routine feedback such as body language, tone of voice or facial expressions [4], 

hampers policing and inevitably puts greater emphasis on language use, which can, in 

turn, be used to aid policing. Specifically, we propose that internet policing problems 

may be tackled more effectively through automated natural language analysis of 

traffic originating from digital communities. 

Such an approach can identify likely criminal activity amongst the huge volumes 

of innocent interactions occurring in digital communities and furthermore, through the 

use of language profiling, make it possible to detect paedophiles pretending to be 

children and other masquerading users (such as cyber-stalkers using fake personas). A 

brief overview of our natural language analysis approach and its application to 

detecting and preventing crime in digital communities is provided next. For more 

details on the set of natural language tools and techniques we deploy for the purpose, 

interested readers are referred to [33]. 

 



3.   Natural Language Analysis 

Existing work on policing online social networks has focused primarily on the 

monitoring of chat and file sharing systems. Chat policing software for home use such 

as Spector Pro [29], Crisp [30] and SpyAgent [31] allow the logging of online 

conversations, but are restricted in that they need to be installed on the actual PC that 

is being policed. In terms of language monitoring capabilities, the existing chat 

policing software tools rely on human monitoring of logs or simple-minded word or 

phrase detection based on user-defined lists. Such techniques do not scale. Nor do 

they enable identification of adults masquerading as children or support pro-active 

policing. 

Techniques do exist which make use of statistical methods from computational 

linguistics and corpus-based natural language processing to explore differences in 

language vocabulary and style related to the age of the speaker or writer. Keyword 

profiling [22], exploiting comparative word frequencies, has been used in the past to 

investigate the differences between spoken and written language [23], British and 

American English [24], and language change over time. Rayson [25] extended the 

keywords methodology to extract key grammatical categories and key domain 

concepts using tagged data in order to make it scalable. The existing methodologies 

draw on large bodies of naturally occurring language data known as corpora (sing. 

corpus). These techniques already have high accuracy and are robust across a number 

of domains (topics) and registers (spoken and written language) but have not been 

applied until now to uncover deliberate deception. The second relevant technique is 

that of authorship attribution [26]. The current methods [27] would allow a narrowing 

in focus from the text to the individual writer in order to generate a stylistic 

fingerprint for authors.  

Our particular focus in this paper is file sharing systems where filenames and 

search terms reflect specialised vocabulary which changes over time. Using a 

frequency profiling technique, we can find popular terms within the search query 

corpus. Known terms such as high frequency words normally expected within a 

general language corpus (e.g. the, of, and, a, in) can be eliminated either manually or 

by using a list of ‘stop words’, a technique often used in information retrieval. From 

this list emergent unclassified terminology may be identified, and through association 

classified, allowing for the detection of emergent criminal terminology. 

Section 4 first explores the scale and characteristics of the distribution of child 

sexual abuse related media on P2P file sharing networks. Section 5 then explores the 

use of natural language analysis to terminology emerging from this deviant sub-

community. 
 

4.   Child Sexual Abuse Media Distribution on File Sharing Networks 

Our previous research has shown that P2P file sharing networks, and specifically 

Gnutella, are a major vector for the distribution of illegal sexual material [6]. We now 

revisit our experiments on the Gnutella P2P file sharing network in order to 

specifically analyze the extent to which this system is used to distribute media related 

to child sexual abuse. Section 4.1 presents our experimental methodology and section 

4.2 presents our results. 



4.1 Experimental Methodology 

 Gnutella is an open protocol designed to support the discovery and transfer of files 

among its users. In technical terms, the Gnutella protocol builds an unstructured, 

decentralized network where peers are required to forward network maintenance and 

file discovery messages, and to share files on the network. File discovery on Gnutella 

uses two message types. ‘QUERY’ search messages that are broadcast on the network 

with an XML or plain text search term to discover files. Plain text/XML 

‘QUERYHIT’ search-response messages are used to inform a searching peer that a 

matching file is available. Thus by connecting to the Gnutella network and 

intercepting and analyzing QUERY and QUERYHIT messages we can explore what 

files users are searching for, and offering respectively. 

In our previous experiment to quantify the level of resource discovery traffic that 

relates to illegal sexual material [6] we gathered a one month trace of Gnutella traffic 

(between February 27th and March 27th 2005). Two independent reviewers then 

analysed 10,000 search and search-response messages from three separate days within 

our trace (5
th

, 12th and 19th March), classifying them as relating to either illegal 

sexual material or other material. Our approach was to classify messages as relating to 

illegal pornographic material if they could only be interpreted as referring textually to 

such material. We found that an average of 1.6% of searches and 2.4% of search 

responses contained references to such material. 

We have since revisited this data in order to analyze the level of resource discovery 

traffic that relates specifically to child sexual abuse. Once again, two independent 

reviewers analyzed three samples of 10,000 search and search-response text messages 

from the 5
th

, 12th and 19th March 2005. The results of our experiments are provided 

in section 4.2. As with our previous experiments, the understanding that can be 

provided through an analysis of meta-data is limited – while our results do show that 

the level of resource discovery traffic relating to illegal sexual material, there is no 

way to know whether these searches were generated deliberately or in error. Nor is it 

possible to know whether a user performing such a search found and/or downloaded 

the corresponding material. Thus the analysis of resource discovery traffic provides a 

useful, but imperfect measure of the extent to which P2P file sharing networks are 

used to distribute material relating to child sexual abuse. Section 4.2 presents the 

results of our experiments. 

 

4.2 Level of Child Sexual Abuse Related Resource Discovery Traffic on Gnutella. 

The results of the two independent reviewers’ traffic classifications are shown in 

tables 1a and 1b: 

 

Table 1a – Reviewer 1, Child-Abuse Related Resource Discovery Traffic 

 5
th

 March 12
th

 March 19
th

 March 

Search Messages 0.9% (90) 1.55% (155) 0.81% (81) 

Search Responses 1.59% (159) 1.83% (183) 1.25% (125) 

 



Table 1b – Reviewer 2, Child-Abuse Related Resource Discovery Traffic 

 5th March 12th March 19th March 

Search Messages 0.90% (90) 1.4% (140) 0.86% (86) 

Search Responses 1.59% (159) 1.9% (190) 1.38% (138) 

It can be seen that there is a high degree of correlation between the independent 

reviewers’ classifications: 

 

� An average of 1.07% of the search message sample was classified as relating to 

child sexual abuse. The minimum value we observed was 0.81% on March 19th, 

rising to 1.55% on March 12
th

. The standard deviation between samples was 

0.32%. 

� An average of 1.59% of the search responses relate to child sexual abuse. The 

minimum value observed was 1.25% on March 19th, rising to 1.9% on March 

12
th

. The standard deviation was 0.25%. The higher level of search responses that 

contain references to child sexual abuse arises because search responses list 

multiple files. 
 

Given the large scale of the Gnutella network, this equates to thousands of child-

abuse related searches and search responses per minute, suggesting that P2P file 

sharing systems and Gnutella specifically are a major vector for this material. 

Unfortunately, a major problem in identifying the presence of child-abuse related 

media is the use of domain-specific terminology by paedophiles.  Our trace data was 

further analysed by domain experts for the presence of non-standard child abuse 

terminology. We found that, on average 53% of searches and 88% of responses used 

such language. Section 5 discusses and evaluates the use of natural language analysis 

to identify such terminology emerging from criminal sub-communities. 

 

5.   Identifying Child Sexual Abuse Media Using Natural Language 

Analysis 

This section introduces a simple scheme to detect and classify emerging 

terminology related to the distribution of child sexual abuse media. Section 5.1 

describes our experimental methodology. Section 5.2 reports on our results. Finally 

section 5.3 discusses how this process may be fully automated. 

5.1 Experimental Methodology 

These experiments were performed using our Gnutella trace data [6] and assess the 

viability of using association to classify previously unknown terminology relating to 

child sexual abuse media. The classification process was performed in a semi-

automated fashion by 10 volunteers with no domain-specific knowledge (i.e. links to 

child-protection services, law-enforcement agencies or related criminal convictions). 

Our hypothesis is that by identifying non-standard search words that have a high 

popularity and providing context by showing complete search phrases that contain 

these words, we can significantly improve the accuracy of manual catagorisation. A 



complete list of the search words being categorized can be obtained by emailing the 

authors (due to their sensitive nature they are not reproduced here). 

Firstly, our natural language analysis tool (Wmatrix [28]) was used to create a 

frequency-ranked list of the 1000 most popular search words. From this list, the top 5 

non-standard language search words were extracted for non-child sexual abuse related 

material and the top 5 non-standard language words were extracted for child sexual 

abuse related material. Each volunteer in our test-group was then asked to classify 

these words as either (i) related to child sexual abuse or (ii) unrelated to child sexual 

abuse. 

Following this ‘blind’ classification of terminology, each volunteer took part in a 

semi-automated process wherein association with complete search phrases was used 

to suggest the meaning of the unknown search terms. Specifically, each volunteer was 

presented with 10 complete search phrases containing the unknown term that were 

selected at random from our trace data. Each volunteer then reclassified every term 

based on its appearance with known (English) language words contained in the search 

phrases presented. Section 5.2 describes the results of this experiment and section 5.3 

describes how the process may be further automated in order to improve efficiency 

and scalability. 

5.2 Experimental Results 

Table 2 shows the results of the initial blind catagorisation and subsequent 

catagorisation via association with complete search terms. It can be seen that blind 

catagorisation of child-abuse related media had an average success rate of only 42%, 

while classification through association more than doubled the success rate to 94%. 

Firstly, this shows that natural language analysis can provide significant benefits for 

identifying emergent terms. Secondly, it illustrates that the association with 

previously classified language is a promising approach to supporting the classification 

of new terminology.  

 

Table 2 – Use of Association to Improve Classification of Child Sexual Abuse 

Related Terms 

 Anonymous Reviewer 

 1 2 3 4 5 6 7 8 9 10 

Success of blind catagorisation (%). 

 
40 40 20 60 60 0 40 40 80 40 

Success of catagorisation with 

association (%). 
80 100 100 100 100 80 100 100 100 80 

 

The results of this experiment are shown graphically in Figure 1 below. It can be 

seen that the ability of test subjects to blindly classify child sexual abuse related 

terminology varied considerably - from 0% for reviewer 6 to 80% for reviewer 9. In 

all cases the use of association improved the subjects’ ability to correctly classify 

terms – by an average of 52%. 
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Figure 1 – Use of Association to Classify Child Sexual Abuse Related Terms 

 
 

5.3 Automating the Detection and Classification of New Terminology 

In order to automate the detection of new terminology, we can supplement the 

frequency profiling technique above with comparative frequency analysis. This 

technique compares the frequency profile generated from search terms to a frequency 

profile built from a reference corpus of general English. For each word in the profile, 

a log-likelihood (LL) statistical test is performed which estimates the significance of 

the difference in its frequency between the search term corpus and the reference 

corpus [32]. A larger LL value indicates that the difference in relative frequencies 

observed is larger and less likely to occur by chance. Therefore by sorting the 

resulting comparative profile on the LL value, we could find the most overused words 

in the search term corpus relative to an English standard reference. These key words 

appearing at the top of the list are most likely to be domain-specific words. This 

technique could be further extended by maintaining a monitor corpus of search terms 

consisting of trace data over the last 24 hours or 7 days, and using this as a reference 

corpus instead of the general English dataset. This would improve the extraction of 

novel terminology and enable the monitoring of short-term trends in search terms. 

For classification of new terminology, we can exploit computer techniques that 

mirror the activities of the human volunteers during in the second stage of our 

experiment. The extra information provided by viewing example terms in context 

provides evidence for the reader to make an educated guess at the meaning of an 

unknown term. A technique from corpus linguistics called collocation provides a way 

of calculating the strength of association between one word and others in the 

surrounding context. Pairs of words with high collocation scores occur significantly 

more often together than would be expected by chance based on their individual 

frequencies. Thus, if we find that an unknown word regularly collocates with other 

words that are known to be related to child-abuse media, we can make the assumption 



that the unknown word is also specific to that domain. This has the potential to more 

quickly identify emerging terminology and enhance the effectiveness of policing. 

6.   Discussion: Applying Natural Language Analysis to Chat and 

Social Networking Systems 

The case for supporting the policing of chat and social networking systems is even 

more compelling than the case for supporting the policing of P2P file sharing systems. 

While P2P file sharing systems are a major vector for the distribution of existing 

media relating to child sexual abuse, chat and social networking systems are actively 

used to support the perpetrators of abuse. As such, supporting the pro-active policing 

of these systems is critical to preventing future crimes. 

Fortunately, natural language analysis also holds significant promise for supporting 

the policing of chat and social networking systems. Domain-specific language relating 

to child abuse is largely unused except by those involved with the distribution of child 

abuse related materials. Thus, the detection of this language in chat rooms or on 

social-networking sites (e.g. its use by paedophiles planning a crime) may be used by 

law enforcement bodies to better target their limited manual policing resources. 

In cases where paedophiles are masquerading as children on social networking or 

chat systems (e.g. to gain access to a child), the use of domain specific terminology is 

unlikely. In such cases, natural language analysis may still be employed to discover 

masquerading paedophiles. This requires the establishment and extension of corpora 

of child and adult language in chat rooms. Comparing samples of observed chat 

language with these corpora using the techniques described in section 3 may provide 

some clues to adults masquerading as children in terms of their vocabulary usage. 

However, we expect to have to extend these techniques to grammatical profiles in 

order to identify stylistic clues to deceptive language. 

In either case the monitoring of digital communities also necessitates the 

development of new tracing functionality to support the establishment and extension 

of necessary corpora along with policing. For those digital communities which utilise 

peer-to-peer communication protocols, our existing monitoring approaches can be 

readily adapted [6]. However, those systems which use a more centralised 

communications infrastructure will necessitate the investigation of approaches similar 

to those used to implement web-based data mining [35]. 

7. Conclusions and Future Work 

This paper has argued that natural language analysis is a promising approach to 

support the policing of digital communities. To illustrate the critical need for policing 

support, we first analysed the scale and characteristics of the distribution of child 

sexual abuse media on the Gnutella P2P file sharing network, finding that more than 

1% of search messages and 1.5% of search-response messages relate to this material.  

We then showed that natural language analysis can be used in a semi-automated 

methodology to identify non-standard language used by those distributing child abuse 

media. Finally, we discussed how such an approach can be automated and applied 

across other digital communities such as chat and social networking systems. 

The work presented here uses one of a number of techniques from corpus-based 

linguistics that we intend to trial in our approach to supporting the detection and 

classification of unknown vocabulary in chat and social networking systems. In future 



work we aim to: (a) to integrate the statistically sophisticated but knowledge-poor 

techniques from authorship attribution (that operate on one person’s language) with 

linguistically-informed approaches in key domain analysis (that operate at the level of 

language of groups), and (b) to develop novel methods that are capable of detecting 

adults masquerading as children within the constraints of small amounts of language 

evidence, in the region of hundreds rather than thousands of words, that are observed 

in chat room data. Detection of unknown vocabulary is a relatively straightforward 

issue (comparable to a spell checker using a full form dictionary), but the task of 

classification of the unknown terms will require novel extension of techniques such as 

unsupervised word sense disambiguation where we will investigate exploitation of 

regular collocation with known domain vocabulary to seed the technique. 

Any form of monitoring also raises ethical considerations. When extending and 

applying our monitoring approach to digital communities, such ethical issues will also 

be considered. This is important not only in respect of the abuse of children and the 

protection of the system developers, but also to the privacy of digital community 

members. The level of monitoring needs to be carefully and clearly explained to 

digital community members for them to accept the proposed approach. Part of the 

research performed will involve examining ethical issues and ensuring such issues are 

addressed throughout the development life-cycle of the monitoring approach.  
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